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All societies need to form institutional rules to regulate their social inter-
actions. These specify what actions individuals should take in particular
situations, and what sanctions will apply if individuals violate these
rules. However, forming these institutional rules involves playing a political
game—a process of negotiation between individuals that is costly and time-
consuming. Intuitively, this cost should be expected to increase as a group
becomes larger, which could then select for a transition to hierarchy to
keep the cost of playing the political game down as group size increases.
However, previous work has lacked a mechanistic yet general model of
political games that could formalize this argument and test the conditions
under which it holds. We address this by formalizing the political game
using a standard consensus formation model. We show that the increasing
cost of forming a consensus over institutional rules selects for a transition
from egalitarian to hierarchical organization over a wide range of conditions.
Playing a political game to form institutional rules in this way captures and
unites a previously disparate set of voluntary theories for hierarchy for-
mation, and can explain why the increasing group size in the Neolithic
would lead to strong political inequality.

This article is part of the theme issue ‘Evolutionary ecology of inequality’.
1. Introduction
All societies, from hunter–gatherers to modern liberal democracies, are governed
by institutional rules [1,2] that help to coordinate individuals, promote cooperative
behaviour, and resolve social dilemmas [3–5]. Many hunter–gatherer societies
have rules that regulate the conditions under which individuals should give
food to others [6]. For example, the !Kung Bushmen have a rule that says that
the owner of the first arrow that penetrates the animal controls distribution after
a cooperative hunt [7]. Likewise, societies that have developed irrigation systems
have rules that specify howmuchwater an individual farmer may take andwhen,
and howmuch they should contribute tomaintaining the system [2,8]. These rules
are often enforced by systems ofmonitoring and sanctioning [5]. These range from
gossip, ridicule and ostracism in hunter–gatherers [9], through to third-party pun-
ishment by the state in liberal democracies. Economics has long studied the effects
that institutional rules have on incentivising cooperative social behaviour among
self-interested agents (e.g. [1,3,10]). Indeed, it is even argued that the main
determinant of whether a nation is poor or prosperous is the type of institutional
rules governing the society, andwhether these successfully incentivise cooperative
division of labour and trade [11].

Perhaps the most prominent pattern in human history has involved changes
in the institutional arrangements that govern human socio-political organiz-
ation. As societies increased in size following the origin of agriculture and
the Neolithic Demographic Transition [12], they switched from egalitarian to
hierarchical organization [9,13,14]. Here, we consider hierarchy as a skewed
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influence in decision-making, such that a minority of individ-
uals—leaders—have a disproportionate influence in the
decision a group takes. Analyses of a global, long-term his-
torical and archaeological database show that the number
of hierarchical levels of organization, and the complexity, of
other governance institutions increased as the population size
of polities also increased [15]. One potential explanation for
this relationship between hierarchical organization and the
size of groups relates to the fact that as group size increases,
coordination problems such as deciding on institutional rules
become more difficult to solve—a general phenomenon
known as scalar stress [16]. Hierarchy is potentially a means
by which groups can overcome these problems and be able
to make and enforce decisions more efficiently. For example,
in the Enga of Papua New Guinea, clans, which generally
incorporate a few hundred individuals, make decisions about
how to act in relationships with other groups through whole
clan meetings. These meetings require consensus to be reached
among all male members of the clan [17]. In modern countries,
with populations in the millions, such consensus would be
almost impossible, and only a small subset of individuals act
as political leaders, who formally spend their time negotiating
over and deciding institutional rules.

In this paper, we examine the hypothesis that as group
size increased during the Neolithic, the process of discussing,
negotiating, and deciding on institutional rules became more
and more costly for egalitarian groups. This could then select
for a transition to hierarchical organization to allow groups to
continue to grow in size while reducing the cost of rule for-
mation [1,18]. We use ‘group size’ here to mean the size of
the unit engaged in collective action. While the empirical
relationships between hierarchical organization and group
size are well established, a key research challenge in fields
such as anthropology, archaeology, political science, and
economic history, is understanding how institutional rules
are formed and evolve. Yet despite the importance of these
issues, relatively little work has been done in these disciplines
in formally modelling the processes of institutional rule for-
mation. For example, cultural group selection models have
considered how certain institutional rules might give one
group an advantage over another [19], but have typically
not considered how institutional rules are formed within a
single group.

Recently, some researchers have taken a game theoretic
perspective to modelling the evolution of institutional rules
[20–22]. This has drawn on work from economics that pro-
poses a meta-model of institutional rule formation [10,23].
This meta-model separates social interactions within a
group into an economic game and a political game [24]. In
the economic game, individuals have social interactions that
directly affect their material pay-off (calorie intake, size of
shelter etc.). Examples include choosing whether to join a
cooperative hunting party, how much food to share with
other group members, how much water to take from an irri-
gation system, and whether or not to pay taxes. This is the
standard type of game studied in evolutionary anthropology,
archaeology, and biology, and might be modelled as a public
goods or Prisoner’s Dilemma game, for example. However, in
addition to this, group members also engage in a political
game that sets the rules of this economic game. For example,
how much water should each group member take from an
irrigation system, how will this be monitored, and what
will the sanctions be for taking more than the rules permit?
The rules that result from the political game are known as
the institutional rules, and determine the effective pay-off
matrix (or more formally, the game form, [23]) of the econ-
omic game. Consequently, they determine the extent to
which self-interested individuals who are trying to maximize
their material pay-off will cooperate [3,5].

Political games essentially involve individuals discussing,
negotiating over, and deciding about how people should
behave in their economic interactions [24]. This most
obviously occurs in liberal democracies and states such as
ancient Athens [25], where formal assemblies of representa-
tives of the rest of the population debate over codified laws
that govern economic interactions [10]. However, at the
other end of the scale, hunter–gatherer societies spend a
vast amount of time discussing the rules of their society
and whether individuals are complying with them [9]. For
example, in the Mae Enga, clan meetings are used to reach
consensus about relationships with other groups (warfare
or trade), while other activities and situations are discussed
within the lower level of sub-clans. In Lamalera, Indonesia,
an annual ceremony (Tobo Namã Fata) precedes the whaling
season [26]. The ceremony involves the boat owners, har-
pooners, and master carpenters who have to coordinate
their activities and receive shares of a successful hunt. They
are joined at the ceremony by clan leaders, and the attendants
discuss any problems or conflicts that occurred in the pre-
vious whaling season, and potentially establish new norms
to clarify situations in the future. The political game can
thus be more or less formal. Crucially, it may involve all or
only a subset of group members. In egalitarian societies,
most individuals might take part in negotiating over rules,
while in hierarchical societies only elites (e.g. the leader and
their kin) might take part. In either case, we would expect
individuals to try and influence the political game to produce
rules that will benefit themselves. In other words, individuals
will have a strategy in the political game, i.e. a preference for
the rules that they would like to see be implemented. Note
that we do not need to assume that individuals are fully
rational and completely aware of the consequences of their
decisions to be able to play a political game in this way.
Trial-and-error, or cultural evolution through pay-off-biased
social learning [27], will over time lead individuals to adopt
strategies in the political game that produce rules which
increase their material pay-off in the economic game.

However, previous work has largely ignored the cost to
individuals of playing the political game. Playing a political
game—bartering and negotiating over rules—clearly carries
an opportunity cost for the individuals involved. Simply
put, time spent negotiating and trying to convince others is
time that could otherwise be spent on productive economic
activities such as hunting, fishing or farming (i.e. playing
the economic game for material pay-off ). To be able to
address this, we need a model of the political game that is
general enough to capture many ways in which rules are cre-
ated, debated, and modified across different societies and
contexts, while being mechanistic enough to demonstrate
how the cost of rule formation increases with group size. In
previous work, political games have generally been modelled
very abstractly in a way that does not allow the relationship
between their cost and group size to be analysed. Some
models have only considered institutional rules as group-
level traits that change by unspecified (effectively random)
processes within groups followed by group competition
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[19,28]. Other models have captured the political game
within a group as simply taking the mean preference of the
group members [20,29], or taking a majority vote [21].
None of these are detailed enough to show how the cost of
rule formation scales with group size.

Here, we overcome this limitation by using a standard
consensus formation model [30,31] to capture the political
game. In a consensus formation model, individuals start
with an initial opinion, and then modify this based on inter-
actions with other individuals until a consensus is reached
where the variance of their opinions is less than some
threshold. Howmuch individuals sway the consensus towards
their own opinion depends on their influence relative to the
influence of other individuals—the consensus is closer to the
opinion of individuals with higher influence. Variation in
influence can be owing to endogeneous differences in person-
ality traits such as persuasiveness, stubbornness and
talkativeness [30–32], or exogeneous differences in wealth or
social network size [33]. In an egalitarian group, each individ-
ual would have roughly the same influence, while in a
hierarchical group leaders would have a higher influence
than followers. Crucially, the time it takes to reach consensus
depends on the distribution of influence—if all individuals
have similar influence, i.e. the group is egalitarian, then it
will take longer to reach consensus than if a few individuals
have much higher influence, i.e. the group is hierarchical
[30,34]. Moreover, previous work has shown that consensus
time increases with group size, and at a faster rate in
egalitarian compared to hierarchical groups [34].

By considering the influence of an individual as an evol-
vable trait, and considering the time to reach consensus as an
opportunity cost of playing the political game that is subtracted
from individual fitness, we can demonstrate conditions under
which evolution will lead to egalitarian or hierarchical organiz-
ation in response to the demands of rule formation. To do this,
we build on an existing model of the coevolution of insti-
tutions, demography and cooperation during the Neolithic
[20]. This demonstrated conditions under which institutional
rules for punishment coevolved with group size to support
the transition from small-scale to large-scale cooperative
groups. However, it considered a fixed cost of playing the pol-
itical game, which was an exogeneous parameter. Here, we
replace that abstract model of the political game with a consen-
sus formation model, and also allow individuals to evolve their
influence.
2. Model description
Our model builds upon the model of the coevolution of
institutions, demography and large-scale cooperation presented
in [20]. In that model, individuals live on a number Np, of
resource patches connected by migration, and can be either
social or asocial. Social individuals agree to form an institution
on their patch, and then play a public goods game regulated by
the institutional rules. Asocial individuals, on the other hand,
do not take part in institution formation or the public goods
game. The inclusion of asocial individuals allows the model
to demonstrate the origin of an institution, by showing con-
ditions under which self-interested individuals would choose
to form an institution.

The institutional rules, pj, specify how much of the public
good generated by social individuals on their patch j is
invested into monitoring and punishment of defectors—indi-
viduals who do not cooperate in the public goods game. This
share of the public good is used to pay for monitoring and
sanctioning. This corresponds to situations where groups
can create institutional rules that incentivise individuals to
monitor and sanction others [35], rather than monitoring
and sanctioning being altruistic acts (i.e. sanctioning is not
altruistic as in [36], but provides direct benefits to those
doing it [5,24]). For example, Ostrom describes how in the
Spanish huerta irrigation systems, some group members are
nominated to act as monitors by their peers, and are further
incentivised to catch defectors by being able to keep a third
of the fine levied on any defector they catch [2]. So rather
than being individually costly, as in classic models of peer-
punishment, these institutional rules turn sanctioning into a
profitable activity for some individuals. This issue is
discussed in more detail in the presentation of the original
model [20]. Further empirical examples of institutional rules
covering the costs of monitoring and sanctioning are
discussed in [8]. While we do not explicitly model the indi-
vidual monitoring and sanctioning role here (but see [37]
for such a model), our model captures this role of insti-
tutional rules in a high-level manner, allowing us to focus
our analysis on the political game.

The remaining share of social individuals’ public good,
1− pj, is invested into producing technology that increases
the carrying capacity of all social individuals on the patch,
e.g. an irrigation system. In [20], the institutional rules pj
were formed by taking the mean preference of all social indi-
viduals on the patch, and all social individuals payed a fixed
opportunity cost I for doing this compared to asocials. This
represented the political game.

The results were that if patches started off at a small size
(around 20 individuals) then social individuals could invade
a population of asocials, and evolved to create institutional
rules that selected for high levels of cooperation. Specifically,
individuals evolved their own preferences for the rules to
invest most of their public good into technology that raised
their carrying capacity, while investing just enough (around
15–20 per cent) into monitoring and punishment to prevent
defection in the public goods game from being individually
advantageous. This occurred because individuals in patches
with these kinds of rules had more offspring compared to aso-
cials, and compared to individuals on patches with other
institutional rules that invested either so much into monitoring
and punishment that they lost the benefits of producing
technology, or so little that social defectors outcompeted
cooperators. Groups with these optimal institutional rules
then grew in size (up to hundreds of individuals) owing to
technology increasing their carrying capacity, capturing the
demographic transition from small to large groups that
occurred during the Neolithic.

We now go on to provide a complete specification of the
model, focusing on how we reimplement the political game
with a consensus formation model, and on how we now
allow individuals to evolve their influence, and hence the
level of hierarchy on their patch.
(a) Life cycle and population structure
The life cycle and population structure follows that in [20].
The population is subdivided into a finite number, Np, of
resource patches, that are connected by migration following
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Wright’s finite island model of dispersal [38]. The life cycle of
individuals consists of discrete and non-overlapping gener-
ations, as follows: (i) local interactions occur on each patch,
with social individuals forming institutional rules and play-
ing a public goods game in which they can either cooperate
or defect; (ii) each individual i on patch j has a Poisson dis-
tributed number of offspring that survive to adulthood,
with the mean of the distribution being determined by the
local social interactions and resource abundance (defined
explicitly below); (iii) adults of the previous generation
perish; and (iv) each individual of the descendant generation
migrants to a randomly chosen patch with probability m, or
otherwise remains on its natal patch.
Phil.Trans.R.Soc.B
378:20220303
(b) Evolving traits
Individuals carry three cultural traits that are transmitted
vertically from parent to offspring. This kind of transmission
of cultural traits such as preferences and values from
parents to offspring is common in both hunter–gatherer
groups [39] and modern societies [40]. The first trait, τij, is
discrete and determines the social type of the individual.
That is, whether the individual is asocial, τij = a (does not
take part in institution formation, receives no public good,
and are not sanctioned), a social cooperator, τij = c (takes
part in institution formation and cooperates in the public
goods game), or a social defector, τij = d (takes part in insti-
tution formation but defects in the public goods game by
not contributing). Mutation occurs on this trait with prob-
ability mt by switching to one of the other two values
chosen at random.

The second trait, pij, determines the intrinsic preference
that the individual has for the institutional rules, specifically,
the proportion of the public good on its patch that it thinks
should be used to pay for the monitoring and punishment
of defectors, as opposed to invested in technology. This
trait is continuous in the range [0, 1].

In this paper, we add a third trait, αij, which determines
the influence of the individual in the consensus formation
process (political game). This is also continuous in the
range [0, 1]. A larger value of αij means that the individual
is more stubborn and persuasive when discussing with
other individuals about what the institutional rules should
be [30,31,34]. For both pij and αij, mutation changes the
trait value according to a truncated normally distributed
random variable (with variance σ), centred around the
current trait value. Mutation occurs on these traits with
probabilities μp and ma, respectively. We assume a higher
mutation rate for pij than for the other traits. Asocials carry
the pij and αij traits, but do not express them.
(c) Individual fitness
Following [20], the expected number wτj(tg) of offspring that
survive to adulthood (fitness) produced by an individual of
type τ∈ {a, c, d} (asocial, cooperator and defector, respect-
ively) in patch j at time tg (where the subscript g denotes
generational time) is assumed to follow a discrete time
Beverton–Holt model (e.g. [41]) with two niches, social and
asocial. The degree of competition between these niches is
set by two parameters, ηas and ηsa, which give the per capita
effect of socials on asocials’ fitness, and asocials on socials’
fitness, respectively. According to these assumptions, we
write the fitnesses of the three types on patch j at time tg as

wajðtgÞ ¼ ra
1þ najðtgÞ=Ka þ has[ncjðtgÞ þ ndjðtgÞ] ,

wcjðtgÞ ¼
rcjðtgÞ

1þ [ncjðtgÞ þ ndjðtgÞ]=KsjðtgÞ þ hsanajðtgÞ

and wdjðtgÞ ¼
rdjðtgÞ

1þ [ncjðtgÞ þ ndjðtgÞ]=KsjðtgÞ þ hsanajðtgÞ
,

9>>>>>>>>=
>>>>>>>>;

ð2:1Þ
where nτj(tg) is the number of individuals of type τ on patch j
at time tg. The numerator in each expression can be thought
of as the maximal growth rate of an individual of the
corresponding type, while the denominator as the intensity
of density-dependent competition faced by that individual.
This Beverton–Holt fitness model is demographically explicit,
and so allows us to capture the feedback between group size
and cooperation, institutional rules and hierarchy.

Wenowdetail theparameters in the above fitness functions.

(d) The economic game: cooperation and institutionally
arranged punishment

First, ra (≥0) is the maximal growth rate of an asocial type.
The maximal growth rate of a cooperator is assumed to be
given by

rcj(tg) ¼ ra � ijðtgÞ � C, ð2:2Þ
where ijðtgÞ (≥0) is the cost of participating in deciding insti-
tutional rules via consensus formation (defined below), while
C (≥0) is the individual cost of producing an amount B of
public good. This entails that an amount ncj(tg)B of public
good is created on patch j by cooperators, which can be
devoted to resource enhancement via production of techno-
logy, or to monitoring and punishment of defectors. Social
defectors participate in institution formation but do not
contribute to the public good, and can be punished for this.
We assume that the maximal growth rate of a defector is

rdjðtgÞ ¼ ra � ijðtgÞ �
pjðtgÞncjðtgÞB

ndj(tg)
, ð2:3Þ

where pj(tg) is the proportion of the public good produced on
patch j devoted to punishment.

The remainder of the public good not used for punish-
ment, (1− pj(tg))ncj(tg)B, is used to increase the carrying
capacity of social individuals (both cooperators and defec-
tors), Ksj, above the baseline carrying capacity of asocials (a
fixed parameter Ka):

KsjðtgÞ ¼ Ka þ b[1� exp (�gð1� pjðtgÞÞncjðtgÞB)]: ð2:4Þ

This gives a maximal possible increase in carrying
capacity of β. The parameter γ sets the gradient of the increase
in carrying capacity with respect to investment of the public
good in technology.

(e) The political game: setting institutional rules via
consensus formation

To complete the model specification, we need to specify how
pj(tg) is formed from the preferences pij(tg) of social individ-
uals, i.e. the political game, and to specify the cost to social
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individuals ijðtgÞ arising from doing this. To do this, we use a
standard consensus formation model [30,31,34].

Each social individual i has a current opinion, xij(tpj),
about what the value of pj(tg) should be on their patch,
where tpj represents a time step in the political game on
patch j (i.e. within a generation tg). At the start of the political
game xij(0) = pij(tg), i.e. each individual starts out with their
own intrinsic preference that they inherited from their
parent. Through discussing with other social individuals
on their patch, they may then modify their current opinion
xij(tpj) away from their inherited preference, pij(tg), until a
consensus for the institutional rules pj(tg) is reached.

At each time step tpj of the political game, one social indi-
vidual is chosen to be a speaker, who talks to multiple other
social individuals on the patch known as listeners. The prob-
ability ρij(tpj) of individual i on patch j to be chosen as a
speaker is an increasing function of its α value as follows:

rijðtpjÞ ¼
sijðtgÞaijðtgÞlPnjðtgÞ

i¼1 (sijðtgÞaij(tg))
l
, ð2:5Þ

where sij(tg) = 1 if individual i on patch j is social, and 0 other-
wise, and nj(tg) = ncj(tg) + ndj(tg) + naj(tg) is the total number of
individuals on patch j. Social individuals with high α values
compared to the mean are thus leaders—they are more likely to
be selected to be a speaker, i.e. they are more talkative. Social
individuals with lower α values are then followers. The degree
of hierarchy is measured by positive skew of the distribution of
α among social individuals on the patch. The skewness is
measured by Pearson’s moment coefficient of skewness.

The exponent λ defines how much the difference in influ-
ence is translated into a difference in the probability to speak.
Following [34], throughout this paper we set λ = 4 so that in a
group of 1000 individuals with the most extreme hierarchy
(one individual with very high α and the rest with very
low α), the probability that a leader is chosen as a speaker
is very high (close to 90%).

The speaker talks with Nl listeners at time tpj, sampled at
random from among the other social individuals on the
patch. During this discussion event, each listener v updates
its opinion to a value following the equation below, where
v represents the listener and u the speaker:

xvðtpj þ 1Þ ¼ xvðtpjÞ þ ðau � avÞðxuðtpjÞ � xvðtpjÞÞ: ð2:6Þ

How much the listener is influenced by the speaker depends
on the difference in their α values. We also assume that the
position of speaker gives a slight influential advantage over
the listeners. Therefore, the minimum difference of influence
αu− αv is set to a positive low value (0.01). At the next time
step, tpj + 1, an individual is again chosen to be the speaker
according to equation (2.5) (which may be the same
individual chosen in the previous time step, e.g. if there is a
high positive skew of α on the patch). Nl social individuals
are then chosen to be listeners, and update their opinions
according to equation (2.6).

At the end of each time step, the following condition is
evaluated, and the political game ends if it is true:

sxðtpjÞ , xthr: ð2:7Þ

This condition says that consensus is reachedwhen the standard
deviation of the opinions of social individuals σx(tpj) is less than
a threshold xthr. The number of discussion events that occurred
to reach consensus is called the consensus time, t�pj. The value of
pj(tg) agreed by the individuals is then the mean of the current
opinions at consensus of the social individuals on the patch:

pjðtgÞ ¼ 1
ncjðtgÞ þ ndjðtgÞ

Xn jðtgÞ

i¼1

sijðtgÞxijðt�pjÞ: ð2:8Þ

The cost of playing the political game, ijðtgÞ, then depends upon
the number of time-steps taken to reach consensus, t�pj, as fol-
lows:

ijðtgÞ ¼ It�pj, ð2:9Þ

where I is a parameter that scales the consensus time into a
growth rate cost in equations (2.2) and (2.3).

Finally, we note that although individuals modify their
expressed opinion xij during the political game to try to
reach consensus, they still pass on their original preference
pij to their offspring. In other words, although individuals
may compromise in the political game, they still have their
own preferences for what they would have liked the outcome
to be, and these evolve on a slower time scale (over gener-
ations in our model). This assumption is supported by
work in political science which (i) recognizes that choices
that are made in collective decision-making circumstances
can be different from individual preferences that might be
made in isolation [42], and (ii) provides evidence that politi-
cal attitudes are shaped via both genetic and environmental
processes of inheritance from parents-to-offspring [43].
3. Results
Owing to the strong nonlinearity of our model, we analyse the
stochastic process by means of individual-based simulations.
The baseline parameters used for the simulations, unless other-
wise specified, are given in table 1. In all simulations, we start
the population with 100% asocial individuals, with their carry-
ing capacity of Ka = 20. These initial individuals have random
generated values for their pij and αij traits, so that the popu-
lation starts with no particular preference for the institutional
rules, and no hierarchy. We then determine conditions under
which social individuals invade and establish institutional
rules that select for cooperation and increase in group size
(Ksj), and examine the range of conditions where this leads to
the evolution of hierarchy.

Figure 1 illustrates the dynamics of the model on a single
run with the baseline parameters in table 1. The results show
that socials invade a population of asocials (figure 1b). More-
over, we see both the evolution of cooperation (figure 1b),
increasing group size (mean Ksj across patches, figure 1a), and
the evolution of hierarchy (increased skew in αij on patches,
figure 1e). This happens because if social individuals cooperate,
they will outcompete asocial individuals on their patch. This is
because they will produce a public good that is used to increase
their carrying capacity (equation (2.4)) above that of asocials
(Ka), which then leads to suppressed reproduction and ulti-
mately extinction of asocials on their patch (equation (2.1)).

However, why is cooperation then favoured rather than
defection among socials? Cooperation will be favoured when
rcj(tg) > rdj(tg). From equations (2.2) to (2.3), we can see that
this is when the cost of cooperating is less than the cost of
being punished for defecting [44], i.e. when C < pj(tg)ncj(tg)B/
ndj(tg). This crucially depends on the institutional rules, i.e.
the value of pj(tg). Figure 1d shows that groups evolve, via



Table 1. Baseline parameter settings, chosen to match the original model
[20] and previous work on consensus formation [34].

parameter value

cost of cooperating, C 0.1

base growth rate, ra 2

base carrying capacity, Ka 20

threshold variance in opinions to reach consensus, xthr 0.03

number of listeners during a discussion event, Nl 30

difference in influence exponent, λ 4

consensus time cost scalar, I 0.01

per capita effect of asocial individuals upon socials, ηsa 0.05

per capita effect of social individual upon asocials, ηas 0.05

maximum increase in carrying capacity owing to

cooperation, β

300

mutation rate on τ, mt 0.01

mutation rate on p, μp 0.02

mutation rate on α, ma 0.01

variance of normal distribution used for mutations on p

and α, σ

0.1

number of patches, Np 50

benefit of cooperation, B 0.9

gradient of increase in carrying capacity, γ 0.0075

migration rate, m 0.1
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the preferences of social individuals pij, to invest some of their
public good into punishment, allowing the condition to hold
true. However, successful groups do not invest too much
into punishment, as this is inefficient. The most successful
groups invest just enough into punishment to incentivise
cooperation in their group, and use the remainder to increase
their carrying capacity and hence the number of offspring their
members have (equation (2.4)). These groups grow to a larger
size, and so export a larger number of migrants to other
groups. The migrants carry their preferences for their success-
ful institutional rules, pijwith them to their new groups, and so
bias other groups towards having the same rules.

The evolution of hierarchy occurs because the cost of play-
ing the political game (figure 1c), ijðtgÞ, depends on the time
taken for the group to reach consensus on the institutional
rules, t�pj (equation (2.9)). The time taken to reach consensus in
this standard consensus formation model increases with
group size [34]. Moreover, [34] demonstrates that in this
model the rate of increase in consensus time with group size
depends upon the skew of αij values in the group. Groups
with one or a small number of leaders—individuals with α
values much higher than the rest of their group—increase
their consensus time at a slower rate as their group size
increases, compared to egalitarian groups which do not have
this skew in the α traits of their members. As groups evolve
cooperation-promoting institutions and grow in size from the
benefits of cooperation, this creates selection pressure for hierar-
chy in order to reduce ijðtgÞ (the mean value of this across
groups is shown in figure 1c). Figure 1e shows that hierarchy
evolves as groups start to create institutions (figure 1d) and
increase in size (figure 1a). As groups increase in size, social
individuals in groups with hierarchy will have more offspring
than social individuals in groups without hierarchy (equations
(2.2) and (2.3)). This causes a spread of a positively skewed dis-
tribution of α to different patches, with a minority of
individuals evolving to act as leaders, and the rest as followers.

As a control, we ran a version of the model where it was
not possible for hierarchy to evolve. To do this, we initialized
the population so that every individual had α = 0.5, and then
did not allow mutations on this trait. In this case, social
individuals were unable to form cooperation-promoting insti-
tutions as their group size increased. Specifically, in the
control the mean frequency of cooperation over 50 000 gener-
ations and 10 replicates was 0.14, compared to 0.91 in the
base model. Likewise, the average group size (Ks) was 28 in
the control, compared to 147 in the base model. This demon-
strates that in the model hierarchy is necessary to allow
groups to maintain cooperation-promoting institutions as
they grow in size, in order to reduce the cost of creating insti-
tutional rules via the political game of consensus formation.

An important effect of hierarchy is that the institutional
rules reached by consensus, pj(tg), are biased in favour of the
preferences of leaders. This follows from equation (2.6),
where how much a listener changes their opinion depends
on the difference in the α values of the speaker and listener.
Moreover, leaders with high α values are more likely to be
chosen as speakers in the first place (equation (2.5)). The ‘pun-
ishment’ graph in figure 1d shows the average (mean across
patches) difference between the mean value of the preference
pij of individuals on the patch, and the actual value of the insti-
tutional rules, pj(tg), reached at consensus. This difference
occurs because leaders’ p preferences have the biggest effect
on the consensus, and yet there are only a few such individuals
on each patch. For the majority of individuals, who are fol-
lowers, their pij traits have much less effect on the consensus
reached, and so they are under much less selection pressure.
This allows them to drift to a certain degree. The electronic
supplementary material, figure S1 shows the correlation
between the αij and pij traits. The extent to which the consensus
rules are dominated by the preferences of leaders is controlled
by the parameter xthr, which we discuss in the next section.

Finally, figure 1b shows that there are occasional spikes of
defection. These occur when groups start to invest too little
into punishment. Specifically, if a group has only cooperators
then it can temporarily do very well by investing nothing into
punishment and everything into increasing carrying capacity.
This causes the group to grow to a larger size, and send out
more migrants to other patches. However, once defectors
arise either by mutation or migration they can quickly spread
in such groups, causing the group to in turn lose the benefits
of cooperation and hence reduce in size. At this point, groups
evolve to invest more in punishment again, as migrants from
more successful groups arrive with these preferences. Usually
this process occurs rapidly, and so the global decline in
cooperation is small and temporary. Occasionally, however,
several groups can evolve to invest too little into punishment
at the same time. In this case, it takes longer for punishment
to be restored by migration from other groups, causing a
temporary global decline in punishment and cooperation.

(a) The effect of the threshold necessary to reach
consensus, xthr

The parameter xthr specifies how close the opinions of social
individuals have to be before consensus is reached, the
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Figure 1. Illustration of the evolution of (a) group size, (b) frequency of each strategy, (c) cost of political game, (d ) institutional rules and preferences, and (e)
hierarchy measured by skewness, for the baseline model parameters in table 1. The results presented are means across either patches (a, c, d ‘rules’, and e), or all
individuals in the population (b and d ‘preferences’), for a single run.
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political game ends, and pj(tg) is set for their group (equation
(2.7)). It thus affects the time to reach consensus, and hence
the cost of playing the political game. However, it also affects
the extent to which the consensus differs from the mean pre-
ference of the individuals. If xthr = 1 then consensus is reached
immediately, and so pj(tg) is then given by the mean pij of all
social individuals on the patch. Conversely, the lower the
value of xthr then the greater the number of discussion
events that need to take place before σx(tpj) < xthr and consen-
sus is reached. At each discussion event, leaders are more
likely to be chosen to speak than followers, and so the
opinions of individuals are more likely to shift towards that
of a leader than that of a follower. The more discussion
events there are, the more times this shift in the opinion of
followers is likely to occur, and so the agreed investment
into punishment pj(tg) at consensus will be closer to the
preferences of leaders rather than followers.

Empirically, we can think of xthr as representing how dif-
ficult the political game is, i.e. how close the opinions of
individuals have to be before they will accept the consensus
rules. A lower value of xthr represents a more difficult politi-
cal game. This would correspond to the political game
producing rules for an economic game that is very important
for the material pay-off of group members, and so each group
member has a high stake. A larger value of xthr represents an
easier political game, i.e. rules that have relatively little effect
on the material pay-off of group members.

Figure 2 shows the effect of varying xthr on the evolution
of institutional rules (b), cooperation (d ), group size (c)
and hierarchy (a). For intermediate values of xthr, we find
the same results as in figure 1—social individuals invade
a population of asocials (d ) and establishing cooperation-
promoting institutions (b), which lead to increasing group
size (c) and hierarchy (a). For high values of xthr,
cooperation-promoting institutions evolve and drive an
increase in group size, but we no longer see the evolution
of hierarchy. In these cases, the time to reach consensus is
fast even without hierarchy, leading to a low cost of playing
the political game (equation (2.9)) even in large egalitarian
groups. There is thus not enough benefit to having hierarchy
on the political game to lead to the evolution of a skewed
distribution of αij. On the other hand, for very low values
of xthr groups are unable to evolve cooperation-promoting
institutions.
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Figure 3 illustrates the dynamics of evolution during a
run, and shows why this is the case. First, with a very low
value of xthr, the time to reach consensus is high even in
small groups. This makes it more difficult for social individ-
uals to invade a population of asocials (figure 3c(i)). More
formally, the expected waiting time for socials to invade aso-
cials in the stochastic simulations increases as xthr becomes
smaller. This effect is illustrated in the ‘frequency’ graphs
(figure 3c, row). Second, once social individuals have
invaded then for smaller values of xthr they need more dis-
cussion events to reach consensus. As discussed above, the
more discussion events there are, the more the rules reached
at consensus are biased towards the preferences of a small
number of leaders. This means that the preferences of fol-
lowers matter less and so are subject to drift, as illustrated
in the ‘punishment’ graph (figure 3b(i)). However, this drift
in the preferences of the majority of group members then
weakens competition between groups, which occurs via
differential migration. In the baseline model, [20], individuals
in groups that invest just enough into punishment to incenti-
vise cooperation produce more offspring, and then export
their preferences for these ‘optimal’ institutional rules to
other groups. This mechanism functions effectively when
migrants have an effect on the institutional rules in their
new groups. This was the case in [20], where the institutional
rules were formed by taking the mean preference of the
group members. This is also the case for medium and high
xthr in our model. However, for low xthr, followers—who
make up the majority of migrants—have little effect on the
consensus, and their preferences drift. This dilutes compe-
tition between the institutions of different groups, and leads
to groups choosing rules that invest too little into punishment
to incentivise cooperation. When the majority of individuals
have little to no say in the institutional rules then the group
loses the benefits of the ‘wisdom of the crowd’ [25], and so
can fail to move to more optimal rules that would maintain
higher levels of cooperation.
(b) Sensitivity to parameters
The electronic supplementary material, figure S2 shows the
effect of varying the benefit of cooperation, B. For low B, insti-
tutional rules are selected that invest a greater proportion of
the public good into punishment. However, this greater invest-
ment leads to a smaller increase inKs and hence a smaller group
size. On the other hand, for a larger B a smaller proportion of
the public good is invested into punishment—but this smaller
proportion is still larger in absolute terms and so can
maintain cooperation while allowing groups to grow even
larger. The institutional rules thus evolve to match the
efficiency of cooperation.

The effects of varying the initial group size, Ka, were
studied in [20]. This must be small to allow social individuals
to invade a population of asocials. However, once socials
have invaded, their institutionally supported punishment
can maintain cooperation as groups become much larger.
The consensus time cost scalar, I, is multiplied by the consen-
sus time to translate the time into a fitness cost. If this is 0
then cooperation-promoting institutions evolve without hier-
archy. Conversely, if it is very large then cooperation-
promoting institutions cannot evolve, because the fitness
cost of having an institution is too large. The number of lis-
teners during a discussion event, Nl, affects how quickly a
group reaches consensus. For larger Nl, consensus is reached
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quicker [31]. Empirically, we would expect Nl to be larger if
groups have more effective communication technology (e.g.
writing), or if the political game is itself structured to facilitate
opinion formation, e.g. through individuals meeting in
organized assemblies to exchange views.
4. Discussion
Our model demonstrates that, under a wide range of con-
ditions, the evolution of hierarchy can result from the need
to facilitate the implementation of cooperation-promoting
institutions. As groups grow in size, owing to the benefits
of their cooperative activities, then the process of negotiating
and forming their institutional rules—their political game—
becomes more costly. This scalar stress [16] favours the
evolution of hierarchy to reduce the cost of rule formation.

Our model provides a plausible mechanism to explain the
broad-scale trend of human social evolution, which has seen
human societies get larger and more hierarchically structured
[9,13–15], particularly since the development of agriculture
[12,45,46]. More fine-scaled observations also support the
predictions of our model. For example, archaeological infor-
mation from Mesa Verde in the southwest United States
documents an association between increasing settlement
populations and increasing evidence of hierarchy [47]. Agri-
culture in the form of crop production is thought to be
a particularly important driver of this trend owing to the
fact it created a more sedentary lifestyle and increased
population densities, thus increasing scalar stress and
presenting new challenges to coordination and collective
action that would require new institutional arrangements
[48–51]. However, evidence from non-agrarian contexts also
supports our model. For example, comparative evidence
from nomadic pastoralists shows that societies with larger
camp sizes are associated with greater degrees of social hier-
archy [16]. Furthermore, von Rueden & van Vugt [52] present
ethnographic examples from hunter–gatherer societies, which
indicate that leadership roles became more prominent during
periodic increases in population density. In the Yahgan of
Tierra del Fuego, leaders emerged when people congregated
to feed on whales, and helped coordinate activities and
enforced order, while in Plains Indian bands summer aggre-
gations for buffalo hunting saw the temporary election of a
chief to oversee proceedings and police violations of rules.

Numerous hypotheses have been proposed to explain the
evolution of hierarchy in human societies. It is beyond the
scope of this paper to cover all these different ideas, or to
assess whether our model is better supported empirically
than others (see Currie & Perret [53] and Smith et al. [54],
this volume for recent overviews). However, an important
contrast is often made between those theories that focus on
the benefit of hierarchy to the group as a whole (‘functional’,
‘managerial’ or ‘integrative’ theories, of which our model is
an example), and those that focus on the benefits to those
at the top of the hierarchy (‘extractive’, ‘despotic’, ‘conflict’
theories, e.g. Perret & Currie [55]). Our approach explicitly
invokes the need to establish and modify rules as a key
organizational problem that leads to hierarchy. There are
many aspects to the process of rule formation, and in
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modern countries we are used to the idea that there are
distinct executive, judicial and legislative aspects of govern-
ance. In smaller-scale societies, these distinctions may not
be so formalized or separated, and indeed the political
game in our model is abstract enough to cover the processes
of consensus that occur across these domains. As such our
approach potentially provides a more general framework
that can unite other ‘functional’ theories for the evolution
of leadership and hierarchy [56–60], which can be thought
of as examples of playing a political game to establish
effective rules (e.g. deciding rules over construction of
irrigation systems [51,61–63], harvesting of marine resources
[26,64,65], or defensive warfare [66,67]).

Our model focuses on the number of people involved in
the political game, and only considers one rule on which con-
sensus formation occurs. However, it is also important to note
that as the size of a group increases, the number of rules pro-
liferates. For example, the small-scale Kapauku Papuan
society has around 120 rules regulating areas from property
rights through to punishment for murder. Although this
number could be pushed up if several other informal
norms that guide behaviour in different contexts are
included, it is still orders of magnitude smaller than that
seen in modernized countries, e.g. 40 000 new laws took
effect in the USA in 2014 alone [4]. Although we do not expli-
citly model different rules, we can speculate that having
multiple rules on which consensus needs to be reached has
a similar effect to having more difficult political games (i.e.
xthr is smaller). This potentially has implications for the
nature of hierarchy as it is captured in our model, and as it
plays out in the real world. In our model, individuals
evolve to become more like leaders or more like followers
based on their individual traits. This type of ‘achieved’ lea-
dership is well-documented ethnographically in small-scale
societies [52]. However, as our results show, this informal lea-
dership has limitations as the political game becomes more
difficult (i.e. when xthr becomes smaller). Formal leadership,
where there is a specific designated leader (or leaders) in a
group, may overcome this. For example, a designated
leader may have more time to devote to spend on thinking
about what effective rules can be, or assessing how well
existing rules are playing out or being observed. Also, a
designated leader may learn rules from the leaders of other
successful groups, avoiding the need for successful rules to
spread via differential migration, with the problems that
entail for difficult political games. The flip slide, though, is
that more formal leadership may lead to economic inequality
within groups, with leaders monopolizing the group’s
resources for themselves and their kin. We have not explicitly
considered economic inequality in our model. Other models
have studied this in the context of leaders helping to solve
coordination or collective action economic games, and then
taking a (possibly disproportionate) share of the benefits
[59,68,69]. These existing models have not, though, studied
the role of leaders in reducing the cost of playing political
games. As societies grew larger they did indeed formalize
leadership into a hereditary position (chiefdoms), and ulti-
mately multiple layers of hierarchy and more specialized
bureaucratic offices (states) [70]. In future, these kinds of
changes in the nature of hierarchical relationships can be
explored by extending the meta-model approach used here
further to include a ‘constitutional’ game, which establishes
the conditions under which the political game takes place,
including who gets to take part [10,23,71].
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