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ABSTRACT

STNWeb is a new web tool for the visualization of the behavior of optimization algorithms such as metaheuristics. It allows for the graphical analysis of multiple runs of multiple algorithms on the same problem instance and, in this way, it facilitates the understanding of algorithm behavior. It may help, for example, in identifying the reasons for a rather low algorithm performance. This, in turn, can help the algorithm designer to change the algorithm in order to improve its performance. STNWeb is designed to be user-friendly. Moreover, it is offered for free to the research community.

1. Introduction

By visualizing information, we turn it into a landscape that you can explore with your eyes, a sort of information map. And when you lose in information, an information map is kind of useful.

[David McCandless]

Visual representations of complex concepts aid us in comprehending digital information more effectively. This holds for many areas of Computer Science and Artificial Intelligence. However, the research community on combinatorial optimization has so far not been very productive in what concerns the development of visual tools, even though there is an increasing need to assist in the comparison of optimization algorithms with new tools. During the last decades, the standard for comparing optimization algorithms was based on collecting numerical data of optimization runs of different algorithms and comparing these by means of tables and classical data charts (e.g., line plots, bar plots, and scatter plots). In addition, it has become a standard to complement this kind of algorithm comparison through a statistical analysis of the data. During the last years, however, an increasing number of researchers have realized that, for obtaining a proper understanding of the behavior of optimization algorithms such as metaheuristics [1,2], there is a need for incorporating additional graphical tools. Moreover, graphical tools are not only required but must also be user-friendly.

Even though, as mentioned above, the research community on optimization algorithms has not been very productive concerning the development of visual tools, the visualization of optimization algorithm behavior has been attempted a few times, including [3–6]. These methods utilize dimensionality reduction to map search spaces to two or three dimensions in order to enable a rudimentary tracking of the
search progress. However, the currently best tool for this purpose was introduced only recently in [7,8]. This tool – labeled Search Trajectory Networks (STNs) – utilizes directed graph objects with nodes and arcs for visualization and assists in analyzing the search progress. It provides a way to display multiple trajectories of multiple optimization algorithms applied to the same problem instance in a graphical way. This approach relies on graph-based visualization and comes with several R scripts provided by the authors of [8] which are available for free at https://github.com/gabro8a/STNs. The initial implementation of the STNs tool, in the form of R scripts, presented various challenges to potential users. The most notable hindrance was the complexity of use, as the generation of the final graphics requires multiple manual steps, including the execution of a range of R scripts. In order to overcome this issue, but also for the enhancement of the tool with additional features, we created STNWeb [9], a web application that streamlines the previously mentioned process. STNWeb can be executed locally by downloading it as a Docker from Code Ocean (see code metadata), or it can be executed online under the following permanent URL: https://www.stn-analytics.com/

A simple example of an STN graphic comparing two different algorithms applied to a problem instance of the well-known multi-dimensional knapsack problem is shown in Fig. 1. In particular, this graphic displays the trajectories of 10 different runs of each of the two algorithms to the problem instance. Vertices in this graphic correspond to solutions to the problem instance. However, this is not necessarily the case, as explained below. The meaning of colors, vertex shapes, and vertex sizes is as follows:

- The trajectories of the runs of different algorithms are shown in different colors, as indicated in the legend of each STN graphic. The 10 trajectories of a CMSA algorithm, for example, are shown in Fig. 1 in blue, while the ones of an LNS algorithm are painted in green.
- Starting points of trajectories are indicated by means of yellow squares. Note that, in Fig. 1, the 10 runs of CMSA all start from different initial solutions, while the 10 runs of LNS all start from the same initial solution.
- Trajectory endpoints are either shown as dark-grey triangles or as red dots. The former is the case if the respective endpoint does not correspond to a best-found solution (concerning all algorithm runs), while the latter (red dot) is the case if the respective endpoint corresponds to a best-found solution.
- Light-grey dots indicate solutions forming part of the trajectories of at least two different algorithms.
- Finally, the size of a vertex/dot indicates the number of algorithm trajectories passing through it: the larger the vertex size, the higher the number of algorithm trajectories.

The STN graphic in Fig. 1 compares two different algorithms applied 10 times to the same problem instance. It shows that there clearly exists an area of attraction in the search space, especially for the CMSA algorithm. Five of the 10 CMSA trajectories are attracted to the area of the large light-grey dots. However, even though many trajectories pass through these two solutions, they are clearly not the best solutions of that area, because none of the trajectories actually stops at one of the two solutions. The CMSA algorithm is less attracted to this area of the search space as only one of its trajectories passes through it. This type of information is basically neglected in optimization research nowadays. Nevertheless, it can be very useful for understanding, for example, why an algorithm works especially well, or why an algorithm does not work well at all.

2. STNWeb architecture

The architecture of STNWeb consists of three components: the frontend, the backend, and the search space partitioning strategy. Thanks to its user-friendly interface, the frontend allows users to quickly enter all the necessary information about the algorithms to be analyzed. The backend invokes the partition strategy component through a Rest API to generate visualizations. The search space partitioning strategy component contains specialized algorithms that can partition the search space into locations that potentially include many solutions in order to uncover information that is not otherwise evident. Fig. 2 shows how these three components interact. Next, we provide a description of each component.

2.1. STNWeb frontend

We used Angular\(^\text{1}\) and Typescript\(^\text{2}\) to build the web application and Bootstrap\(^\text{3}\) for styling. The web is designed to be a single-page app. The web app allows users to select the type of problem (discrete or continuous optimization problem), as well as the search space partitioning algorithm and its configuration. Users can also customize the resulting graphics by adjusting the color and size of the nodes. Once the settings are selected, users must upload the data files containing the trajectory data for each algorithm. After completing the configuration form, a user must click the Generate button to produce the visualization. To learn how to properly format and structure the data files containing the trajectory data of the algorithms, please consult the STNWeb tutorial (see https://github.com/camilochs/stnweb).

2.2. STNWeb backend

The backend was developed using both Python\(^\text{4}\) and R.\(^\text{5}\) Python was used to create the Rest API using Flask,\(^\text{6}\) a micro web framework, and the partitioning strategy component, while R was used to generate visualizations in PDF format. Upon receipt of the user’s configuration and the algorithm data files for comparison, the backend verifies the correct format of each file and applies the selected partitioning algorithm. A unified file is generated and subsequently passed on to the R scripts to create the visualization graphs.

\(^{1}\)https://angular.io/
\(^{2}\)https://www.typescriptlang.org/
\(^{3}\)https://getbootstrap.com/
\(^{4}\)https://www.python.org/
\(^{5}\)https://www.r-project.org/
\(^{6}\)https://flask.palletsprojects.com
Fig. 2. Once completed filling out the configuration form and uploading the algorithm data files (frontend), a user may request the generation of visualizations. The Rest API (backend) will receive the request and invokes the chosen algorithm to partition the space and to create a PDF containing the visualization based on the user’s initial configuration. Finally, the generated PDF will be displayed in the embedded viewer.

Fig. 3. Interacting with STNWeb only requires three simple steps. Here is an example. First, separate data files containing the trajectory data of the considered algorithms must be generated. In the second step, the configuration of the algorithm comparison must be completed on STNWeb, and the data files must be uploaded. Finally, in the third step, a visualization is generated and can be downloaded in PDF format.

2.3. Rest API

The Rest API has the following two entry points:

- /stn - The user sends configuration information and files to be analyzed via a POST request. Thus, this entry point returns a PDF containing the visualization.
- /metric - Once the /stn request is submitted, the set of metrics (supplied by means of a spreadsheet file) can be accessed through the provided entry point for download.

Utilizing a Rest API is crucial for simplifying frontend modifications, as this is one of its primary advantages. Therefore, the entry points will remain unchanged, regardless of any changes made to the user interface which is crafted to provide a seamless and straightforward user experience (see Fig. 3).

2.4. Search space partitioning strategy

Sometimes – either due to characteristics of the problem instance or due to algorithm characteristics – search trajectories are very long. This inevitably leads to very cluttered STN visualizations, making the algorithm analysis basically impossible. To address this issue, we provide various methods for partitioning (or dividing) the search space into junk or locations that contain more than one solution. More details about this issue can be found in [8]. By using these partitioning techniques, the STN graphics are focused on their essential structure which shows the algorithm behavior. However, search space partitioning is not always necessary and, therefore, it is not of obligatory use in STNWeb. In fact, the default setting works without search space partitioning.

It is also worth mentioning that search space partitioning depends on the type of optimization problem that is solved. In particular,
3. Impact overview

STNWeb potentially has an important impact on the community of designers of iterative, stochastic optimization algorithms. This is because it is the first tool that assists — in a visual way — in the comparison of multiple runs of multiple algorithms. Moreover, STNWeb is user-friendly and free of use to everybody. In particular, the tool often helps to understand why a certain algorithm design works especially well or, on the contrary, may not work well at all. A good example of what can be learned from the STN graphics generated by our tool is shown in Fig. 1. This graphic compares 10 runs of each of two different algorithms (CMSA and LNS) for the same problem instance. The following can be observed:

- Even though LNS obtains the best solution found by all runs (red dot), there is no common area of attraction for the LNS trajectories. This generally indicates a low robustness of the algorithm.
- There are not many overlaps between the LNS trajectories, which also indicates low robustness.
- Five out of 10 CMSA runs are attracted by a specific area of the search space, as indicated by the large grey dots that show a high overlap between CMSA trajectories. This indicates that the robustness of CMSA is higher than the one of LNS.

As a result of this STN graphic, an algorithm designer obtains a clear indication that the robustness of LNS needs to be improved. Another information that can be obtained from STN graphics is, for example, if an algorithm gets stuck in certain local optima. This may trigger the algorithm designer to improve the diversification mechanism of the developed algorithm. Due to these benefits, after the initial publication of the STN methodology in 2021 [8], some researchers have already started using it for enhancing their algorithmic studies. Examples include [10–15]. In [13], for example, the author used STN graphics especially for studying the overlap between trajectories of different optimization algorithms. In contrast, in [12] the authors used STN graphics for explaining why their hybrid algorithm outperformed the standard algorithm variant on some problem instances, while it was outperformed by the standard algorithm on other problem instances. In a similar way, the author of [14] made use of STN graphics for being able to give a more detailed explanation of why some of his algorithm variants outperformed others on problem instances of a certain structure.

In not even two years, the original article on STN technology [8] has already obtained 31 citations (Google Scholar). STNWeb facilitates the use of the STN technology and we expect that, as a result, the body of users will grow significantly in the near future.

4. Conclusion and future work

In this paper, we have described our web application STNWeb which aims to improve optimization research analytics. This web application facilitates the process of using the original STN tool from [8]. Moreover, it features additional functionalities such as a search space partitioning scheme that can be applied to both discrete and continuous optimization problems. Concerning future work, there are at least four possible ways to enhance our application: (1) Adding 3D technology would enhance the visualizations and would aid in identifying aspects of the algorithm comparison that may have been missed in the 2D visualization; (2) Enabling real-time graph modification by the user could improve the usefulness of the algorithm analysis; (3) We also believe that it is still useful to consider the development of new, additional search space partitioning schemes; and (4) we want to accelerate STNWeb for comparisons of more than 4 algorithms.
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