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Abstract

The current study aims to investigate empirically the main incentives for mandatory and
voluntary risk reporting (MRR and VRR) across the USA, the UK and Germany, each of
which has a unique approach towards risk reporthite e UK approach encourages

more voluntary risk reporting above imposing risk rules, the German approach formally
requires firms to provide risk information in a certain place in their annual report
narratives. The US approach is a compromise betvesentwo approaches; it obligates

and encourages firms to provide more information about their risks mandatorily and/or
voluntarily, respectively. Investigating the incentives for risk reporting in such set of
countries answers the calls of some prioanesée.g., Linsley and Shrives, 2006; Dobler,
2008;Dobler, Lajili and Zeghal, 201tb deepen our understanding of what motivates
firms to disclose their risks. To this end, computerised content analysis and multilevel
analysis (MLA) on a large scalenf@red with previous work e.g., Linsley and Shrives,
2005, 2006; Abraham and Cox, 2007) are utilised. The results are produced in four
cumulative contexts through Chapters Six to Nine. These results are consistent with
manager sd i nc e rsddinChapter TWwopaod prioe risk répdrting litemasure
(discussed in Chapter Three and Chapter Four).

Based on 15 firms in each country during 2007 and 2008, multivariate analysis of variance
(MANOVA) results reveal significant differences betweenmadis r i sk | evel s
disclosure levels across the USA, the UK and Germany. The correlation results indicate
that these differences are statistically correlated, supporting the main argument of the
current study that arelsf shoalld benreflected in theiraisk f i r m
reporting practices (Chapter Six).

Based on 1160 finyears of noffinancial firms of the FTSE all share index over-2005
2008, linear mixed model (LMM) results document that firms with higher levels of
systematic anfthancing risks are likely to exhibit significantly higher levels of aggregated
and voluntary risk reporting, whereas firms with high variability of stock returns or lower
levels of liquidity are likely to exhibit significantly lower levels of aggradateldintary

risk reporting. The current study also finds, however, that MRR is associated significantly
and positively with firm size rather than with risk levels. The results also indicate that
managers of firms exhibiting greater compliance with kJkeperting regulations have
greater incentives to disclose voluntary risk information (Chapter Seven).

When the studyxtendsthe scope tahe other twocountries, different patterns of
relations are found. Based on 1270, 1410 and 1068&dirmbservatns over 2005 to

2009 in the USA, the UK and Germany, respectively, repeated measures multilevel analysis
(RMMLA) results suggest that, in the USA, MRR is more sensitive to firm risk levels (total,
systematic and liquidity risks) than is VRR, which is ecoomdated to other firm
characteristics. The UK results suggest that VRR is more sensitive to firm risk levels
(systematic and liquidity risks) than is MRR, which is dominated by firm size, among other
firm characteristics. In Germany, however, both BIRRVRR are significantly related to

risk levels (total, systematicsystematic, financing and liquidity risks) (Chapter Eight).

Based on 3685 fimyear observations during the period between 2005 and 2009, and
concerning both firmand countryevel aalyses, repeated measures multilevel analysis
(RMMLA) results support that variations in MRR can be attributed to differences in the
legal systems (country characteristics) and in firm size (firm characteristics). The variations

Xi



in VRR are more associated t h f i rm characteristics, esp
the USA, the UK and Germany (Chapter Nine).

These results have many implications and support the respective regulatory approach

adopted within each country by interpreting the extemhitth either MRR or VRR is
more or less sensitive to underlying risks.

Xii
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Chapter One: Introduction

11 Overview

The main aim of accounting is to provideissrs with relevant information in order to

enable them to make decisions. These decisions are dynamic, subject to change according
the surrounding environment. To increase the relevance of accounting information by
responding to the main requirementsl@tision makers, accounting regulators might pay

more attention to understanding these char

In recent years, therefore, there has been an ongoing debate among both academic
researchers (e.4mir and Lev, 199 Lev and Zarowin, 1999; Francis and Schipper, 1999;
Fraser, Tarbert and Tee, 2088d professional bodies (e.g., in the UK, the Institute of
Chartered Accountants of Scotland (ICAS), 1989 and the Institute of Chartered
Accountants of England and Wal€RAEW), 1994; in the USA, the American Institute of
Certified Public Accountants (AICPA), 1994 and the Financial Accounting Standards
Board (FASB), 2001) on the extent to which accounting provides relevant information to
users. To improve business repgrtinnumber of professional studies have suggested
disclosing more relevant risk information, among some other types of information, such as
forwardl ooki ng i nformation and information ab
narratives (German Accauing Standards Board (GASB), 2000; ICAEW, 1997, 1999,

2002, 2011).

Although considerable attention has recently been paid to risk disclosure, understanding
how and the extent to which a firmbds ri sk

in its narratives is still relatively unknown within and/or across countries. Within single



country research (e.g., Linsley and Shrives, 2005, 2006; Abraham and Cox, 2007; Beretta
and Bozzolan, 2004), the main |isttsdergeast 1 s
firmods Ssi ze) and a firmods corporate goVe
providing risk information in the firmds
research that investigates the impact of celewvelvariablesuch as cultural and legal
systems, on general disclosure (e.g., Jaggi and Low, 2000; Hope, 2003; William, 2004), no
crosscountry research investigates how and the extent to which those variables may affect
risk reporting.Dobler, Lajili and Zeghal (201i%) the only study, to the best of the
researcher's knowledge, that investigates risk reporting in more than one country. They do
not examine, however, the impact of such factors on providing risk information. Given the
fact that the nature of risk infortiea is different from general disclosure, in a sense, risk
information could be widely seen as unfavourable information (ICAWE, 1997, 2011).
Difficulties of measuring risk reporting across countries is another factor that should be
considered in relatioto comparing crossountry risk reporting research with prior

general disclosure research that uses scores from thefa@@dnternational Financial

Analysis and Research (CIFAR)

The rest of this chapter is organised as follows. Section 1.2 hithjidigha#sn research

gaps and the main reasons that motivate the current study to investigate the main
incentives for risk reporting within and across countries. Section 1.3 introduces the
research objectives, research questions and research hypothiesed.fSgrbvides

details about the research methodology, which includes the sample selection and variables
measurements. Key findings and their theoretical and practical implications are presented
in Section 1.5. Section 1.6 explains how the currentcstuttjputes to the body of

knowledge. The structure of the current study is discussed in Section 1.7.



12. Gaps and motivations

Two major strands of literature motivate this study. The first is prior risk réporting
research (e.g., Linsley and Shrives, 2006; Dobler, 2008) that identifies some gaps (e.g.,
crosscountry investigation of the main determinants of risk reporting, and the incentives
for mandatory and voluntary risk reporting (MRR and VRR) either within or across

countries).

Dobler (2008) ddresses the gap of risk reporting incentives and their relationship with
regulation. He concludes that under either oriemd@datory (e.g., German approach) or
voluntary (e.g., UK approach) disclosure approaches; there are still essential needs to
explae incentives that stimulate firms to provide risk information mandatorily and

voluntarily, respectively, in their annual report narratives.

As a result, the current study is motivated to investigate the main incentives for both MRR
and VRR, each of whidmay have different drivers. Prior risk reporting research,
nevertheless, does not differentiate VRR from MRR (e.g., Linsley and Shrives, 2006;
Abraham and Cox, 2007); alternatively, such research uses an aggregated measure to proxy
VRR and ignores MRR. &leurrent study distinctively uses a direct measure for MRR and

distinguishes clearly between both types of risk reporting.

Linsley and Shrives (2005, 2006) emphasise the importance of studying risk reporting
across countries to deepen our understantlihgw risk reporting incentives vary across

countries. This motivates the current study to provide a unique and extensive investigation

1 Throughout the current study, the terms context risk disclosure and risk reporting can be used
interchangeably to/in talk(ing) about providing m$@rination in annual reportarratives mandatorily
and/or voluntarily.
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of such incentives, not only for VRR but also for MRR, and their variations either within
or between nofinancial firns across the USA, the UK and Germany, each of which has a

unique approach to dealing with risk reporting.

On the one hand, Germany and the USA are highly oriented towards MRR. Most
particularly, Germany has the only formal accounting standard to geehensively

with risk reporting (Dobler, 2008). This standard explains how German firms can provide
information about their risks (such as identifying, measuring and managing their risks) in a
specific section of their annual report narratives (Opparsuaitd Risks or Outlook). In

the USA, however, the SEC published Financial Reporting Release (FRR) No. 48 on the
market risk of financial instruments in 1997, which mandates the presentation of both
qualitative and quantitative market risk informatioa. Ui, on the other hand, has a
different approach to dealing with risk reporting; it is highly oriented towards VRR, as
argued by ICAEW (1997, 1999, 2011). These two approaches, therefore, have shaped two
subsequent main streams of risk reporting literédutetailed review of these streams is

provided in Chapters Three and Four).

The first stream concerns the main determinants of VRR. Such research is mainly
conducted in Europe, including Italy (e.g., Beretta and Bozzolan, 2004); The Netherlands
(e.g.,.Deumes and Knechel, 2008); Belgium (e.g., Vandemaele, Vergauwen and Michels,
2009); and the UK (e.g., Linsley and Shrives, 2000, 2005, 2006; Abraham and Cox, 2007).
The second stream concerns the usefulness of mandated risk reporting; such research
repreents the main focus of American risk reporting research (e.g., Rajgopal, 1999;
Hodder and McAnally, 2001; Jorion, 2002; Linsmeier, Thornton, Venkatachalam and

Welker, 2002; Jorgensen and Kirschenheiter, 2003, 2008).



Prior risk reporting research withoaus on a single country, therefore, has been widely
conducted (e.g., Linsley and Shrives, 2000, 2005, 2006; Beretta and Bozzolan, 2004;
Abraham and Cox, 2007; Li, 2008). So has research that is heavily restricted to one type of
risk reporting, such as égn exchange rate disclosure (e.g., Marshall and Weetman, 2002,
2007), usefulness of mandatory risk reporting (e.g., Li, 2008) and aggregated risk disclosure
(e.g., Linsley and Shrives, 2000, 2005, 2006). Among this research, however, results of the
extern to which firm risk levels can influence firms to provide risk reporting mandatorily
and/or voluntarily in their annual report narratives are mixed. Consequently, this motivates
this research to investigate these associations in three different agproskeporting

in three different countries. More specif
information as a function of their risk |
investigates whether risky firms disclose more orides&iformation in their annual
reports narratives. This study examines s\

profitability, growth and dividends.

MRR is distinguished from VRR to observe the pattern of associations with exploratory
varables (firm and country characteristic variables). Knowing the pattern of how the US,
UK and German firms respond to their risk levels can help in identifying to which type of
risks these firms are more sensitive, expressed by disclosing either m®raskr les
information mandatorily and/or voluntarily. Considered simultaneously, these send some
signals that either support or warn regulators of each approach by associating the observed

trend of firmsd MRR and VRR to their undel

The currentstdy assumes, based on theory (manag
prior research (e.g., Linsley and Shrives, 2000, 2005, 2006), that UK firms disclose more

risk information voluntarily than they do mandatorily, relative to their underlyingsrisks. U
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and German firms, in contrast, are likely to disclose more risk information mandatorily
than they do voluntarily relative to their underlying risks. Obtaining empirical evidence that
is consistent with previous arguments supports either UK regalatbesone hand, or

US and German regulators, on the other hand.

In a recent, related work, based on 40 manufacturing firms in 2005 from each of these
countries, Dobler et al. (2011) investigate the extent to which firms disclose risk
information subject ttheir risk levels. Dobler et £2011) do not distinguish between
mandatory and voluntary risk reporting, although the USA and Germany are more highly
regulated towards risk reporting than the UK, suggesting greater mandatory disclosure in
the formertwoc ount r i es. They proxied firmsoé ris
systematic and nonfinancial risks. There is a lack of a clear justification of why they only
chose those three risks. Similarly, it is not clear how they distinguished betwiesamdmarke
accounting proxies for risk. In their OLS regressions, there is no attempt to control for any
other effects (e.g. firm profitability), with the exception of firm size. Nevertheless, when
they aggregate risk disclosure across these countries,dBeignooes country factors,

such as legal systems and cultural values, which could influence providing risk disclosures.

The current study distinguishes between mandatory and voluntary risk reporting,
associates these disclosures to market and accosktingasures over a fix@ar period,
controls for profitability, growth and dividends in the-lawvel analysis and controls for

legal system and cultural values in the cderglyanalysis.

None of the previous work examines how codewsl chawceristics influence the
provision of MRR and VRR, nor the extent to which such characteristics can explain the

variability of ri sk reporting. The curren



system and its cultural dimensions explairtiélypihy MRR and VRR vary among firms

across the USA, the UK and Germany.

The second strand motivating the current study comes from the literature that reviews and
evaluates methods frequently used in accounting research to correct the dependency of
crosssectional or time series probléB&rnard (1987) explains that much research in
marketbased accounting research (MBAR) has adopted ordinary least squares (OLS).
Ignoring the problem of cressectional dependency stemming from the root of
conducting tatistical procedures that address this problentwe-stage generalised least
squares (GLS) techniques; ceestional aggregation of the data; and use of -anaheti

version of the market modelay cause some other serious applicable diffitoubiese.

Bernard (1987) identifies contexts in which ignoringsgotsnal dependence can lead

to incorrect inference, and finds that when at least some of the returns are sampled from
common time periods, cressctional dependency is more likelgxist. Specifically, his
evidence shows that when the returns interval is long, incorrect inference is more likely to
happen, caused by a bias of standard errors that arises freseatiarsal dependency.
Bernard (1987) concludes, therefore, thatoak market reaction studies of accounting

data on stock prices (e.g., Ball and Brown, 1968; Beaver, Clarke and Wright, 1979; Biddle

and Lindahl, 1982) lead to biased estimations of standard error.

More recently, Gow, Ormazabal and Taylor (2010) comgirathe review and evaluate

methods that are frequently used in accounting literature to correct not eactoysd

2 The dependenayf crosssectional and/or time series problems stems from the underlying assumption of
the independency of observation. This assumption, therefore, ignores the fact that observations from the
same group (e.g., sector or country) or observations ov@otigiteidinal data) are more likely to be similar

than those from other groups or Hongitudinal data (e.g., Hox, 2010).

7



dependence but also thseries dependence for a broad stream of accounting literature
(121 studies), using panel data in their reigresanalyses. They reveal that while 25
percent (30) of these studies do not appear to address such dependence, 75 percent (91) of
these studies attempt to address -s@s#onal and tirreries dependence using a variety

of approachesA major problem ith these approaches is that while correcting the
dependency in one direction, they assume independency in the otherigeciiama
MacBeth's regressiofgow et al. (201@xplain that prior research either ignores one or

both forms of dependencey, even relies on methods developed within the accounting
literaturethat have not been formally evaluated (e.g., aggregatimy firdustryspecific

coefficientsZ2 statistic and New&jyest).

Steele (2008b) argues that ignoring data structurenmaightthe standard errors of a
regressionds coefficients too smal.l Oor unc
too narrow and the-palues will be too small, which may lead researchers to accept a
predictor that has no real impact on the dég@rvariable, when in fact the effect could

be attributed to chance or to any other predictor (type Il error).

Consistent with Steele (2008b), Heck and Thomas 220®), explain that failure to
account for similarities among firms because of ign@iagstlucture results in biased
estimates of model parameters and therefore incorrect conclusions about the effects of

some predictors in the model.

Multilevel analysis (MLA), which was originally, and remains widely, used within
educational and medicasearch, assumes dependency between observations; specifically,
observations from the same group (e.g., sector, such as telecommunications, or country,

such as the UK) tend to be more similar than those from different groups (other sectors,
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such as servigeor other countries, such as the USA). Furthermore, within the same
group, it assumes any successive observations to be correlated during a time series (Heck,

Thomas and Tabata, 2010).

Steele (2008a) explains that the underestimations of the cobaficasely related to

the group (sectors or countries) variables. Consequently, the correct standard error will be
estimated only if variation among groups is allowed for in the analysis, which is accurately
provided by using multilevel modelling. Stpams that MLA enables researchers to
investigate the nature of betwgeoup variability and the effects of grtayel

characteristics on individual outcomes.

Essentially, the current study relies on MLA as a new technique to overcome drawbacks
arisng from using the most common techniques (OLS) or their modified forms (e.g., fixed
effect model). Furthermore, residual dependency problems are accounted for by a
compl ete consideration of the studyos dat

countries over time.

13. Research objectives, research questions and research hypotheses

13.1 Research objectives

The current study seeks to address four principal objectives. First, it aims to identify the
extent to which a f i r moartingrlevelskarelsignifieahtly a n d
different between firms across these countries, and to what extent these differences are
correlated (this aim is achieved in Chapter Six). Second, the current study aims to identify
risk reporting incentives within the UKntext using LMM in comparison to OLS and

FEM (this aim is achieved in Chapter Seven). Third, identifying to what extent variations in

MRR and/or VRR within and between firms over 2005 to 2009 can be attributed to those



vari ati ons i n each dountryrnsdhe main asrkinvdstegates Ibysthe icutrent
study in Chapter Eight. Fourth, exploring how and the extent to whidevieinand
countrylevel characteristics interpret variations in MRR and/or VRR within and between
firms over 2005 to 200@rass the USA, the UK and Germany is achieved in Chapter

Nine.

13.2. Research questions and research hypotheses

The main research questions that are addressed by the current study are classified
according to whether they concern {ierel or countdevel angkis. Using the same
distinction, the research hypotheses are formulated (a detailed discussion of these research

guestions and research hypotheses is provided in Chapter Four).

Research questions
The following summarises the research questions adtyegsedurrent study.

1 Are there any significant differences between firms across the USA, the UK and
Germany in either their risk or risk disclosure levels? Are these differences
correlated?

T Do a firmds risk | -eance accountipgska rpetsureseg d by
motivate firms to provide their risk disclosure mandatorily and/or voluntarily
(MMR and/or VRR) in their annual report narratives?

1 Do MRR and VRR vary within and between firms across the USA, the UK and
Germany between 2005 and 2009?

1 Can MRR ah VRR variations be attributed to firm characteristics (risk levels)
and/or countrylevel characteristics (legal systems and cultural values)?

1 Which variables of both firmand countrjfevel characteristics are significantly

associated with variabilityMRR and VVR?
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Research hypotheses
To formulate the research hypotheses, two main levels are introduced. While the first
investigates factors that significantly influence firms to disclose information about their

risks within each country (these fact@skaown as firaevel characteristics), the second

involves country e v e | characteristics; this | evel
explain variations in risk reporting acro
hypotheses.

Firmlevel analysis

I n this |l evel , the associations b-eahdwe en a

accountingisk measures) and its risk reporting levels (captured by both MRR and VRR)
are formul ated based on ioraigkeegodimgditératirenase nt i
will be explained in detail in Chapter Four. Additionally, other firm characteristics (e.g.,
firm size) and corporate governance mechanisms (e.g., board characteristics) are also
accounted for as control variables. THewiolg six hypotheses, therefore, represent this

|l evel 8ds concerns, which wil | be examined
Chapter Seven (the UK), Chapter Eight (within the USA, the UK and Germany,

individually) and Chapter Nine (across84, the UK and Germany).

HL:Fi r msd mar ket volatility (as a proxy of
positively correlated to MRR and VRR.
H2:Fi r msd mar ket beta (as a proxy ofndfir ms

positively correlated to MRR and VRR.

\

(

H3: Fi r msd mar ket volatility of the standar

systematic risk) is likely to be significantly and positively correlated to MRR and VRR.
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H4:Fi r msd® Shar p r astd -adjussdksetum) iglikely to e smyriificahtly r m
and positively correlated to MRR and VRR.

H5:Firmsd | everage (as a proxy of firmsao
positively correlated to MRR and VRR.

H6:Fi r msd curar @gnmtoxryatoifo f(ilasmsd | i quidity ri

positively correlated to MRR and VRR.

Countrevel analysis

At this level, the impact of country characteristics on risk reporting is essentially
considered. Additionally, this levellergs the interactive impact of firand country

level variables on interpreting variations in MRR and VRR. The following hypotheses
represent these concerns, which also are discussed in more detail in Chapter Four.

H7: Bot h a c¢ount tsgufiusal vhleg aael more hkalyt teebe compietinenits
than substitutes in explaining variations on MRR and VRR.

H8: The explanatory power of country characteristics (legal systems and cultural values) to
explain the observed MRR variability between firlghisr than those explaining VRR

variations.

14. Research methods

Thomson One Banker is used to obtain a list of NASDAQ, FTSE and Frankfurt (CDAX)
all share firms in the USA, the UK and Germany, respectively. Excluding all financial firms,
crosslisting frms and any firm without a complete series, these criteria yield a final list of
1270, 1410 and 1005 figmars for the USA, the UK and Germany, respectively. More

discussions about these issues are provided in Chapter Five.
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Relying on a growing bodyafc count i ng and finance | iterat
captured using automated content analysis (e.g., Hussainey, Schleicher and Walker, 2003;
Kothari et al., 2009; Muslu, Radhakrishnan, Subramanyam and Lim, 2010; Li, 2010;
Gruning, 2011). Both RR and VRR, therefore, are measured in these three countries by
using Nudist 6 to count the number of -rsficator statements in annual reports

narratives.

Relying on extensive accounting literature that mainly examines the associations between
accountig- and marketisk measures (e.g., Beakettler and Schole4970; Lev and

Kunitzky, 1974, Beaver and Manegold, 1975; Almisher and Kish, 2000; Giner and Reverte,
2006 ; Bri mble and Hodgson, 2007) , a fir mb
main measures to comprehensively capture firm risk levels are utilised: volatility, beta and
volatility of standard error of Capital Asset Pricing Model (CAPM) as market measures of
total, systematic and unsystematic risk. Leverage and current ratith aseaasounting

measures for financing and liquidity risks, respectively. To investigate the impact of
countryl e v e | variables on both MRR and VRR, é
based on Hofstededs val ues priorigéneral disclbsare 1) ,

research (e.ghanchani and MacGregor, 1999; Doupnik and Tsakumis, 2004).

Three methods are utilised to examine the association between the main variables: ordinary

least squares (OLS), fixed effect model (FEM) and multileledisa (MLA), through

applying linear mixed model (LMM) and repeated measures multilevel analysis (RMMLA).
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15. Empirical results and theoretical and practical implications

1.5.1Empirical results

Empirical results appear in four chapters, commeniting pilot study and then moving

to UK evidence, empirical results for the USA, the UK and Germany, and then the pooled

results for these countries.

Using a multivariate analysis of variance (MANOVA) of 15 randomly selected firms in
each country durind@7 and 2008, the results report that there are significant differences
between these firms in their levels of risk and risk disclosure. To discover the extent to
which differences in risk disclosure can be attributed to underlying differences in risk
levds, the current study uses correlation analysis, which reports significant associations

between these two variables.

Expanding the analysis to include FTSE all share over 2005 to 2008 and implementing
ordinary least squares (OLS), fixed effect model (BEdMinear mixed model (LMM)
methods, the results report that observed trends of aggregated risk reporting are identical
to voluntary risk reporting, but differ from the observed trends of mandatory risk
reporting. The results show that managers are muireated to voluntarily disclose
significantly more risk information in their annual report narratives relative to their risk
levels than they do mandatorily. Managers who exhibit greater compliance with UK risk
disclosure regulations have greater inesrttv disclose risk information voluntarily. The
study finds that highsk firms appear to be more sensitive to underlying risk levels,

resulting in disclosing more voluntary and mandatory risk information thigk fows.

Expanding the previous &sas to include American and German firms between 2005 and

20009, and i mplementing RMML, the study f
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influences on mandatory and voluntary risk reporting (MRR and VRR) within each
country. The results show thaithin the UK, risk levels are more correlated with
voluntary risk reporting than mandatory risk reporting. Conversely, within the USA, the
results report that a firmbés risk | evels &
than voluntary ris reporting. Within a German context, the results report that both

mandatory and voluntary risk reporting are sensitive to risk levels.

Based on the same statistics, the results document significant variations of both mandatory
and voluntary risk repary within and between firms over the period of study across the
USA, the UK and Germany. The study finds
values have significantly higher abilities to explain MRR diversification than VRR

diversification, whitcis more likely to be statistically correlated with firm characteristics

t hat are derived hypothetically, based or
theory, signalling theory and capital nee
system and its cultural values are more |

complements rather than substitutes to explain MRR variation.

1.5.2Theoretical and practical implications

The results have several theoretical and practical tiomgdicd@he main theoretical
implications are: distinction between mandatory and voluntary risk reporting, risk
reporting incentives in highly regulated countries such as the USA and Germany, utilising a
new technique to incorporate both firand countryevel effects and where future
research could be wusefully carried out. A
how and the extent to which firms in each country respond to their underlying risk by
disclosing more or less risk information eithendatorily or voluntarily, gives indicators

for regulators in each country. All these implications are discussed as follows.
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Theoretical implications

Previous results have some distinctive theoretical implications. First, it is suggested that
distinguising between the observed trend of mandatory and voluntary risk reporting is
essential, emphasising that each risk disclosure type has its own drivers. This result,
therefore, does not support those studies that do not distinguish voluntary from
mandatoryisk reporting (e.g., Linsley and Shrives, 2000, 2005, 2006; Abraham and Cox,
2007) when studying the incentives for risk reporting. Different conjectures between the
observed trend of MRR and firm risk levels, compared to the observed trend of VRR,

therefae, can be performed.

Second, previous results support Dobl er &s
reporting incentives is crucial even within highly regulated countries like the USA and
Germany. The results suggest that even within thedatethrequirements; managers still

have incentives to voluntarily disclose information above these requirements. This could
significantly add to compliance disclosure literature (e.g., Bamber and McMeeKing, 2010)
by emphasising the importance of wideriiggresearch scope to pay more attention to
variations above the mandated requirements (e.g., IFRS adoption), which provide a
minimum of information to investors, as argued through regulatory theory (e.g., Leftwich,

1980, Cooper and Keim, 198BieldsLysand Vincent, 2001; Ogus, 2001

The third theoretical implication is utilising a new empirical model (MLA) that will be
introduced through either LMM, shown in Chapter Seven, or using RMMLA, shown in
Chapters Eight and Nine, concerning how to intertbt the crossectional and time

series effects simultaneously with correcting for the residual dependency.
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Fourth, the significant variations of MRR and VRR within and between firms either in or
across the USA, the UK and Germany over 2005 to 2009sextethere are other
chances to expand the current design either at firm or country level of analysis by
involving other explanatory variables to reduce the unexplained variations in risk reporting.
Hence, all explanatory variables used by the cumidgt sgnificantly improved the
interpretations of the observed variations between firms, known as level 2 variations, more
than those occurring within firms, known as level 1 variations. In this regard, the current
study suggests that more attention shbelgaid to those variables that may express
variations in MRR and/or VRR within firms over 2005 to 2009. All these expansions will

be discussed in the section on limitations and suggestions for future research.

Practical implications

These previous mdss have some distinctive implications for regulators in the USA, the
UK and Germany. First, the results support the regulatory trend within the USA; hence,
the results indicate that firms providing more risk information either mandatorily and/or
voluntaily are subject to significant underlying risks. This result could be interpreted as US
firms trusting t he mar ket &8s ability t o
uncertainties by disclosing more risk information. The theoretical expansion for this
argument is the extent to which investors can understand risk information in annual report
narratives, as was addressed within the US market by Li (2008), who used a text search for
the wordgiskanduncertainty 10K annual filings as a direct measidirgsk information
content . Li 0s (2008) findings support i

information as time passes (within one year ahead).

Second, within the UK context, the practical implications stem from supporting the

current trend of UK regulation, which encourages firms to voluntarily disclose
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information about their risks rather than making such disclosure compulsory. In general
terms, the results reinforce support for encouraging (by means -ofandatory
initiatives, such as thasfethe ICAEW) UK firms to provide risk information voluntarily

rather than mandatorily. The evidence, however, also signals that firms may provide less
risk information than what would constitute an appropriate response to their underlying

risk levels.

Third, consistent with discussion within the US context, the study evidence also supports
Ger man regul ators®6 approach towards ri sk
risk practices by officially issuing formal accounting standards resudtSvating

German firms to provide higher levels of risk information, either mandatorily or
voluntarily, as a response to their risk levels. At the same time, there are some situations
where firms significantly disclose less risk information relative sigthiécant exposure

to risk. This behaviour could be explained on the basis that those firms could see that
disclosing more risk information could be costly, especially for those who were not aware

of the firmso risks.

Fourth, considering each cautds | egal system and its c
minimise variations in the mandatory efforts, which result in enhancing current
international convergence efforts. In other words, because considering these factors
explains a significant proportiof variations in MRR across the USA, the UK and
Germany, the International Accounting Standards Board (IASB) should pay much
attention to legal systems and cultural values across the countries in order to minimise

variations in risk reporting.
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16. Contribution to knowledge

The current study contributes to the existing literature in the following three distinct

respects.

First, the present study explores, usingléved analysis, the impact of risk levels on three
different risk disclosure types (aggeegatluntary and mandatory), controlling for four

other firm characteristics (firm size, profitability, growth and dividends). While prior risk
reporting literature provides mixed empirical evidence on firm size, no previous work has
examined the other rébe effects. Prior disclosure research, therefore, is advanced by
considering whether or not there are any associations between firm risk levels and risk
reporting, rather than investigating associations between risk levels and corporate
disclosure genesal(e.g., Firth, 1984; Lang and Lundholm, 1993; Ahmed and Courtis,
1999; Chavent, Ding, Stolowy and Wang, 2006; Hassan, 2011). Furthermore, the current
study advances literature on the association between amatletcountingsk measures

(e.g., Beavaat al., 1970; Lev and Kunitzky, 1974; Beaver and Manegold, 1975; Almisher
and Kish, 2000; Giner and Reverte, 2006; Brimble and Hodgson, 2007; Ecker, Francis,
Olsson and Schipper, 2009) by investigating how these measures can explain variations in

MRR and RR within and between firms in the USA, the UK and Germany.

The current study further examines, using colavielanalysis, how and to what extent a
countryds | egal system and its cultural %

and voluntay risk reporting.

Second, previous work has applied manual content analysisyear peeod within one

country to examine the impact of firm sector and size on issues such as quantity and
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quality of risk reporting (Beretta and Bozzolan, 2004)steeasion between aggregated

risk disclosure and firm size, firm risk and risk sentence characteristics, such as good, bad,
past and future risk disclosures (Linsley and Shrives, 2005, 2006); and the association
between corporate governance charactermsttsbusiness, financial and internal risk
reporting (Abraham and Cox, 2007). The current study investigates risk disclosure as a
function of risk levels across the USA, the UK and Germany {sgdectting a large

scale sample of annual reports oveegdar period (2005 to 2009).

The current study is the first to use automated content analysis within risk disclosure
studies in such a large scale across these three countries (e.g., Linsley and Shrives, 2000

2005, 2006; Abraham and Cox, 2007).

Third, three methods are utilised to examine the association between the main variables:
ordinary least squares (OLS), fixed effect model (FEM) and multilevel analysis (MLA),
through applying linear mixed model (LMM) and repeated measures multilevel analysis
(RMMLA). The first two approaches have been used frequently in prior research. To
mitigate problems caused by cemstional data (heteroskedasticity) and/or time series
data (auteorrelation), however, the study uses MA, which accounts for the problem of
residual dependency that is frequently neglected in-bzed@taccounting research (see

Bernard, 1987; Gow et al., 2010).
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17. Structure of the thesis

This section outlines the structure of the thesis, which contains ten chapters, as shown in
Figurel.1l. Chapter Two provides the theoretical framework of risk reporting, introducing

the concept of risk by identifying how this concept has emerged in business usage, and
then reviewing academic and professional efforts to define risk. Based on tisefieeeffort

study further reviews risk categories. The chapter also produces both regulatory and
managersd incentive theories to understan
information mandatorily and/or voluntarily, respectively, utilisinglefrdnanalysis.
Expanding such level of analysis to codewsl, the current study utilises Hofstede's

cul tur al values and the | egal systems of

levels of mandatory and voluntary risk reporting (MRR and VB$®) thase countries.

Chapter Three reviews and appraises prior research in two areas, risk measurement and risk
reporting, followed by another review of prior professional efforts. Relying on these

efforts, the current study identifies the gaps in ibisrpsearch.

Chapter Four presents the research questions and develops the research hypotheses,
distinguishing between filevel and countrlevel characteristics in generating the
research hypotheses, which are derived theoretically from underpgauriag tliscussed

in Chapter Two, and empirically from prior research reviewed in Chapter Three.

To examine the developed hypotheses, Chapter Five describes the research methodology,

which contains data collection and the sample selection, the profmaatedicontent

analysis and the study variables.
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Chapter Six conducts, introduces and interprets a pilot study that examines the extent to
which there are significant differences among and between firms in these three countries in
terms of their risk lels and risk reporting, and the extent to which these two variables are

correlated.

Chapter Seven introduces the empirical evidence of the extent to which firm risk levels can
motivate firms to provide more or less risk information in their annual mepatives

within a UK context, comparing OLS and FEM results with LMM results.

ChapterEight expands the analysis in the previous chapteclhding the other two
countries and implementing RMMLAThe resultsreflect a different pattern of

associationset ween a firmds risk | evels and its

ChaptemNine expands the analysis in the previous chapter to examine the extent to which

firm- and countryevel characteristics can express mandatory and voluntary variations

within and between firms across the USA, the UK and Germany.

Chapter Ten provides a summary of the study, main conclusions, limitations and

suggestions for future research.

22



Figure 1.1: The structure of the thesis
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Chapter Two: A conceptual framework forisk reporting

2.1. Overview

Identifying a distinguished conceptual framework of risk reporting is the main aim of this
chapter. To this end, the concepts of risk, risk categories, mandatory and voluntary risk
reporting (MRR and VRR) theories and tksodf variations in MRR and VRR are

explained.

The chapter is structured as follows. Section 2.2 discusses concepts of risk. Section 2.3
addresses two main questions. Firstly, how can firms identify their risk? Secondly, how can
firms categorise theiisk? Section 2.4 explains the theory behind providing risk
information mandatorily and/or voluntarily. Section 2.5 introduces theory explaining
variations in such disclosures. The background of the main characteristics of accounting in
the USA, the UK an@Germany are discussed in Section 2.6. The concluding remarks are

provided in Section 2.7.
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2.2. The concept of risk

2.2.1. Background
The origin of the wordskis thought to be the Arabic waldg which means anything
that has been givem you by God and from which you can make profit, or the Latin word

risicuprwhich originally referred to the challenges faced by sailors (Wharton, 1992).

In this context, Luhmann (1996) argues that the Latin word was used befofe the 16
century in seaade, to describe legal problems in cases of loss and damage, whereas the
Arabic word was used widely in th® déntury. He also explains that the teskin the

English language appears only in tiecgftury, and has since been widely used and
accefed as a principle term that replaced older notions of good and bad fortune. Thus,
the termriskis used to attribute possible future successes and damages to external events,
which, in turn, reflect the unpredictability or unforeseeability of thesewehmmticould

cause either good or bad outcomes.

Over time, these external events have been expanded to include internal events as a
potential source of risk. While the former source can be attributed to fortune, the latter
source can be attributed tieipated circumstances. By the end of thed@ury, some

other words were invented to express these two sources of risk under uncertain conditions,
such ashazardand its synonyms (e.dangeand threat In general, these terms are
considered syngmous in current practice (Luhmann, 1996). From the same perspective,
Akintoye and MacLeod (1997) and Heggum (2004) arghezdwatan describe an event

that has an adverse effect.
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In terms of the English language, two definitions can be foundrstlcericentrates on

the future and the probability of negative outcomes of an event, and is found in the
Cambridge Dictionary (2004), which defimgls as the possibility of something bad
happening. The second, however, concentrates on negativesafigsisnue other terms,

such aslangermndhazard and is found in the Concise Oxford Dictionary (2009), which

defines risk as the chance of hazard, bad consequences, loss or exposure to danger.

The German definition is consistent with the latter oned Basthe Duden dictiondry
risk is defined aa possible negative outcome for a company, which is associated with
disadvantages, losses and damages; it can also apply to a project, a firm or an affiliated

venture.

Before the 16century, there was meal understanding of risk or the probability that is
required to express how people could make decisions especially relative to the chance of
dice gambling games (Bernstein, 1996). Therefore, chance was attributed to God(s). Even
how to divide the pointd an incomplete game between two players was a major problem;
this was highlighted by Luca Paccioli, who in 1494 provided theaidnbl®ethod for
bookkeeping systems, which is still used today. In 1654, Pascal and Fermat answered the
previous questiotihrough their formation of the probability theory. This theory links the
potential alternatives of a future event with the potential probability of each alternative; it

is particularly useful in describing/predicting gamfBhgynin, 2009). People ait tiime

therefore become more able to deal with and forecast the future than before.

3 German definition, as statedduoden dictionary (20103, 'Risiko: mdglicher negativer Ausgang bei einer
Unternehmung, mit demathteile, Verlust, Schaden verbunden sind; mit einem Vorhaben, Unternehmen
0.A. verbundenes Wagnis".
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Pascal and Fermat's analysis was expanded by the efforts of Jacob Bernoulli, who provided
the basis for large number sampling in 1703. Consequently, through tinagetlué us
probability theory was extended from gambling and dice into a powerful instrument for

organising, interpreting and applying information (Bernstein, 1996).

Expanding the efforts of Jacob Bernoulli, Abraham de Moivre introduced normal
distribution in1730, enabling users to accurately identify uncertainty within in smaller
samples. Furthermore, de Moivre provided standard deviation as a measure of the
dispersion of a set of data from its mean. These two concepts, standard deviation and
normal distribtion, are essential components of modern techniques used to quantify risk

(Bernstein, 1996).

In the same context, in 1738, Daniel Bernoulli provided a basis to explain how people
make choices relying on utility, rather than price, as the main determaiote of
Depending on this utility, the value of risk can be measured (Bernoulli, 1738, translated by

Sommer, 1954).

In 1850, Bayes concentrated on the importance of combining past and future data in order
to enhance the calculation of the probabilityaobus alternatives. Thus, densiders
how frequently things happened in the past in order to draw conclusions about the present

in order to predict potential future impacts.

A hundred years later, Harry Markowitz (1952) proposed the portfolio themry i
remar kabl e wor k, 6t he Portfolio SeToecti on

optimise the reward for a given level of pskifolio theory describes how investors
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balance the risk and the return of an investment in a portfolio. Usingevasia proxy of
risk, he explains that investors should select an investment according to its returns, or the
desirable outcome, compared with the variance of those returns, or the undesirable

outcome.

William Sharp (1964) aight peoviding theM@apital cAssett z 6 s
Pricing Model (CAPM). This model treats the expected returns of an asset as a function of
riskfree rate and risk premium, which is the difference between-theerisite and the
expected returns. This risk premium shoeldin turn, weighted by the variability of
expected returns from actual returns. This weight is the market beta. Many other
researchers have contributed to formation of this model, including Linter (1965) and

Mossin (1966).

Based on Markowitz (1952ha& (1964), Linter (1965) and Mossin (1966), other prior
research concerns the extent to which accounting information can surrogate market risk
(e.g., Ball and Brown, 1968, 1969; Beaver et al., 1970; Beaver and Manaegold, 1975;
Bowman, 197%Imisher an&ish, 2000; Brimbl and Hodgson, 2007; Giner and Reverte,

2006). These studies will be discussed in the following chapter.

Based on portfolio theory, the concept of value at risk (VaR) appeared which describes the
maximum losses expected in a specifiodoander a suitable level of confidence. It has

been argued that VaR is not used in academic literature until the early 1990s (e.g., Holton,
2002 and 2003). During the end of the 1980s, Morgan (1996) developed a wide firm VaR
system, which was providedaasechnical document for risk metritBis measure is

broadly used and accepted in financial firms because of employing daily data, which is

essential to calculate VaR.
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VaR calculations can be achieved through many models; for instance, the simulation
mockl, which relies on historical data (the historical simulation model) or future data

(Monte Carlo simulation) (more details about the different methods of calculating VaR are

provided in the following chapter, see note 6). The followingstahlmariseshese

efforts and distinguishes the developments of theriggnand how it has emerged in

academic and business usage since"theritGry.

Table 2.1Summary of developmaesftrisk concepts and their usage since theetfury

Time period Developmat of the termrisk over| Year How risk has emerged in acade
time and business usage
The 1% | The Latin wordrisicumis widely 1494 The problem of hw to distribute thé
century used to express legal problems total points in an incomplete gal
the sea trade, especially in cast between two players is highlightec
loss and damage. Luca Paccioli.
The 16 | The Arabic wordrisqis used tdg
century express anything that has been ¢
by God. Consequently, this cong
includes either good itiys (gains
or bad things (losses).
The 17 | From the previous two words, t 1654 Pascal and Fermat answer
century English wordiskappears, replacit previous question using probab
the notion of good and bad fortur theory. This theory links potent
Thus, risk is used to attriby alternatives and their poten
successes or damages to ext probability. Thus, this theory helf
(fortune) or internal emts people to articulate their forecastin
(anticipated).
The 18 | To explain external and inter| 1703 The probability theory provided
centuy sources of risk, some other tef Pascal and Fermat (1654) is restr
are introduced, such asazard by using a sra number of
damageand threat each of whicl alternatives. An extension to f
suggests adverse effects. restriction is provided by Jac
Bernoulli, who introduces lar
number sampling, or the case
indefinite population.
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1730

Relying on large number sampl
normal distribution and stande
deviagion are provided by de Moiv
making quantifying risk possible.

1738

Daniel Bernoulli provides a ng
methodology to measure risk :
uncertainty by adopting the conc
of utility. Since then, value has b
identified as a function of its util
rat her than its
make it possi bl
choices.

The
century

19

1850

Bayes explains the importance
combining historical and future d
by providing the concept
frequencies, which enable users
generatethe potential impacts of
future event.

The
century

20

1952

Markowitz provides the portfol
theory, which explains how invest
should select stocks to form th
portfolio. To achieve that, and ba
on variance or standard deviatior
proxies for risk, Markowitz shov
how to balance between returns
risk.

1964, 1965
1966

Sharop (1964) e

(1952) work by providing the Cap
Asset Pricing Model (CAPN
measuring systematic risk (risks
affect all firms) througheka, which
in turn, expresses the variability of
actual returns around the expe(
returns. Many significant elements
added to CAPM by Linter (1965) ¢
Mossin (1966).

1970

To answer the question of hq
accounting data surrogates ma
risk Beaver, Kettler and Scho
associate accounting variables or
analysis with market beta.
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1996 Morgan introduces VaR, which me
that losses will not exceed a ta
value within a specific period an
specific confidence level, as a mea
for a firmbds mar

The 2% 20009 VaR has been widely used to meg
century present market risk, especially within finan
firms, owing to the availability

market data. VaR calculations ca
achieved through many models;
instance, the simulation model, wh
relies on historical data (the histor
simulation model) or future da
(Monte Carlo simulation).

2.2.2. Risk definitions

Based on whether or not the risk scope includes gains, three main trends are found in prior
literatureThe first trendconcentrates on the negative effects of risk, including potential
losses, damages or threats (e.g., Kaplan and Garrick, 1981; Akintoye and MacLeod, 1997;
Adams, 2009)The second trendoncentrates on a combination of the upgiue,
opportunities or potential gains of good risks, and the downside, the potential losses from
bad risks (e.gschrand and Elliott, 1998miger and Kim, 2003; Damodaran, 200&9.

third trendconcentrates on a statistical perspective by relyingmrolibbilities of events

that relate to either losses or gains (e.g., Lopes, 1987; Ansell and Wharton, 1992;

Stonebumer, Goguen and Feringa, 2002).

Similar to the prior academic literature, prior professional efforts adopt various
perspectives. Specifigathe Institute of Chartered Accountants in England and Wales
(ICAEW) (1997) explains that risk equals uncertainty and, in both terms, should include

potential gains and losses. Consistent with that, the Accounting Standards Board (ASB)
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adopts the sameehd in its accounting standards (e.g., Financial Reporting Standards

(FRS) Number 5: Reporting the Substance of Transaction, 1994).

Likewise, in the literature (e.g., Rust, 1999) that distinguishes between risk and uncertainty
by identifying whether thobability distribution is known (risk) or not (uncertainty), the
AICPA and theCanadian Institute of Chartered Accounté@i€A) (2000) point out

that uncertainty could be defined as a condition where the outcome can only be estimated.
Furthermore, the explain that articulations of risk should include two angles, the

opportunity or the upside (potential gains) and the threat, danger or downside (losses).

Nonetheless, the Securities and Exchanges Commission (SEC) explains that risk contains
only potetial losses (Financial Reporting Release (FRR) No. 48, 1997). Similarly, in many
contexts of its accounting standards the Financial Accounting Standards Board (FASB)
adopts an interspersion of risk as the exposure of potential losses and potential gains
which may be caused by movements in price, exchange rate or interest rate (e.g., Financial

Accounting Standard (FAS) 133, 136, 137 and 161).

The German Accounting Standards Board (GASB) provides an accounting standard (GAS:
5) to deal with how German firmnan provide risk information in their annual reports.
According to this standard, risk is defined as the possibility of future negative impact on
the economic position of a firm. In the same context, GAS 5 explains that opportunity is
the possibility of &uture positive impact on the economic position of a firm. GAS 5
adopts, therefore, a narrow perspective that concentrates on potential losses. At the same
time, GAS 5 emphasises that firms should provide suitable information about their

potential opportuties in their financial reporting.
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Consistent with what is mentioned above, the International Accounting Standards Board
(IASB), formerly the International Accounting Standards Committee (IASC), explains in
many sections of its accounting standardsskancludes losses as well as gains (e.g., IAS

32 and 39; IFRS 7). Table 2.2 summarises previous accounting professional efforts

regarding the concept of risk.

Table 2.2: Summary of professional efforts on the concept of risk

Components of risk Potential losses Potential losses af
potential gains
Professional body/ country

ICAEW UK X

ASB UK X

SEC USA X

AICPA USA X

FASB USA X

GASB Germany X

IASB International X

To sum up, the current study introduces the concept of risk through outlining a
fundamental background about risk relative to its language, the development of its usage,
and prior academic and professional effbines.current study concludes that including or
excluding potential gains from the concept of risk is the main conflict among prior
research (e.g., Damodaran, 2008; Adams, 2009) and prior professional efforts (e.g., ICAEW,

1997; GASB, 2000).
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It is worth metioning that previous professional efforts, which rely on recommendations
(ICAEW and AICPA), define risk as involving both potential gains and potential losses.
Once, these professional bodies make up regulations, they adopt a narrow perspective
through casidering only potential losses rather than potential gains (SEC and GASB),
although the | ASB6s and ASBd&s efforts ar
perspective in defining risk. One explanation, for the approaches of the SEC and GASB,
could be thedoption of the discretionary approach with the former (e.g., Jorgensen and
Kirschenheiter, 2008) and the prudence approach with the lattEvgesy. Eierle and

Haller, 2002)The trends of the ASB and IASB can be interpreted in light of thetflexibili

of the principlébased approach that is adopted by those professional bodies.

To respond to such conflicisk can be defined as the variations or fluctuations around a
target value at a specific time horiZdre content of this section, howevaguid be

expanded to cover the risk categories, which will be discussed in the following section.

2.3. Risk categories

This section addresses two questions: how can firms identify their risk? And, what are the
different categories of risk? Based oneaciadand professional prior research, these two

questions will be addressed in the following subsections.

2.3.1. Identifying risk

l denti fying each firmds risks is essentia
identification of these riskad] subsequent efforts to categorise, measure or disclose risk
will not be accurate. Each firm, therefore, seeks to rely on tools or techniques to generate

its risks and then categorise them. Therefore, it is difficult to find a general list of risks
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suitdle for all firms, owing to the fact that each firm has its own circumstances; these may

differ even within the same firm over ti®g., Schrand and Elliott, 1998)

AICPA and CICA (2000) illustrate some tools or techniques that firms may rely on to
identify their risks. They suggest relying on interviews, questionnaires and checklists to
derive each firmds risks. These kinds of

categories, which differ from one firm to another.

2.3.2. Risk categories

Depending on one or more of the previous techniques, each firm might categorise its own
risks to deal with them effectively. This can be considered an essential step because
incorrectly identifying or listing risks can make conducting risk measuremésk and r
disclosure inaccurate. It is emphasised that the more accurate this list is, the more effective

the measurement and disclosure of these risks will be.

Prior risk reporting literatufe.g.,Jorion, 1997; Hodder and McAnally, 2000; Linsmeier et

al., ®02; Cabedo and Tirado, 2003; Linsley and Shrives, 2006; Abraham and Cox, 2007)

discusses different types of risk. Jorion (1997) explains three major types of risk: business,

strategic and financi al risk. B upetitione s s r |
situation. Strategic risks are related to basic changes in the economy and the political

environment surrounding a firm. Financial risks are those related to the possibility of

market losses.

Treating derivatives as balance sheet activitieshatneftbalance sheet activities draws

regul ator sd at tinewhithial nsks arse frora chingds in markek rates
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and prices, such as interest rates, foreign currency rates, commodity prices and other

relevant market or price changes,(Blodder and McAnally, 2001; Linsmeier et al., 2002).

Cabedo and Tirado (2003) illustrate that firms are essentially exposed to two types of risk:
nonfinancial risk and financial risk. The former does not have a direct effect on the firm's
assets antlabilities; the latter, however, has a direct effect on the firm's assets and
liabilities. Norfinancial risk includes business risk and strategic risk. While business risk
refers to the possible losses that arise from the competitive skills that & t@span

strategic risk is related to changes in the economy.

Financial risk, on the other hand, contains market risk, credit risk and operational risk.
Market risk usually arises from variations in exchange rates, interest rates, changes in stock
prices ad changes in commodity prices. Credit risk arises from the deterioration of a
firmbés client value. Operational ri sk ari

operational ri sk may have negative effect s

Linsley and Shrives (2006) provide two main categories of risk to analyse the determinants
of risk disclosure: financial and +iokncial risk. The latter category contains five types

of risk: operational, empowerment, technology, integrity and strakedit thhe same

context, Abraham and Cox (2007) concentrate on two types of risk: financial and business

risk.

Damodaran (2008) summarises reasons that might make expected returns differ from
actual returns into finspecific risk, or project risk and kedrrisk. The former stems

from factors that differ from one firm to another, so it may be known as unsystematic risk.
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Accordingly, firms can avoid project risks through a diversification policy. The latter,
however, affects all firms, which trade on thekem, so it may be known as systematic

risk. Firms, therefore, cannot avoid market risks through a diversification policy.

In drawing connections between accounting and finance liferatisreessential to
concentrate on systematic risk versus tekalRiyan (1997) explains that the majority of
finance and accounting research concentrates on systematic risk rather than total risk,
owing to the increased usage of CAPM (more discussion about this point can be found in

the following chapter).

In line wth prior academic literature, the attention given to risk type by professional bodies
has increased over the last three decades (e.g., ICAEW, 1997; AICPA & CICA, 2000;
GASB, 2000; IASB, 2008). ICAEW (1997) argues that risks are usually derived from two
factors:external factorswvhich provideexternal risks or environment risksd internal
factors,which providanternal risks or process risk#ernal risks are more controllable

than external risks; consequently, providing information about exs&matay not be

useful, owing to these risks being a function of uncontrollable conditions and actions.
ICAEW (1997), therefore, concentrates on internal risks, especatial and noen
financial risksHnancial riskkan be categorised into price,idifqy and credit risks.dd-

financial rislcontains the other internal risks (e.g., operational and dewkiog risks).

Two other terms are used to refer to these two risk typeet:and indirect riskBirect,

or financial, riskhave a direct effet on a fir mds ndirectsor rios and

financi al , ri sks do not have a direct ef f e
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From the same perspective, and relying on
AICPA and CICA (2000) categaririsk into four principal types: environmental, strategic,

operational and informational risks.

GAS 5 (2000) points out that firms should categorise their risks from an organisational and
functional point of view. It provides seven categories ofbuskiess environment and
industry; strategic business; performance; personnel; information technology; financial; and
other risks Furthermore, the standard provides examples for each main category rather
than setting out any mandatory categorisatior, et firm will face different types of

risks and these risks will change over time.

The IASB (2008) illustrates that risk categories related to financial instruments (IFAS: No.
7) are: credit risk, which arises from failing to discharge an obligatdity, tisk, which
usually arises from difficulties in meet:.
which can be derived when the fair value or future cash flows of the financial instruments
fluctuate, which is caused by changing market, pniegest and currency rates.

Previous efforts could be synthesised in Figure 2.1 as follows:
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Figure 2.1: Summary of risk categories
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In summarytwo main questions arddaessed: how can a firm identify its risks? And,

what risk categories do firms face? The first question is neglected in prior academic
literature; nevertheless, some professional efforts (e.g., AICPA and CICA, 2000) suggest
relying on interviews, quesioai r es and checklists to ider
conclusion relative to the second question is that two main methods are widely used to
classify a firmds risks. While the first
internal or eternal factors, the second is the organisational and functional method, in

which a firmds risk might be classified.

2.4. Theories of mandatory and voluntary risk reporting: Firfevel analysis

This section addresses why firms could disclose risk tidarimatheir annual report
narratives either mandatorily and/or voluntarily. Regulatory theory is essential to justify
some contexts in which regulators require firms to provide risk information according to
specific rules. These contexts are likely teelaged to macro circumstances, such as
financial crises, financial scandals or, more generally, when the market fails to provide
sufficient i nformation by which the stock
incentives theories are essentiahtterstand why firms disclose information about their

risks voluntarily. Managers may have some incentives, such as reducing agency cost
between agency parties (agency theory), signalling the quality of their performance
(signalling theory) or reducing emainty related to their future cash flows (capital needs
theory) to voluntarily disclose information about their risks. These theories are discussed in
the following two subsections by giving background information about each theory and
describing how por research relies on these theories to justify why firms mandatorily

and/or voluntarily disclose financial disclosure generally, and risk information particularly.
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2.4.1. Regulatory theory

Prior research (e.g., Leftwich, 1988pper and Keim, 1988ieldset al., 2001; Ogus,
2001)argues that an imperfect stock market and market failure are two main situations that
require mandated disclosure (regulatory thieoigentify the minimum requirements of
disclosure that should be provided to protecsiok® Most importantly, these regulations
might reduce the information gap between informed individuals (managers and/or
sophisticated investors) and uninformed individuals (unsophisticated investors) in order to
redistribute the wealth between themxplaimed by Healy and Palepu (2001). Unverified
information and the threat of economic disadvantages gives rise to a lack of motivation to
disclose voluntarily; consequently, mandating risk disclosure by regulation stems from a
regul at or 0 stheressental réqairements of risk adisclosure to inform investors
(Dobler, 2008). While empirically studying the impact of risk regulations on the stock
market is the main focus of US research in such areighligted market (e 8ajgopal,

1999; Jorgesen and Kirschenheiter, 2003, 2088ne research within the UK context, as

a lowregulated market (Marshall and Weetman, 2002; Abraham and Cox, 2007), studies

the impact of risk regulations on risk disclosure.

2. 4. 2. Managersd incentives theories
Core R001) suggests that further research is required on the association between voluntary
disclosure and managerial incentives. Based on agency, signalling and capital needs theories

these managerial incentives can interpret voluntary risk disclosure.

Jense and Meckling (1976) suggest agency theory, which posits complete separation
between owners or shareholders (principals) and control or management (agents). This
suggests that separation causes conflict between these agency parties, and then reduces

shar@ ol der s confidence. Managers, therefor
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reduce their agency cost (e.g., bonding <c
t he principal sd mentoring cost S uemnth as
behaviour, which in turn results in reducing risk information asymmetry. Empirically, some
risk disclosure resear@hg., Abraham and Cox, 20@andemaelet al., 200Mas used

agency theory to explain why firms voluntarily diged&saformation

Another motive for managers (insiders) to disclose risk information voluntarily, based on
signalling theory, which was proposed by Akerlof (1970), developed by Spence (1973), and
used by some prior general disclosure research (e.g., Lev and Pedmdooti9%and

Lev, 2000Watson, Shrives and Marston, 2082p signal to the market (outsiders) their

ability to identify, measure and manage their risks, distinguishing themselves from other

firmsdéd managers who respond poorly to risl

Based on capi needs theory, as referred to by Meek and Gray (1989), or capital market
transaction, as referred toHgaly and Palepu (200dne last incentive for managers to
voluntarily disclose risk is the consequences for cost of capital. If a firm has an
information asymmetry gap with its investors, that leads to increased investor uncertainty,
which in turn raises their desired rate of returns (discount rate or risk premium), which
causes an increase in their cost of capital. These firms, however, carheiduce t
information asymmetry by increasing their risk information voluntarily so as to increase
i nvestorsd® certainty, which might reduce t
will result in reducing the cost of capital. Empirically, thisytiee@xamined by prior
general disclosure resea(Blotosan, 1997; Botosan and Harris, 280fpsan and
Plumlee, 200Zrancis et al., 200and is recommended in risk disclosure by ICAEW

(1997, 1999, 2002a).
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In summary, providing risk information mdaodly and/or voluntarily aims toward
reducing information asymmetry through requiring a minimum of risk disclosure by
mandating disclosure through regulations and/or having managerial incentives for: (1)
reducing conflicts between agency parties; (2)lisgrtheir quality; and (3) reducing

i nvestorso®o® uncertainties about t he amount

It is noteworthy that in terms of the association between mandatory and voluntary
disclosuresVerrecchia (2001) explains that both typksdisclosure can reduce
information asymmetry, resulting in integrating the efficiency of disclosure choices
increasing the incentives for disclosure and enhancing the reaction of different parties in
the stock market. Dy aidiw, finding bloth foditioed(186) ah® 9 0 )
negative (1990) relations between mandat
voluntary disclosurésigler and Hemmer (1998), Marshall and Weetman (2002) and

Deumes and Knechel (2008) howe ver , rdeuvorkort Dyeds ea

2.5. Theories of variations in mandatory and voluntary risk reporting: Counttgvel

analysis

Previous discussions suggest three main countries that exhibit three unique approaches
towards risk disclosure. These countries are the @34K thnd Germany. Within the US
context, there is a preference towards organising risk disclosure either by imposing specific
requirements (e.g., FRR 48, 1997) or by encouraging US firms to provide more risk
information. Within the German context, thewe pseference to obligate firms to provide
specific risk disclosure requirements through a formal accounting standard. In contrast, the
UK approach prefers voluntary risk disclosure. These approaches have significantly
influenced the main trends of prigskrreporting literature. Specifically, the US trend,

which considers mandatory disclosure and its impact on the usefulness of accounting
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information, the UK trend, which considers the main determinants of voluntary risk
reporting, and the German trendjclhanalyses the expected impact of GAS 5 on other
countries (as will be discussed in more detail in Section 3.3). After introducing the reasons
that may explain variations in risk disclosure across these three countries, a brief
description ofthe main chracteristics of accounting in these three coultnies
regulatory regime, cultural vallegal systems and other factsr)discussed in the

following paragraphs.

Crosscountry differences in accounting practices have received considerable attentio
from prior literature (e.g., Muller, 1967, 1968; Nobes, 1983, 1984; Frank, 1979; Nair and
Frank, 1980). Gray (1988) distinguishes two main approaches in prior research on cross
country differences in accounting practices. The first is deductive, teedadamgify
environmental factors, link them to the national accounting system and then classify these
factors by country (e.g., Muller, 1967; Nobes, 1983). The second approach is inductive,
seeking to identify differences in accounting practices angteatsich differences to

some predictive patterns or factors (e.g., Frank, 1979; Nair and Frank, 1980). Such prior
research, however, includes culture as an exploratory variable in order to examine the
extent to which culture influences accounting pmtiioistede (1980) defines culture as

“the collective programming of the mind which distinguishes the members of one humar
another"Such differences are explained by Gray (1988), who builds his theory on
Hof stededs (19 8O0 )turaf values. Hafstedeg19%1) extensds thede four u

dimensions by providing his fifth dimension.

The first dimensionpower distance (PDis the extent to which power is distributed
equally within a society and the degree to which the society acodiptalibison, from

relatively equal to extremely unequal. Segnoeltainty avoidance (UAYhe degree to
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which individuals in a society prefer structured over unstructured situations, and cope with
risk and innovation, from relatively flexible toeexély rigid; a low uncertainty culture
emphasises a higher level of standardisation and greater job security. Third, individualism
(IND) is the degree to which individuals base their actions omteselt versus the
interests of the group. Fourtmasalinity (MAS) is ameasure of a society's goal
orientation: a masculine culture emphasises status derived from wages and position; a
feminine culture emphasises human relations and quality of life. Fifterniong

orientation (LTO) is the extent to whaclsociety respedtaditional, forward thinking.

Based on the first four dimensions, Gray (1988) suggests four accounting dimensions to
express accounting values expli€itlgt, professionalism aspreference for the exercise

of individual professiah judgment and the maintenance of professionaégealhition

versus compliance with prescriptive legal requirements and statutory Sectral,
uniformity isa preference for the enforcement of uniform accounting practices between
companies and thersistent use of such practices over time, as opposed to flexibility in
accordance with perceived circumstances of individual comfardesonservatism &
preference for a cautious approach to measurement to cope with the uncertainty of future
evens, versus a more optimistic, teking approaclhrourth, secrecy ispmeference for
confidentiality and the restriction of information disclosed about the business to only
those individuals who are closely involved with its management and finangpuseas

to a more transparent, open and publicly accountable approach.

Gray (1988) provides four hypotheses without testing them empirically. These four
hypotheses are derived from identifying the potential impact of the cultural dimensions on
the four acounting dimensions, which, in turn, identify the characteristics of either the

accounting systems or the accounting practices.
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Beginning with the cultural dimensions: Gray (1988) tries to derive the potential impact on
the accounting dimensions. Fousgible causes and four potential impacts are provided.
First, countries which have a high $daréndividualism (cultural dimension) and lower
scores in uncertainty avoidance (cultural dimension) and power distance (cultural
dimension) are highly expekct® have a high score in professionalism (accounting
dimension). Second, countries, which have high scores in uncertainty avoidance (cultural
dimension) and power distance (cultural dimension), and a lower score in individualism
(cultural dimension) aréghly expected to have a lower score in uniformity (accounting

dimension).

The previous two impacts of the cultural dimensions on the accounting dimensions are
more related to determining the accounting system in terms of the nature of the
accounting audrity. As a result, accounting can be organised through professional bodies
(e.g., FASB and AICPA in the USA; ASB in the UK) or by rules like commercial law (e.qg.,
Germany). In the same context of identifying the potential impact on accounting practices,

the latter two accounting dimensions are explained in the following paragraphs

Countries that have a high score in uncertainty avoidance (cultural dimension) and a lower
score in individualism (cultural dimension) are more likely to score high intmserva

(accounting dimension) (e.g., Germany). Fourth, countries which have high scores in
uncertainty avoidance (cultural dimension) and power distance (cultural dimension), and

lower scores in individualism and masculinity (cultural dimensions), aexpegitdyl to

4 Based on collected questionnaire responses from more than 116,000 IBM employees in over fifty countries,
Hofstede calculates these scores, whictoasidered a benchmark for cultural values (e.g., Daunghik
Tsakumis, 2004).
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have a high rank in secrecy (accounting dimension) (e.g., France). The interactions between

these dimensions are explained in Figure 2.2

Figure 2.2: The interactions between cultural and accounting dimensions

Hofstede  (1980)'s cultural Gray (1988)' The characteristics of accounting sys
dimersions accounting dimension and accounting practices.
Conditions Impacts Impacts
Individualism + Or Professionalisn + Or The characteristics of accounting syste
) ¢ Nature of | Formal accountin
Uncertainty avoidang -  Or J\ accounting professional bodie
(+) / Uniformity - Or authority Or
Power distance - Or (+) _‘/ (rules or law)
(+)
Individualism - Or
(+) Conservatism | 7. ©" The charactistics of accounting practice
J\ ©) J\ Measurement| Conservative
Uncertainty avoidang + Or measurement Or
() —/ Secrecy + or —/ (more alternative)
()
Power distance + Or Disclosure Less details Or (@ne
() details)

This figure is agiéed by the current study from Gray (1988)

The accounting dimensions (accounting values) are therefore generated from cultural
dimensions (societal values). The former two accounting dimensions, professionalism
versus control and uniformity versus fléiipare likely to identify the nature of the
accounting system in a country. The latter two accounting dimensions, conservatism versus
optimism and secrecy versus transparency, are likely to identify the nature of measurement
and disclosure practicesspectively. These distinctions are used by some subsequent

researclie.g., Perera, 1989; Perera and Mathews, 1990; Radebaugh and Gray, 1993).

The Hofested&ray framework has been considerably investigated theoretically and
empirically (for a comprehamsreview see Chanchani and MacGregor, 1999; Doupnik

and Tsakumis, 2004) using different units of analysis (country, firm and individual). This
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has resulted in theoretical improvements to the frameworReeerg, (1989) and Perera
and Mathews (1990)ggest thasocietavalues may affect both accounting systems and

practices through accounting values that are consistent with Radebaugh and Gray (1993).

It i's noteworthy that although using Hof :
research, as comprehensively reviewed and appraisBdupnik and Tsakumis (2004),

there are some other arguments for rejecting such usage in anthropology and sociology
research, as argued by Baskerville (2003). She explains possible reasons for such rejection,
including assumptions of equating nations with cultures, and the caveat of using numeric
values to interpret culture. As a response to such limitations, Linsley and Shrives (2008)
analytically analyse Mary Dougl atgndlight usage
of some recent failures (e.g., Enron and WorldCom). For moresgetad.qg., &trison,

McKinnon, Panchapakesan and Leung, 1994; Hussein,Hb®86; Hange, Javidan,

Dorfman and Gupta, 2004.

Consistent with previous critiquedher researclie.g., Fechner and Kilgore, 1994;
Baydoun and Willett, 1995), however, criticises Hofstedey 6 s f r amewor k at
other factors which may help to understand differences within and between countries.
Some other empirical studies respond to sucestiang by investigating the impact of

legal systems, inflation and exchange rate along with cultural values on expressing
variations in disclosure (e.g., Jaggi and Low, 2000; Hope, 2003; Williams, 2004). In the

following paragraphs, the current studydsss the background of the legal systems.
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Legal systems

La Porta, Lopede Silanes, Shleifer and Vishny (1998) explain that common law, which is
English in origin, and civil law, which derives from Roman law, are the main sources of
commercial law3hey further explain that modern commercial law originates from three
major families: French, German and Scandinavian. They state that French and German
civil traditions, in addition to the common law tradition, have spread around the world. La
Porta et al(1998) explain that laws across countries vary because of their different origins.
They find that the highest level of protection for shareholder and creditors is in common
law countries, followed by German civil law countries. They find the quality of
enforcement is very strong in German civil law countries, followed by common law
countries. La Porta et al. (1998) document that legalprotesting investors vary
systematically among legal traditions or origins; for more details Iseé>erta, Lopz
deSilanes, Shleifer and Vishny (2000). In another recent study, La Poride Sidgeas

and Shleifer (2008) find that common law is associated with better investor protection,
which is subset to better access to finance and higher ownershiprdisiognier

government ownership and regulation.

Other factors

Prior research (Nobes and Barker, 2010) states many other factors (political effect e.g.,
RiahiBelkaoui, 2002; economic effect e.g., Archambault and Archambault, 2003; financial
system e.gNobes, 1998) that could explain differences in accounting practices across
countries. Archambault and Archambault (2003) argue that economic factors (e.g., stage of
economic development, inflation level) affect the level of disclosure. Countries with
differentlevels of economic developmentldedy to have different levels of accounting

practices generally and disclosure particularly.
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Nobes (1998) suggests the importance of financial systems in classifying accounting
systems and interpreting differes in accounting around the world. He distinguishes
between insider and outsider financial systems as a response to the extent to which the
source of finance is creditors (e.g., banks) or equity (e.g., investors), respectively. Nobes
(1998) argues théiet pressure to provide more information in the first market (outsider) is

stronger than it is in the second market (insider).

2.6. Theoretical background of the main characteristics of accounting in the USA,

the UK and Germany

In this section, the currestudy discusses the main characteristics of accounting in these
three countries. These characteristics include the regulatory regime, cultural values, legal

systems and other factors.

2.6.1. Regulatory regimes

The regulatory regime is essentiabtwsider in this set of countries because it gives many
useful insights in explaining how the accounting systems are involved.

USA

The USA has some specific laws that organise dealing with securities, which are enforced at
the federal level, such as teeusities Act of 1933 and the Securities Exchange Act of
1934, each of which has many aspects relating to financial reporting. By these Acts, the
SEC was established in 1934, ai ming at pr
financial and nefinancial information needs in order to improve their ability to make
deci si ons. It 1 s essential to note that SI
main requirements (e.g., published financial statements, filing forms sukhaas 10

having Certificate Public Accountants (CPA) audits); other firms, however, do not have any
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obligations to publish their financial reporting. In 2007, AICPA and FASB established a

committee concerned with issues related to private companies.

The SEC has isslienany statements related to registration matters. These statements are
currently known as Financial Reporting Releases and were earlier known as Accounting
Series Releases. These releases broadly describe several issues (e.g., rules of preparin
financialreporting; different forms, such-K0for domestic firms and 20 for foreign

firms).

In terms of accounting professional bodies, within the USA, the FASB was established in
1973 following two prior committees. The first covered the period of 193® tanti95

was known as the Committee of Accounting Procedure (CAP), followed by the
Accounting Principle Board (APB) between 1959 to 1973. Three main types of
publications are usually provided by the FASB (Nobes and Parker, 2010). These are the
Statement of Rancial Accounting Statements (SFASs), the Statement of Financial
Accounting Concepts, and Interpretations. The Emerging Issues Task Force (EITF)
observes any new issues in practice; this body contains a number of accountants from
large firms in additioo tmembers from AICPA and SEC as observers. After the largest
collapses in recent American history by Enron and WorldCom in 2001, the-Saibgnes

Act (SOX) established the Public Accounting Oversight Board (PAOB), which effectively
has a wider role irsigng auditing standards than it does with accounting standards.

UK

In the UK, the Companies Act plays an essential role in creating the distinctive features of
the regulatory system (e.g., Alexander, 1999). The Companies Act 1947 can be considered a
big step in organising financial reporting (e.g., group financial statements, reserves and

provision); many of these conceptsre established in 1942 as a resptmse
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recommendations on accounting principles fromEWAystem Alexander, 1999)n
1985, aonsolidated version of previous Acts was provided, which collected all previous

efforts in one document. The latest Companies Act was published in 2006.

In 1969, the ICEW set up the Accounting Standard Steering Committee, later known as
the Accountingt8ndard Committee (ASC), to mitigate professional criticism and reduce
misleading financial reporting. The ASC issued Statements of Standard Accounting
Practice (SSAPSs); this committee, however, was replaced by the ASB in 1990. The ASB has
the authority toissue accounting standards, known as Financial Reporting Standards
(FRSs), but has adopted a number of previous SSAPs (Nobes and Parker, 2010).
Germany

The German Commercial Code, which is known as Handelsgesetzbuch or HGB, identifies
German accaouing regulations all forms of German business, therefore, (e.g.,
partnerships, closed corporations and corporations) must follow these regulations. HGB
contains essential accounting concepts and principles (e.g., prudence, recognition and
timeliness), wbh firms are obligated to follow in their preparation of financial reporting
(e.g.,Evans, Eierle and Haller, 200Zuz and Wustemann, 20@erle, 2005)In

addition, decisions of tax law and the Federal Fiscal Court (TFFC), which is practically the
highest authority, are a fundamental source of German rules. This is in contrast to the
situation in the USA, where courts identify whether accounting standards are appropriate

in specific circumstances.

The GASB was established by the 1998 Corporate IGmatréransparency Act. It could
be argued that the association between accounting rules and shareholder distribution is
essential to understand the nature of the German accounting system; hence, the priority is

to ensure payments to ownership and repaigiutsto other parties, which leads to an
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obvious restriction of revenue recognitions (e.g-tdamgcontract, securities). On the

other hand, losses have to be recognised as soon as they arise. This is a direct impact of
prudence and, in sonwasessuch accounting for liabilities and contingences is more
prudent than what is required in the USA and the UK. In this regard, the concept of
distribution of profits and the principle of prudence are the most important concepts that

form the German accoumng system.

2.6.2. Cultural values

I n the foll owing paragraphs, the current
the USA, the UK and Germany.

Power distance

This dimension deals with the fact that not all individuals in societieslateeqresses

the attitude of the culture towards these inequalities amongst people (Hofsté8811980
Hussein, 199d-ouse, Hanges, Javidan, Dorfman, Gupta, .2004)United States scored

40, suggesting a valued focus on equal rights in all a$pAaterican society and
government. The UK scored 35, suggesting that Britain sits in the lower rankings of PD;
this could be interpreted as British society believing that inequalities should be minimised.
Highly decentralised and supported by a straidjendlass, Germany scored 35, putting it
among the lower power distant countries. German managers should take into account the
co-determination rights, which are comparatively extensive.

Individualism

This dimension concerrthe degree of interdependem@ceociety maintains among its
members and addresseb et her pi envapgl ee Oiss sakadeffi ned in ter
(Hofstede, 1980991;Hussein, 19961ouse et al., 20Pp4The USA scored 91 on this
dimension, which indicates a highly individualistioeu#sulting in a loosely knit society

in which the expectation is that people look after themselves and their immediate families.
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At a score of 89, the UK is amongst the highest of the individsetisessuggesting

that the British are a highly individualistic and private people. Germany scored 67 on this
dimension, suggesting that German society is truly individualistic.

Masculinity

This dimension concerns whether the societgvisn by competition, achievement and
success, wWith success bei n4gnthefeif e Incked (@Ko fbet
19801991;Hussein, 19961ouse et al., 20p4The USA scored 62 on this dimension and

i's consi der ed as aresalts Americans tend to slisplay aad tglk freely
about their OsuccessesO and achievements
promotion decisions. The UK scored 66, suggesting that Britain is a masculirée society
highly succeasiented ad driven. Germany scored 66, making German society a highly
masculine one, indicating that the society is driven by competition, achievement and
succesg hese countries, therefore, hsingilarscores on this dimension

Uncertainty avoidance

This dimensin concerns the way that a society deals with the fact that the future can never

be known: should we try to control the future or just let it happen? (HofstedeQA1980

Hussein, 1996{ouse et al., 20P4The USscored46 on this dimension; American society
canbedescrbed as oOuncertainty acceptingo6, whi
the UK @35. This suggesthat British society has low uncertainty avoidance, which
meanghat as a nation they are quite happy to wake up not knowing what the day brings
and are happy to Oomake it up as they go a
to light. Germany scored 65 in this dimension, suggesting that Germany is among the
higher uncertainty avoidance countries. Such a result could stem from the philosophical
heritage of Kant, Hegel and Fichte, suggesting that there is a strong preference for
deductive rather than inductive approaches. In other words, German society prefers to

compensate for their higher uncertainty by strongly relying on expertise.
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Long-term orientation

This dimension concertige extent to which society shows a pragmatic fuanented
perspective rather than a conventional historicaitehorpoint of vew (Hofstede, 1980

1991 Hussein, 1996jouse et al., 200fhe USA scored 29 in this dimension, the UK 25

and Germany 31, suggesting that all three ardesinorbriented cultures thatuseon
traditions and fulfilling social obligations, have gespéct for history and tradition, as

well as a focus on quick results in the future. Planning horizons tend to be short and
business in particular is very focused on-sfont quarterly goals and quick results.
Societies with a shderm orientation gemally exhibit great respect for traditions, a

relatively small propensity to save, and a strong concern with establishing the Truth.

2.6.3. Legal systems

Based on La Porta et al. (1998, 2000, 2008) and previous detailed discussion on regulatory
framewoks, it can be seen that the USA and the UK are examples of common law
countries, while Germany is an example of a code law country. These classifications are
theoretically grounded (e.g., La Porta et al., 2008; Nobes and Barker, 2010) and are used in
empiical prior research (e.g., Dong and Stettler, 2011). The legal system, as one could
expect, might be considered an essential factor in interpreting variations on disclosure
generally (e.g., Jaggi and Low, 2000; Hope, 2003) and risk reporting paicutarsd

by Dobler et al. (2011), risk disclosure is a function of regulation and incentive that can be

linked to the cultural environment (as will be explained in Section 4.4).

2.6.4. Other factors
In these three countries, while the economic corgdarenwvery similar (Dong and Stettler,
2011), the sources of finance differ among them. Specifically, the major source of finance

in Germany is banks; by contrast, stock market (shareholders) is the major finance in the
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USA and the UK. Nobes and Barkerl(®Oreport that the equity market capitalisation

relative to overall GDP is 28% in Germany, 55% in the UK and 81% in the USA.

In the present context, differences across the USA, the UK and Germany in their cultural
values and their legal systems arktosaterpret any variations on risk reporting across

these countries. The main reasons for considering these factors among other factors that
are utilised in prior gener al di scl osure |
(1980, 1991jimensions across these countries reveals some distinctive differences,
especially in uncertainty avoidance and individualism, which could be the reasoning behind
choosing these dimensions to be associated with risk reporting. Second, exploring the
reguladbry regimes within these countries, which are consistent with the main requirements

of the legal system in each country, gives insights in how and the extent to which risk

practices are organised within each country.

The main requirements of these regitoesirds risk reporting are discussed in much

detail in the following chapters in order to build a distinction between mandatory and
voluntary risk disclosures. Other factors, such as economic factors, are excluded because
these countries are in a veryilamstage of economic development. The impact of the
source of finance and politidactors maybe a limitation of the current study, as
suggested for future research in Section 10.4. All previous discussions can be summarised

as follows.
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Figure 2.3The theories of MRR, VRR, and crosgntry variations in MRR and VRR
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2.7. Concluding remarks

This chapter discusses the underlying basis of risk reporting. It covers the concept of risk
and other related concepts by identifying the developmemsdarctimcepts from the™5

century until the present day. How a firm can identify its risks and how to categorise these
risks are two main issues discussed in prior risk reporting literature and professional

initiatives on risk disclosure.

Providing risknformation mandatorily and/or voluntarily is justified based on regulatory
and managersd incentives theories, respect
risk reporting may vary between firms in each country (the USA, the UK and Germany),
shovn as firrdevel analysis. Furthermore, cultural values and legal systems are used to
explain variations in risk reporting between firms across countries, shown aeeeuntry
analysis. To extend the theoretical underpinning of risk reporting, batiskpraporting

literature and prior professional efforts are analysed in the following chapter.
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Chapter Three: Risk measurement and risk reporting: A review

3.1. Overview

This chapter reviews and appraises the main trends and directions of prior risk
measurement and risk disclosure literature. In line with this review, professional efforts on
risk disclosure are analysed. Based on these reviews, the current study identifies the main

gaps in prior research and then highlights its incremental contributio

This chapter is structured as follows: the next section reviews and appraises risk
measurement. Section 3.3 reviews prior risk disclosure literature. Section 3.4 evaluates the
professional efforts on both risk measurement and risk disclosure. $aatty 3.5
highlights the main gaps in prior risk disclosure literature to distinguish the trend of the
current study, at the same time explaining how the current study contributes to the

knowledge. Section 3.6 introduces the concluding remarks.
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3.2. Risk measurement: A review

Lev and Ohlson (1982), Ryan (1997) and Schrand and Elliott (1998) evaluate risk
measurement in prior literature. In a comprehensive review of-lmagdetempirical
research in accounting, Lev and Ohlson (198@jgdish two main approaches in using
accounting data to estimate systematic risk. The first, a positive approach, correlates
accounting data content and beta values; the second approach, a normative approach,
examines the importance of accounting daaplaining and improving the assessment

of systematic risk.

In discussing how accounting numbers can measure systematic risk, Ryan (1997) concludes
that accounting earnings variability is historically the accounting variable most strongly
related to systeatic (nordiversifiable) equity risk. Thus, enhancing the information about

the sources and amount of variability would be useful, and this might be achieved by
providing more information about fair value measurenfeydan (1997) finds that
systematic sk is positively related to sources of operating risk and operating leverage,
whereas operating leverage and financial leverage are negatively related to the sources of
these risks. Ryan (1997) points outakatostisk measures are not good prediatbrs

future risk owing to changes in risk over time. Consequently, and relying on historical
accounting data, accounting variables can be used as proxies to yield future risks using the

Capital Asset Pricing Model (CAPM).

5 Recently, th&air value basis has become widely used to record an@ malydinancial statement items
(e.g.,financial instrumentsnvestmentsand property, plant anelquipment).This encourageaccepting
potential losses and gains to be recognised inside the financial statement in tle @untirg soddfor
more details sder example, Statemenft Financal Accounting Standard (SFAS)(1167), 2006: fair valu
measurement).

6 &x posieans afteor lookingback. he root of this word is the Latin languayeanteeans beforer
forward lookindfor more details, seeg, McAnally, 1996; Cheon ef 2096.
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As discussed in Chapter Two, Sctrand Elliott (1998) summarise discussions from an
AAA/FASB conference that addressed issuing an accounting standard for risk reporting.
The models, which enable a firm to measure its risk, the suitable types of risks to be
quantified and the most sulialype of data to measure, are threeaspécts related to

risk measurement. With regards to the models, they conclude that it is difficult to rely on a
single model to measure all types of risk. For the second point, the types of risk, Schrand
and Ellidt (1998) conclude that not all types of risks can be measured. With regards to
data type, they conclude that historical and future data should be used, which in turn raises
three problems: the reliability of measuring risk, the suitable probabibtytidistriof

future outcomes and the potential effects on financial statement items.

To overcome these problems, they suggest that using historical measures (e.g., volatility of
cash flow) for risk exposur e mnatconbieiigp usel
historical and future data by using, for instance, simulation analysis, is an essential

requirement to quantifying risk.

Two principal streams in the literature have emerged since the seminal work of Ball and
Brown (1968, 1969)The first sream explores how accountiisk measures can be
considered as proxies of maiikek measures (Beaver et al.,, 1970; Lev and Kunitzky,
1974; Beaver and Manegold, 1975; Almisher and Kish, 2000; Giner and Reverte, 2006;
Brimble and Hodgson, 2007). Mostd&s find that accountimgk measures can

accurately express changes in systematic risk. The second stream, simultaneously with the

7 The former study explains that accountir@pme numbers capture half of the net effect of all
information available. The latter study reveals that 40% of the differences in market beta can be explained by
the covariance of three accounting variables (operating income, net income and eshairg)s per
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first, attempts to explain theoretical associations of market and accsnireasures

(Hamada, 1969, 1972; Bowmaii918aginski and Wahlen, 2003; Chiou and Su, 2007).

Using seven accounting variables (dividend payout, growth, leverage, liquidity, assets size,
variability of earnings and-eariability of earnings), Beaver et al. (1970) argue that these
measures canrsu ogate tot al variability oifisk fir ms
measures reflect both systematic and unsystematic risks. They find that accounting data
generally, not just accounting beta, can provide a good basis to assess and anticipate market

risk.

In the same context, Lev and Kunitzky (1974) use the same accounting measures for risk,
volatility of income and lack of income smoothing, as predictors for market risk, aiming to
investigate the associations between them. They reveal thatahelationship between

some determinants of income smoothing (volatility on sales, capital expenditures,

dividends and earnings) and the risk of common stock.

Addressing the extent of the relationship between accounting beta and market beta more
speciftally, Beaver and Manegold (1975) point out significant associations between

accounting beta and market beta with explanatory power @dr 282ounting beta.

To summarise, some prior research results conflict in their ranking of the extent to which
accaintingrisk measures act as surrogates for nréskemeasures. Nevertheless, the
majority of these studies suggest that accounting variables, especially accounting beta, can
express changes in market systematic risk (market beta). Within this magongsy, the

results do not reveal the same percentage for the explanatory power of accounting beta.

The importance of some accounting variables, such as volatility of earnings, is another
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area of conflict between prior researchers. Lev and Kunitzky $uppéyt such

I mportance, contrary to Bowmands (1979) fi

Recent literature (e.g., Almisher and Kish, 2000; Chun and Ramasamy, 2003; Abdelghany,
2005; Giner and Reverte, 2006; Brimble and Hodgson, 2007) supports the possibility of

replacing markeisk measures with accountirgly measures.

Simultaneously with the first stream, another stream of literature has formed, which
concerns the theoretical basis for associations between accaunttingarketisk
measures. The relation between thesan®asures is analytically analysed by Hamada

(1969, 1972), whlmsedbhetaintd epdratibnial mnmd §ndncial kevetage t

Based upon Capital Asset Pricing Model (CAPM) assumptions, Bowman (1979) provides a
theoretical basis for accountingrketrisk measures. In particular, he reveals a direct
theoretical relation between market risk or systematic risk and leverage and accounting
beta. In contrast, market risk is not directly correlated with earning variability, firm size or

dividends.

Chiou and Su (2007) analyse the theoretical background of the relationship between the
accounting measures for risk (proxied by eight accounting variables, such as operational
and financial leverage, sales growth and dividends) and market risk (sys{erdtiouri

and Suds (2007) theoretical framewor k i s [

analyses (e.g., CAPM, scenario analysis).

To sum up, from the early works of Ball and Brown (1968, 1969) two main streams have

been formed. The first soerns how accountingk measures can be used as a proxy for
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marketrisk measures (Beaver et al., 1970; Lev and Kunitzky, 1974; Beaver and Manegold,
1975; Almisher and Kish, 2000; Giner and Reverte, 2006; Brimble and Hodgson, 2007).
The second stream ammns the theory of the relation between these measures (Hamada,
1969, 1972; Bowman, 1979; Chiou and Su, 2007). In the following paragraphs, the current
study explains its approach to capturing :

of risk.

Ho and Pike (1992) explain that a firm could measure risk by relying on the probabilistic
approach, which depends on the probabilities of the events under study. To obtain a value
for the firmds ri sk, t hree maiumcertaintyg ps s h
deriving the suitable probability distributions and deriving the statistics variables (e.g., the
mean, the variance and the standard deviation). All these steps can be derived through

sensitivity analysasd/or probability analysis

Sensivity analysidegins with identifying the risk factors that have a high impact on the
main variables under analysis. These may include future cash flow, expected profit, share
prices and discounted ra®eobability analyseoncerns how to derive the pabilities

through many analytical methods, such as decision trees. To generate a probability
distribution for the period, it is essential to generate the probability distribution for cash

flows period by period (Ho and Pike, 1992).

Based on the concepf dispersion, two measures of total risk are suggested by
Brachinger (2002). The first measunaimnce, or standard deviatiang the second
measure iabsolute deviatiorin the same context, Clarke (2003) explains that there are
some measures, whiare commonly used to measure risk, such as stdedatn or

variancetracking error variance, probability of shoréajpected shortfalower partial
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moments and semariance These measures will be discussed in more detail in the

following paagraphs.

Culp and Mensink (1999) illustrate thaatility of returns is a common measure of a
firmds tot al risk. I n this case, the expe:i
distribution, such as normal distribution. For this reasowatia@ce of returns reflects

the possibility that the actual returns may be above or below the expected returns.

The previous measures, however, assume that the probability distribution of returns is
known, which may be practically difficult. Statisteglsures relying on sample and
historical data, therefore, can be used instead, to determine the potential statistical

distribution of the whole population (Culp and Mensink, 1999).

Previous measures also supposmalytlhather a f i r
words, variance as a measure of volatility (total risk) assumes that the data of the returns is
symmetrical. In practice, however, it may be difficult for market returns data to meet the
symmetrical assumption (eamodaran, 2008In this case, using variance or standard
deviation as measures for risk is misleading. Consequently, some other measures should be
conducted, such as skewness, to measures the degree to which a return distribution is
asymmetric, and kurtosis, to measure ties$itof the distribution through the tail and the

peak of the central distribution (Culp and Mensink, 1999).

Some other measures of risk can be used when the return is not distributed normally or is
asymmetrical. A popular measure for risk is downslgat rconcentrates on potential
losses, which in turn can be derived by comparing actual or expected returns with the

target value of this return.
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Al l previous risk measures concentrate o
attributed totwomi n sour ces, a firmds maysteneatic and
risk or un-diversified riskandunsystematic risik diversified riskTo measure systematic

ri sk, beta is widely used to measuroe the e
the firmds returns. I n other words, this
firmdbs returns are associated with vari anc
diversified risk. The random error of CAPM, in contrast, casdoeas a measure for

unsystematic risk.

In a summary, risk can be quantified by a variety of méaheeneasures representing

a firmds tot al risk, namely wvolatility me
the most popular. These measurear e al so expanded by compa
risk into its components, based on its sources; specifically, beta and the standard error of
CAPM to measure systematic and unsystematic risk, which expresses wide and firm

specific risks, respective

8 |n addition to these measures, VaR is another measure that summarises the possible portfolio losses which
occur as a result of normal market movements. To calculate VaR, two main methods may be utilised. The
first are parametric methods, whiddiude the variana®-variance methods; the second arepasametric

methods, which include historical simulation and the Monte Carlo simulation. Each method requires
identifying the basic parameters (e.g., time horizon, confidence level) and rthenegletafactors (e.g.,

prices, earnings, cash flows). These requirements rely on frequent data on a daily basis, such as daily stock
prices. The current study, therefore, will not use VaR because of the nature of its data, which is based on an
annual bas (e.g., Jorion, 1996; Wiener, 1997; Schrdimer and Zakeri999; Alexander and Baptista,

2003).
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3.3. Risk reporting: A review

This section analyses and synthesises main trends in prior risk disclosure literature. The
main focus is summarising these efforts; further discussions of all these efforts, therefore,
will be provided when the easch hypotheses are generated in the following chapter. As
discussed in the previous section, Ryan (1997) concludes that current disclosure models
should concentrate on providing useful information, which helps investors identify the
sources of risk. Thisformation should enable investors to determine botbxthst
realisation of risk as well asexeantexposure to risk. In other words, current disclosure
models should permit firms to provide information about current risks and their impact

(ex psd) as well as expected risks and their potential effeatyé

Prior risk disclosure research can be distinguished into two main streams. While the first
focuses on the impact of mandatory risk disclosure on the usefulness of financial
reporting, ad measuring this impact quantitatively (Rajgopal, 1999; Hodder and McAnally,
2001; Jorion; 2002; Linsmeier et al., 2002; Jorgensen and Kirschenheiter, 2003, 2008), the
second stream of risk reporting literature concentrates on voluntary risk disdiksiagre uti
content analysis and identifying the main determinants of such disclosure. Most American
research is part of the first stream; most European risk disclosure studies are in the second
(e.g., Beretta and Bozzolan, 20@hdemaelet al., 2009), pastilarly UK studies (e.g.

Marshall and Weetman, 2002; Linsley and Shrives, 2006; Abraham and Cox, 2007).

Prior research in the first stream has informed some mandated requirements, such as

Financial Reporting Release (FRR) Ndsd&ed in 1997 by thec8Bsties and Exchange
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Commission (SE&dn market risk disclosures of financial instruments. The requirements
of this release have become a major research focus (e.g., Rajgopal, 1999; Hodder and
McAnally, 2001; Jorion, 2002; Linsmeier et al., 2002; dorgedKirschenheiter, 2003,

2008).

The main findings of this stream report empirical usefulness of the required SEC forms,
either generally (Rajgopal, 1999) or in a specific form (tabular form: Hodder and McAnally,
2001; VaR form: Linsmeier et al., 280@ Jorion, 2002), on stock returns, share price

sensitivity and predicting and comparing variability in trading revenues and portfolios.
Jorgensen and Kirschenheiter (2003, 2008) investigate the impact of voluntary and

mandatory risk disclosuresonfilmsst ock returns, betas and

In the second stream, which will be also discussed further in Section 4.3 in the following
chapter, Marshall and Weetman (2002) provide empirical evidence of the impact of
regulation on risk reporting. Beaedind Bozzolan (2004) propose a framework to measure

the quality of risk disclosure, including the influence of firm size and sector on both
quality and quantity of risk disclosure. Linsley and Shrives (2006) also investigate the main
determinants of riglkeporting. Subsequent studies that draw on these three papers include
Abraham and Cox (2007) and Vandemaele et al. (2009), which respectively explore the

impact of corporate governance and firm characteristics on risk disclosure.

All previous studies regdang mandatory and voluntary risk disclosures concern either the

usefulness or the main determinants of risk disclosure in the USA or the UK, respectively.

9 (SEC) provides FRR (48), which deals with market risk of derivatives. In particular, three formats for
quantitative disclosure are provided: sdtsdivalysis, value at risk and tabular formats. These three formats
should provide the impact of any changes in the market rate and prices on cash flow, earnings and fair value.
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In the following section, professional efforts by these two countries, alongside with such
effortsin Germany, are discussed, aiming at identifying main features of risk reporting

within each national context.

3.4. Risk measurement and risk reporting: Professional efforts: A review

The main purpose of this review is to identify the main requisetoemeasure and

report risk To this end, the current study distinguishes national levels, comprising
professional efforts in the UK, the USA and Germany, and international levels, comprising
the professional efforts of the IASB. These countries hauve apigroaches towards risk
reporting (as explained in Section 1.2) and prior risk research within these countries is
influenced by these approached (as explained in the previous section). At both levels the
special reports, conceptual frameworks and dcwpustandards which have been
provided by the professional bodies will be analysed. This will be illustrated in the

following subsections.

3.4.1. Professional efforts in the UK

This section reviews and evaluates professional efforts in the UK. Td, tthie efforts

of the Institute of Chartered Accountants in England and Wales (ICAEW) and the
Accounting Standards Board (ASB) will be evaluated. Thus, the special reports of the
ICAEW (1997, 1999, 2002a, 2002b, 2011), the relevant accounting stand&sds and
conceptual framework issued by ASB (ASB, 1990 to present) will be reviewed in the
following paragraphs in terms of risk reporting. These two professional bodies are chosen

because of their essential efforts towards measuring and reporting risk.
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The ontent of regulations and professional initiatives on risk is fundamental to the
distinction between voluntary and mandatory risk disclosure and thus to the main purpose
of the research investigating the incentives for each disclosure type. Thiswseeson re

UK professional risk reporting initiatives as well as accounting standards with a risk
orientation. Thus, the publications of the Institute of Chartered Accountants in England
and Wales (ICAEW 1997, 1999, 2002a, 2002b, 2011) on risk reporting@mcefitaal
frameworks and relevant accounting standards of the International Accounting Standards

Board® (IASB) and the UK Accounting Standards Board (ASB) are reviewed.

Since neither the IASB nor the ASB has issued standards specifically on ingk tieport
nornrmandatory risk publications of the ICAEW assume particular importance. The

| CAEW6s first publication to address risk
and how firms provide risk disclosures in their annual reports. The fouinkeyfo

ICAEW (1997) are: (1) the adoption of the volatility approach to risk, encapsulating both
gains and losses; (2) that firms have to deal with different types of risk but special attention
is paid to the distinction between financial andfinancié risks; (3) that commercial
sensitivity moderates the disclosure of certain risks; and (4) the quantification of risk using

both accounting and n@tcounting data is given special attention.

ICAEW (1999) recommends that firms provide risk informatilmtaadly in order to
minimise cost of capital, providing theoretical and practical arguments for its principles
based recommendations. ICAEW (2002a) summarises previous risk reporting efforts and
addresses the theory underpinning risk disclosure, wkiH&/I(2002b) deals with risk

reporting for small entities.

10 There has been a requirement for UK listed companies to adopt Intdrirtianaeial Reporting
Standards (IFRS) since 2005.
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ICAEW (2011) identifies challenges in disclosing risk information in annual report
narratives (e.g., doubts regarding the accuracy of reporting either quantitative or qualitative
risk disclosuresaising higher competitive cost for firms that disclose risk information
relative to those do not, and the difficulties of outlining all risks that firms face). ICAEW
(2011) suggests, therefore, some ways of improving risk reportage in annual reports (e.g.,
continuously considering investorso6 needs

information and running effectively short lists of risks).

While the ASB has not published accounting standards specifically on risk reporting, the
conceptual fraeworks, as well as various standards, address some aspects of risk
reporting. The ASB conceptual framework, or Statement of Principles (ASB, 1999), states

t hat financi al statements are intended to
structureto assess their ability to generate future cash flows and ensure the suitable
di stribution of these future cash fl ows;
risk management and ability to adapt to surrounding circumstances so as to@we invest
information about the extent to which firms are at risk; and (3) provide information

i dentifying how and to what extent invest

outcomes.

The researcher notes six principal themes or topics relagédwbich are addressed by

UK and international accounting standards; namely, contingencies (FRS 12), segment
reporting (SSAP 25), foreign exchange (FRS 23), substance of transactions or investments
(FRS 5), related party disclosure (FRS 8) and desiy&R5 13, 25, 26 and 29). Table 3.1
provides an overview of these accounting standards and professional publications on risk

reporting.
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Table 3.1:

Summary of UK professional efforts on risk reporting

Body and study | Sudy Study discussions
year objective(s
ICAEW (1997) | Provides g ICAEW (1997) discusses three themes. First, it considers
framework for types, based on the Arthur Anderseningss Risk Modél. A
preparers anfwi de range of ri sks can affi
users whq risks related to business risk are considered in this sta
believe tha| Second, firms should inform their users about actions tal
risk reporting manage risk, especially if this ttutes useful information f{
should be investors. Third, using a wide range of risk measurement;
enhanced. both accounting and natcounting information, ICAEW (199
states that the development and improvement of risk meas
important not only to the future okternal risk reporting but al
to internal risk control itself.
ICAEW (1999) | Explains how ICAEW (1999) reveals, firstly, the importance of and the reas

providing risk
information

can help firms

providing riskinformation. Secondly, ICAEW (1999) depend,
analysing five UK |listed fi
report shows that these firms had the ability to provide suital
information in their annual reports. Fourthly, ICAEW (1
illugrates that strong incentives for risk reporting exist.

Additionally, the ICAEW does not envisage a need for add
risk reporting requirements. Nevertheless, it is necessary to f
UK listed firms to provide risk information since that is ke
reducing their cost of capital

ICAEW (2002a)

ICAEW (2002a) summarises the two previous reports. How
highlights some important points which reflect@h& E W0 s
on risk disclosure. These are: firstly, risk disclosure is esse
listed firms in order to minimise cost of capital. Secondly, UK
firmsd annual report narr at
significant risk factors. Thirdbirectors should communicate tf
actions to manage these risk factors clearly. Fourtbiynation
that enables investors to assess or judge different types
should be provided. Fifthly, firms should indicate how they m|
risks.

ICAEW (2002b)

ICAEW (2002b) concentrates on risk management an(
reporting as a dual objective, whereby each element reinfol
other. Accordingly, an integrated risk management process
result in better rislkeporting.

ICAEW (2011)

obtain capita
at the lowes
cost.
Reviews  thg
previous
reports to
explain the
theory behing
providing risk
information.
Establishes
good practicq
for SMEs.
Explores  risk
reporting

practices in

either financia

ICAEW (2011)dentifies challenges in disclosing risk inform
in annual report narrativesd., doubts regarding the accurac
reporting either quantitative or qualitative risk disclosures,
competitive cost for firms that disclose risk information relat
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or non | those do not, and the difficulties of outlining all risks that

financial firmgface). ©nsi dering investorsd ni

and provide§ qualitative risk information and running effectively short lis

some risks are the main areas that require more attention in ol

suggestions fg improve risk reportage in annual reports.

further

improvements.

ASB (1990 0| The Statemen{ The conceptual framework of the UK accounting stan
2009) of Principles. | emphasises the importance of providing suitable informatic
helps users in decisioraking. This type of information is relg
to a firmds r i Rukhermaen ttie definittor ¢
assets and liabilities reflects the uncertainty in expected cash

SSAP 25 Segmental Repothigy standard indicates how different segn
may have different rates of profitability, growth opportunitie;
degees of risk. Thus, SSAP (25) emphasises providing infor
that enables users to understand the potential losses and |
certain forms of risk, such as political, industrial and market r

FRS 5 Reporting the Substance of Tratkisctstasdard includes t|
definition of uncertainty, and how to deal with both potential |
and potential gains.

FRS 8 Related Party Disclpthusestandard requires providing informa
about the future to reduce the negative effects ofistogi¢al cos|
model.

FRS 12 Accounting for Contingémsiestandard explains how a firm
involve loss in its financial statements because of risk consec

FRS 23 The Effects of Changes in Foreign ExchthigstRadesd exphei
thatf i r msd foreign investment
exchange rates that consequently affect investment value
changes should be reported in annual reports.

FRS 13 Derivatives and other Financimhdngthese standards gener

FRS 25 require disclosing risk information related to currency, liquidi

FRS 32 value, financial assets and liabilities hedging, market pri
commodity contracts.

FRS 26

FRS 29 FRS 26Financial Instruments: Recognition and MadsStR$n29
Financial Instruments: Discldsigldght the importance (
gualitative and quantitative market risk disclosures, ar
aggregation of related risks.

After reviewing UK professional efforts, the main features of the UK approach to risk

reporting can be identified as follows. First, voluntary rather than mandatory disclosure is
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preferred. Second, each firm can identify its risks individually and accurately rather than
providing a list of risk types. Third, providing risk information inahmaports has
positive effects on increasing the quality of accounting information and reducing the cost
of capital. Fourth, these reports provide risk measures which depenehoconoting,

as well as accounting, information (e.g., number of employees

3.4.2. Professional efforts in the USA

In 1994, The American Institute of Certified Public Accountants (AICPA) provided the
Statement of Position (SOP) to identify the required disclosure of certain types of
uncertainties and risks. AICPA and CICA{Rpeovide a special report on how firms can
manage their risks. This report adopts a broad approach in identifying risk by including
gains with losses; moreover, it provides many instances of both quantitative and qualitative
met hods of g us&sn ds iwéllyas emghasdising timesndportance of providing

both internal and external risk reporting.

SEC (1997) provides FRR No. 48 to organise how listed firms disclose suitable
information about their market risk that is sufficiently related to engatiyes. In 2000,

the SEC proposed two main forms;Kl@nd 20F, for domestic and international firms
respectively, which organise many aspects of risk reporting under items 1l.a and 7.a to

describe a firmds risk factors and mar ket

Similartote SECds requirements, the SOX (2002),
US firms protect their investors by improving both the accuracy and reliability of their

di scl osur es. Particularly, these two sect
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sgnificant risks, hedging activities, contingent liability identification and foreign exchange

accounting (for more details see Leech, 2003; Kogan, Routledge, Sagi and Smith, 2010).

Although the Financial Accounting Standards Board (FASB) does not prepedéfic
standard of risk reporting, many of its accounting standards deal with how firms report
certain types of risk. The current study finds six main themes or topics especially related to
risk reporting: contingency (FAS 5), segment reports (FA&digh exchange (FAS 52),
investment (FAS 115), derivatives (FAS 133) and fair value (FAS 157). The current study

summarises all these efforts in Table 3.2.
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Table 3.2: Summary of USA professional efforts on risk

Body /| Aim(s) Discussions andridings
Year
AICPA The SOP indicates | This study describes the information that firms have to prov
(1994) the required their annual reports, particularly regarding certain types of
disclosures for
certain significant
risks and
uncertainties.
AICPA Provides a report t The study explains: (a) how companies can identify their ri
and CICA| explain how firmy how to choose suitable strategies to manage their risk; (c)
(2000) can manage their ri{ quantify risk; and (d) how to report their risks.
under the  ney
economy.
SEC FRR 48 illustratg Three tools were provided in this study. These tools presen
(1997) that every firm has { approach to providing suitable information about risk disc
provide quantitativ| related to derivatives. The researcher can summarise t
and gualitativq follows:
disclosures of mark
risks that arise frof Sensitivity analysis | Potential losses in income, cash flow
movements in fair value because of the market rat
market rate an prices.
prices, such &
interest rate, foreiq Value at Risk The maximum loss of the firm at a gi
exchange tes; period with a given probability becaus
commodity  price! market rate or price changes, w
and changes © includes other sources of risks.
equity prices.
Tabular disclosure | The losses in this method are unmeas
However, firms can provide suita
information about the impacts of mar
factors on their sensitive assets
liabilities. From that, users can derive
potential losses or gains.
FASB FAS 5 Accounting for Contingethesestandar
from 1973 shows the following aspects related to
to 2009 the likelihood that future event(s)

confirm the loss or impairment of ass
the conditions of gnition and
disclosure of losses and gains
contingencies; the definition pfobable
reasonablyand remote, each of whi
expresses a probability of occurrence.
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FAS 14

Financial Reporting for Segments of
Enterprisethe contentof this standar
reflectsisks because it adopts returns
risks as a basis to classify business
segments.

Financial Reporting and ChanginthiB
standard emphasises providing suif
i nformation to inr
ability to assess amounts, timing ;i
uncertainty of prospective net cash flg
It also concerns the potential effects
price changes on
and performances.

FAS 52

Foreign Currency Transtagamontent of
this standard indicatessk because

accounts for the potential impacts of
movement of exchange rates

decreasing or inc
liabilities values. Therefore, the losseg
gains related to these movements sh
be recognised in income statementsng
the owner equity in balance sheet.

FAS 115

Accounting for Certain Investments in
Equity Securitid®e main content of th
standard concerns how firms can re
changes in fair value and how firms
measure, recognise and disalosealise
holding gains and losses according to
type of security. These changes ex
risks because they cause n
fluctuations, whi
losses and gains.

FAS 133

Accounting for Derivative Instrume
Hedging Activitibss standard explains t
accounting treatment for potential log
and gains related to fair value and
flow hedging. Furthermore, the stanc
requires that firms disclose oimhation
about their risks either quantitatively
qualitatively.

FAS 157

Fair Value Measuremsnme of the
content of this standard indicates 1
especially in the sections that deal
changes in valuation based on a fair
basis.
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The
American
Conceptua
Framework
from 1973
to 2009

SFAC: No. 1

Objectives of Financial Reporting by
Enterpriseghis statement illustrates t
financial reporting should provi
i nformation about
to achieve the follomg purposes: (a)
help present and potential investors
assessing the amounts, timing
uncertainty of prospective cash flows;
(b) based on the reported earni
investors could assess the risk of inve
in or lending to a firm.

SFAC: No2

Qualitative Characteristics of Ad
Informatiprthis statement indicates r
relative to the following definition: (a
defines conservatism as a prudent reg
to uncertainty to ensure that uncerta
and risks inherent in businessasituns
are adequately considered; and (K
defines relevance as the capacity
information to make a difference in
decision by helping users make predic
about the outcomes of past, present
future events.

SFAC: No. 6

Elements of Firdrstatemeritse content
of this statement expresses risk in
following aspects: (1) the definitions
asset and liability reflect the meaning
risk; hence, they commonly req
assessments of probability to identify
degree of future cash floar future
economic benefits; and (2) the effects
uncertainty show how the curre
accounting model should deal with
impact of uncertainty. An effect

uncertainty is to increase the cost
financial reporting and the costs
recognition and maagments ir
particular.

SFAC: No. 7

Using Cash Flow Information and Pres
in Accounting Measurentkeiststatemen
reflects risk relative to the follow
aspects: (1) the requirements to calc
the present value from the finan
reporting data, such as estimating fu
cash flow; possible variations not onl
the amount of cash flow but also on
timing of these amounts; the time vz
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of money, which is represented by the
free rate of interest; and the price
bearing th uncertainty inherent in ass
or liability; (2) risk refers to any expos
to uncertainty, especially when
exposure  has  potential nega
consequences; and (3) the objectiv
including uncertainty and risk
accounting measurements is to tmitiae
mar ket 0s behavi ou
liabilities.

Sarbanes
Oxley
(SOX) Act
(2002)

This Act was issu€
in 2002 after a cha|
of the bigges
collapses in th

American marke
(e.0., Enron
Worldcom).

Sections302 and 404ndicate risk managenhdsy emphasisin
the importance of protecting investors by improving the ac
and reliability of corporate disclosures. According to theg
sections, firms are obligated to provide information aboul
significant risks, derivatives/hedging iets; contingent liabili
identification and foreign exchange accounting.

All this information must be provided in financial state

consolidation, financial statement notes and supplel
SEC10K disclosures (e.qg., Leech, 2003).

The main features tfie American approach towards risk reporting can be summarised in
four distinctive points. First, it respectively requires and encourages firms to provide
information about their risk either mandatorily or voluntarily, in either quantitative (e.qg.,
risk mapping, value at risk and sensitivity analysis) or qualitative formats, with particular
attention to the former risk type and risk form. Second, the main interest of this approach
is to link risk reporting (especially market risk of financial instruarehtle impact on

either some accounting measures (e.g., future earning and future cash flow) or the
qualitative characteristics of financial information (e.g., comparability, relevance and
reliability). Third, this approach is mainly -lbaked rather thaprinciplebased in
organising risk reporting (the requirements of: SEC, 1997 and FAS, 133). Fourth, while the
SEC considers losses as a main indicator of risk, the AICPA considers losses and gains as

elements of risk, whilst tRASBusesauncertaintyandrisk synonymously.

3.4.3.Professional efforts in Germany
The German Accounting Standards Board (GASB) published GA8sk feporting,

which makes Germanyds experience unique
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reporting by formally issuing aocounting standard. As a consequence, Dobler (2005,
2008)arguegshat the German experience may lead accounting professional efforts towards

issuing an accounting standard to deal comprehensively with risk réporting

GAS 5 adopts the narrow perspectiwerisk only describing losses and not gains.
However, GAS 5 illustrates the 1importanc
opportunities (gains). GAS 5 provthades i n

restricting these categories accordiagspeecific list of risk types.

GAS 5 explains that financial risks are more likely to be quantified with three conditions of
each risk measur e: its reliabilimbking. it s
Remarkably, GAS 5 permits the insergbrthe financial impacts of risks inside the
financi al statements through accruals and
knowledge, this is the only standard that pefinmts to include their measurable future

risks in their financialagements. This could be interpreted based on the fact that German
culture (as discussed in detail in Section 2.6) carefully avoids any uncertainty related to the
future, so they may accept accounting for any future losses inside the financial statements
once these losses are reasonably measured. Furthermore, the concept of prudence that

dominates many Germany accounting practices (e.g., leases, financial instruments), as

11 Schrand and Elliott (1998) summarise main discussions of the AAA/FASB conference, which addresses
obstacles to issuing accounting standards of risk reporting within a US context. They explaithatowever,

risk concept, risk types and risk measurement are three main problems for issuing an accounting standard for
risk reporting. They explain that the scope of the concept of risk should be expanded to contain losses and
gains rather than using risk asaanounting synonym for uncertainty. They conclude that accurately
identifying a list of risk types for all firms is unrealistic, owing to each firm having its own circumstances,
which in turn generate different types of risks. The model, eligibiliyuantiéed and type of data are the

core issues related to measurement. Schrand and Elliott (1998) explain the difficulties of a single model of
risk measurement, because not all risk types can be measured, and that risk measures should rely on both
histaical and future data. To overcome these shortages, they provide two suggestions: the first is that using
historical measures (e.g., vol atility) of ri sk ex
suggests combining historical with futlai by using simulation analysis.
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discussed earlier in Section 2.6, could be behind the practical treatment ofdesure lo
The standard, however, neither explains t
nor explains how to confirm the three conditions to quantify risk. These aspects can be

summarised in the following table.

Table 3.3: Summary of GAS 5

Body/Year | Contents and Discussions

GASB
(2000) Concept of| The possibility of a future negative impact on the ecol
risk position.
Risk Provides examples of risk types. The standard expla
categories | difficulties in having a specific list akriypes for all Germa
firms.

Recognition | Permits recognition in the financial statement by accrug
provisions.

Measuremen The standard suggests some measures, such as s
analysis, cash flow at risk, earnings at risk, orgeoegally
using VaR. The standard provides three main conditions
main determinants for risk measurement: the reliability

measurement, the cost of the measurement and the usq
of quantified information for users.

Disclosure | Germanfirms have to provide suitable information about
risks and suitable procedures to reduce these risks.

GAS 5 emphasises disclosing firmsd residu
any other risks havi negisteace. Al tigeseidisalosuees should mp a «
be addressed in a specific section of annual reports narratives (normally under Risks and
Opportunities or Outlook)All German firms, therefore, are obligated to provide risk
information in a specific place in th@mancial reporting. But the problem is that the
standard neither shows exactly what information firms have to provide nor how firms can

link their different types of risk.
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The main features of the German approach to risk reporting can be summarised,
therefore, in the following aspects. Firstly, GAS 5 is the only formal accounting standard,
which deals comprehensively with both me
Secondly, while the standard formally adopts losses as the main expressioh of risk,
nevertheless encourages German firms to provide information voluntarily about their

opportunities.

3.4.4. Professional efforts of the IASB

What has been mentioned previously represents the professional efforts of some
developed countries (the UK, th&SAJ and Germany). These countries have many
regulations to organise how companies can provide risk information in their financial
reporting. In order to extend the previous codetrgl perspective to include international
professional bodies, the effoofsthe International Accounting Standards Board (IASB,
formerly the International Accounting Standards Committee (IASC), are analysed and
evaluated. Considering these efforts is essential, especially after the adoption of such
efforts (IFRSs) within the U&nd Germany in 2005, and the convergence of these efforts
within the USA. To this end, the conceptual framework and the relevant accounting

standardsrreanalyse@dssummarisech Table3.4.
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Tab

|l e 3.

Summary of the | ASBds efforts

Body/Year | Contents and Discussion
IASB IAS 11 Construction Conjréssstandard indicates risk relative to expressi
(1973 accounting treatment of thetential losses and potential gains.
2009)
IAS14 Segment Reportimg standard adopts a return and risk approa
(replaced by distinguish between businesses in order to measure and disclose
IFRS (8)
2008))
IAS 32 (issue( Financial Instruments: Presentlaisostandard explains many type
1995) risks related to derivatives, and the information that should be p
in finangal reporting.
IAS 37 (issue( Provision, Contingent Liabilities and Continghig stssetard refers
1998) risk in some aspects; hence, it defines the provisioniadslity of
uncertain timing or amount. It is essential, thereforeynsider the
impact of future events. The standard explains that contingent as
liabilities should be unrecognised but that the firm has to provide
information about them in their narratives.
IFRS 7 Financial Instruments: Disclogusesstandard requires provid
information about credit, liquidity and market risks qualitatively 4
guantitatively, using sensitivity analysis.
The The conceptual framework in its first chapter explains that fir
conceptual repating should provide information which enables present
framework potenti al users to assess all
flows. Furthermore, in its second chapter, it illustrates that the r
information is capable of making a differc e i n wuse
helping them evaluate the potential effects of the past, present an
on the future cash flow (predictive cash flow).
The main features of drtihgecan bdiBrhasisechgs followsa ¢ h

First, it requires some specific information about risk (such as those required within

financial instruments) and it encourages firms to provide more risk information voluntarily,

in either quantitative (using sengjti@nalysis) or qualitative formats.
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Second, this approach is mainly printigéed rather than ribased in organising risk
reporting. Third, the termncertainty alternatively used to refer to the teisk which

includes both potential losses gaths.

3.5. The current study: Overall and assessment

The main gaps in prior research and professional efforts can be summarised through the
following two main research questions. First, do firms disclose their risk information as a
function of theirr sk | evel s? I n other words, how an
influence its risk disclosure levels? Prior research (e.g., Marshall and Weetman, 2002, 2007,
Beretta and Bozzollan, 2004; Linsley and Shrives, 2006) has not provided a coenprehensiv

explanation of such influences.

Second, how can country characteristics affect the provision of risk information? And
what is the extent to which these characteristics can react with other firm characteristics in
explaining the variability of providimformation about risk reporting either voluntarily

or mandatorily? As suggested by prior research (e.g., Linsley and Shrives, 2006; Vandemaele
et al., 2009), investigating the main drivers of risk reporting across countries is essential to

deepen the unddanding of the main incentives for risk reporting.

3.6. Concluding remarks

This chapter summarised main efforts of both prior risk reporting literature and prior
professional efforts to measure and disclose risk information. Based either an intensiv
literature that investigates the extent to which accounting data can be used as proxies for

market risk or on two major trends in risk reporting, investigating potential associations
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bet ween a firmods risk | evel sessemiadtofdlafealr mo s

gap in extant literature.

Rising the same question relative to prior professional efforts in the USA, the UK and
Germany emphasises investigating how and the extent to which firms might respond to
their risk levels by providimgore or less information about their risks in their annual
report narratives. Observing this pattern of associations gives indications to support or
warn professional bodies in each country. In the following chapter, the research questions

and research hytheses will be discussed.
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Chapter Four: Research questions and hypotheses development

4.1. Overview

Based on the review of prior literature and prior professional efforts on risk reporting
previously carried out in Chapter Thriee,current research was able to identify two main

gaps addressing both firend countryevel analyses. This chapter aims, therefore, to
highlight the main research questions in these levels of analyses and then develops the
hypotheses. These hypothesesstatistically examined by four different models in four
different contexts. Specifically, the study commences its empirical evidence by using
multivariate analysis of variandANOVA) and correlation analysis in 15 firms in each
country as a pilot studin Chapter Six, and then uses the linear mixed model (LMM) in
contrast to traditional approaches (e.g., OLS and FEM) within one country (the UK), in
Chapter Seven. After that, repeated measures multilevel analysis is utilised to draw specific
conclusion about the main incentives of variations in both MRR and VRR in each
country (single analysis), in Chapter Eight, and all three countries together (pooled

analysis), in Chapter Nine.

The reminder of this chapter is organised as follows. Section 4s2eadtlhre main
research questions, at firm and country levels. Based on these questions, the current study
proposes its firmand countrylevel hypotheses in Section 4.3 and Section 4.4, respectively.

Concluding remarks are provided in Section 4.5.

85



4.2 Research questions: Firmand country- level analyses

4.2.1. Firmlevel analysis research questions

These questions concern how and the extent
a firmds risk | evel s paUSt WKcand Germaryfiimsnoi g ht
provide mandatory and/or voluntary risk reporting in their annual report narratives. The
research question concerning this | evel C .
(captured by markeand accountingsk meas@s) motivate firms to provide their risk
disclosure mandatorily and/or voluntarily (MMR and/or VRR) in their annual report
narratives? What other firm characteristics affect providing risk information in annual

report narratives?

4.2.2. Countrylevel andysis research questions

These questions investigate the i mpact of
expressing why firms across the USA, the UK and Germany might provide varying degrees
of risk information in their annual report narestivi hese questions can be introduced as

follows.

Do MRR and VRR vary within and between firms across the USA, the UK and Germany
between 2005 and 2009? Can MRR and VRR variations be attributed to firm characteristics
(risk levels) and/or counttgvel claracteristics (legal systems and cultural values)? Which
variables of both firmand countryjlevel characteristics are significantly associated with

variability of MRR and VVR?
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4.3. Firmlevel hypotheses: Firm characteristics (risk levels and contr@nables)

At this level, the current study essentially distinguishes between potential associations
bet ween a firmds characteristics and its r
As discussed in Section 2.4 of Chapter Two, regulatory toetd be utilised to justify

why regulators might require firms to provide risk information in their annual reports
narratives. It has been argued that imperfect markets and market failure are the two main
reasons that are widely accepted to justifyroemd firms to reveal risk information

(Leftwich, 1980Cooper and Keim, 198Bield<et al., 2001; Ogus, 2001).

Managers have incentives to provide risk information voluntarily in annual report
narrativesThese incentives aim at reducing informatigmnastry by reducing the gap
between managers, who have access to all information, and investors, who do not have

such access to all information.

Three different motives for reducing this gap have been suggested, each of which has
different consequencdsrst, managers voluntarily disclose risk information to reduce
uncertainty related to investors®6 future
desired rate, which practicably is used as a discount rate to calculate the cost of capital for
thosemanagersd firms that encourage investo
external funds, they could, therefore, provide higher levels of risk information voluntarily

(known as capital needs theory; see e.g., BotosatCA&YY, 199%.

Second, manags could reduce information asymmetry to signal their quality to the stock

market by clearly disclosing more information about their abilities to identify and manage

risks. This would distinguish them from managers who could not manage their risks
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effectvely (known as signalling the@ge e.g., Akerlof, 1970; Spence, 1973; Watson et al.,

2003.

Third, to increase stockholdersd confidenc
managers might disclose more about their risks to assure obethmrthey dealt with

their firmsdéd risks successfully (known as
Abraham and Cox, 2007). Accordingly, the agency cost, which includes some other costs,
such as bonding cost, will be reduced by volyntavealing more information about

risks.

Based on this theoretical underpinning, prior research (the main trends of which are
grouped and synthesised in Section 3.3) from each country are reviewed and evaluated in
order to associate both markaatd acounting risk measures with risk reporting, as will

be discussed in the following-selstions.

43.1. Marker i sk measures and firmsod risk report

Within an American contegieneral prior disclosure studies examine the extent to which a
f i r molevelsr mag kffect its provision of general voluntary disclosures (Lev and

Penman, 1990; Lang and Lundholm, 1993; Alexander, 1996; Kothari et al., 2009).

Kot har i et al . (2009) regress firmsodo disc
reportsa n a | rgperts and business press) on their stock returns volatility as a proxy for
total risk, distinguishing between good news disclosure (favourable) and bad news
disclosure (unfavourable). They reveal that when firms provide (un)favourablernews thei

levels of risk (increase) decline significantly.
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Examining the same association from the opposite direction, Lang and Lundholm (1993)
argue that performance variability affects information asymmetry, and consequently
disclosure levels, negatively. Timelya negative association between the volatility of stock

returns and general firm disclosure levels.

Other research provides mixed results. Lev and Penman (1990) find no significant relation
between disclosure frequency and earnings volatility.d&lexi®96), however, reveals
that firms with more volatile earnings are more likely to provide information in their

annual reports in order to reduce this volatility.

Ryan (1997) surveys the accounting and finance literature to identify the extemt to whi
accounting numbers can measure equity systematic risk. He concludes that accounting
earning variability has historically been the accounting variable most strongly correlated to
systematic (nediversifiable) equity risk. Consequently, enhancing itilorrabout the

sources and amount of variability would be very useful; this can be achieved through
providing more information about fair value measurement. Consecutive prior risk
reporting literature mainly examines the usefulness of mandated risigrapootding

to the SECOs Rajgopal l99% Hoeldet and McAnallyg, 2001; Jdbiar, 2

Linsmeier et al., 20QByrgensen and Kirschenheiter, 2003, 2008008

Raj gopal (1999) examines t he usasignificamte ss o0
association between these requirements and both stock returns and share price sensitivity.
He finds, however, incomparability of divertive market risk reporting under the three
required formats. To overcome this weakness, Hodder and IM¢20@l) propose a

methodology to convert the information from the tabular format to the other two formats,

89



suggesting that the tabular format is eff

derivatives market risk.

Nevertheless, Jorion (20@2)nts out that value at risk disclosures are informative since
this type of disclosure enables investors to predict variability in trading revenues and make
sufficient comparisons of trading portfolios. Linsmeier et al. (2002) draw the same

conclusion.

Firmsdé future cash flows theoretiweodd | y ar
risk and firmspecific risk. Concerning the first source of risk, Jorgensen and
Kirschenheiter (2003) propose manhagper sd s
variance in future cash f1I ow, according t
conclude that managersd decisions to make
and share prices. Considering -8pacific risk, Jorgensen and Kiestteiter (2008)
propose a theoretical modelaimalysé he consequences of firms

for their future cash flow sensitivity.

By counting the frequency of words related to risk and uncertainty iKtfrerh01994

to 2005, Li (2008) fiis that US firms which provide higher levels of risk sentiment are
more likely to have negative future returns relative to firms with lower levels of risk
sentiments for the year ahead. He concludes that the stock market does not fully reflect the

risk cortent in future earnings, which in turn signals market inefficiency.

Within a UK context, both prior general and risk disclosure results are relatively mixed
regarding the extent to which a firmds ri

discbsur es, respectivel y. Firth (1984) hypot

90



disclosure level and its risk exposure. He utilises the variance of stock returns, beta and the
standard error of CAPM as measures for total, systematic and uncysitsksaat
respectively. Based on these measures as proxies for firm risk exposure, he investigates the
association between them and the aggregated disclosures in annual report narratives. His
resul ts, neverthel ess, i disdlosurealével onntheir risks.g n i f |
More recently, utilising beta as-Najaproxy
(2011) reveal a naignificant association with futargented information in a largeale

study of UK firms. They suggest, howetee possibility of identifying other proxies of a

firmbés risk | evels, such as volatility.

Prior risk reporting studies, however, mainly examine determinants of voluntary risk
reporting. One such determinant is firm risk level, which is captured ristyao¥a
measures. The main weakness of this research is that it does not determine the extent to
which a firmds risk | evels motivate it to

such associations gives signals to support or warn regulators.

Linsley and Shrives (2006) argue that the associations between risk levels and risk
disclosure level can be hypothesised positively or negatively. The positive trend assumes
that managers in higisk firms are more likely to provide information to jusstifly high

risks and explain the extent to which they can manage these successfully. The opposing
argument presumes that highgk firms may not wish to attract market attention and so

they provide less risk information. Linsley and Shrives (2006)erha¥ee not find
significant associations, and instead find that risk disclosure level is related more to firm
size than to firm risk levels. Their results are consistent with their earlier work (Linsley and
Shrives, 2000, 2005). Abraham and Cox (20@oxstiye first direction; hence, they find

a positive association between risk levels and risk disclosure. Marshall and Weetman (2002),
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however, support the contention that firms with high risk levels are more likely to disclose
less than those with marig lower risk levels. Hill and Short (2009), however, do not
find that risk levels impact significantly on the provision of risk information for a sample
of initial public offering (IPO) firms. Likewise, Dobler et al. (2011) reveal that aggregated

risk dsclosure is not significantly associated with risk levels.

Within a German context, among general disclosure studies, Cormier, Magana and
Vel t hoven (2005) find a positive associ a
environmental disclosure levéisterms of prior risk reporting, little research has been
conducted on the extent to which Ger man f
disclose risk information in their annual reports narratives. One main reason for this could

be that the matated approach to risk reporting in Germany may restrict research from
empirically investigating the incentives of such disclosure, even though such reason seems

i nconsistent with Doblerds (2008) <concl us
beng essential even in highly regulated countries. Dobler et al. (2011), however, find that
systematic risk does not significantly influence German firms in providing risk

information.

The Sharp rattémay be used as a proxy for firm risk levels (ScitbWitkens, 2005), as
firms with higher Sharp ratios may be more attractive to investors in exhibiting lower levels
of risk relative to excess returns. Firms with low Sharp ratios may be more likely to

disclose risk information in order to justify thgjhlisk levels to investors.

12 The Sharp ratio ismaeasure of the excess return (which is the difference between market returns and risk
free rate; e.g., it could be the governmental Treasury rate) divided by standard deviation of market returns.
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Based on a review of the theory and literature, the following set of hypotheses posits
positive associations between risk levels (proxied by -ns&rketeasures) and risk

reporting (MRR and VRR).

H1:Fi r msd mar(let av lratxiyl iotfy firmsd tot al roi

positively correlated to MRR and VRR.

H2:Fi rmsd mar ket beta (as a proxy of fir msit

positively correlated to MRR and VRR.

H3: Fi r ms&emavol atility of the standard err

systematic risk) is likely to be significantly and positively correlated to MRR and VRR.

H4:Fi r msd® Sharp r at i -adustedsetum) iglikely toype smriifigahti r ms ¢

and positively correlated to MRR and VRR.

4.3.2. Accountingr ik sk measures and firmsd risk repo
General disclosure literature argues that both leverage and liquidity influence disclosure
level (Malone, Fries and Jones, 1993; Wallace, Naser ark®®4reerguson, Lam and

Lee, 2002; Cormier et al., 2005). #aghrage firms are more likely to have higher levels

of monitoring costs, making these firms more likely to provide more information to
reduce these costs (Ahmed and Courtis, 1999). Disimgbistween bad and good news
disclosures, Kothari et al. (2009) find the nature of this relation to be negative and positive,
respectively, for these two types of discloSualace et al. (1994) suggest that high
liquidity firms are more motivated tedibse risk information than Kiguidity firms.

They find, however, that liquidity has a significant and negative impact on disclosure level.
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Prior risk research also uses leverage as a proxy for firm risk levels (Linsley and Shrives,
2006; Abraham an@ox, 2007; Marshall and Weetman, 2007; Rajab and Handley
Schachler, 2009), but with mixed results. Abraham and Cox (2007), Linsley and Shrives
(2006) and Rajab and Handbehachler (2009) all reveal that there is no significant
association between leveramd risk disclosure. Marshall and Weetman (2007) confirm

that highleverage firms are more likely to provide foreign exchange risk disclosure.

Marshall and Weetman (2007) argue that low liquidity firms are more motivated to provide
higher levels of ksnformation. However, their findings suggest thatligughlity firms

provide more foreign exchange risk information in order to signal their strong position to

investors. More recently, Dobler et al. (2011) find that high leverage US firm are likely to
provide more risk information in their annual reports narratives than German firms, which

tend to report less risk information. Their findings, nevertheless, do not support any

influence of leverage on risk disclosure for UK firms. Hill and Short {86a8af high

leverage and low liquidity firms disclose more risk information.

Based on a review of the theory and literature, the study suggests the following set of
hypotheses positing positive associations between risk levels (proxied by atskounting

measures) and risk reporting (MRR and VRR).

H5: Firmsd | everage (as a proxy of firmso

and positively correlated to MRR and VRR.

H6: Fi r ms © current rati o (as a jpelyotx pe o f f

significantly and positively correlated to MRR and VRR.
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4.3.3. The control variables (other firm characteristics)
In order to examine the association between risk reporting levels and risk levels, the

current study discusses the followingrpiatieeffects.

Firm size

Prior general disclosure research has found firm size to be positively associated with
general disclosure level (e.g., Meek et al., 1995; Ahmed and Courtis, 1999; Francis et al.,
2005; Chavent et al., 2006). One explanationtidatbar firms have larger analyst
followings and hence are better able to distribute firm information (King, Pownall and
Waymire, 1990). Smaller firms, however, are motivated to provide less information owing

to the disadvantages related to their convpetituation (Chavent et al., 2006).

Prior risk disclosure research has provided mixed results. Beretta and Bozzolan (2004) and
Rajab and HandkSchachler (2009) find that firm size does not influence risk disclosure.
Linsley and Shrives (2006) and Bdma and Cox (2007), however, find that aggregated

and voluntary risk disclosures are significantly and positively correlated with firm size.

Firm profitability

While no study specifically focuses on the effect of firm profitability on risk disclosure
level, a positive relation could be suggested based on prior studies on general voluntary
disclosurg (Wallace and Naser, 1995; Giner, 1997; Chavent et al., 2006) indicating that
firms with higher levels of profitability are more likely to provide infonnadaout their

risks and their management.

13 Ahmed and Courtis (199)ean exception in not finding any significant association between aggregated
disclosure level and profitability.
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Firm growth

Khur ana, Pereira and Martin (2006) argue
obtain external financing through reducing information asymmetry, firm growth is likely to
impact positivelgn disclosure level. This is supported by their empirical evidence and that
of Chavent et al. (2006) and O6Sullivan,
The current study argues that kggbwth firms have positive incentives to provide risk

disclosure in order gignal how they cope with these risks.

Firm dividends

Empirical research (e.g., Khang and King, 2006; Hussainey and Walker, 2009) based on
signalling theory argues that firms that have high levels of asymmetric information are
more likely to signal todin investors by paying higher dividends, and finds a negative
association between a firmds disclosure a
Deshmukh, 2005; Li and Zhao, 2008) finds that firms that have low levels of asymmetric
information & more likely to pay higher dividends; such firms may be underinvested.
Consistent with these studies in the USA, Hussainey-dafjakl(2011) reveal a positive

association between futargented information and dividends for UK firms.

Based on thistérature, the study controls for firm dividend effect and expects to find a
positive association between risk disclosure and dividends; hence, firms -nigth high
disclosure may be more motivated to pay higher levels of dividends to compensate their

investors for their high risk levels.

To sum up, the current study controls for these four effects and expects, based on

signalling theory, that largiee, higiprofit, highgrowth and higldividend firms have
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greater incentives to signal their abiliglentifying and managing their risk relative to

other firms.

Corporate governance (CG) effects

To further control for corporate governance effects, the analysis is informed by the
following considerations.

First, further research on the impact of boaela@n corporate disclosure is suggested by

Gul and Leung (2004). Jensen (1993) argues that large board size may lead to less effective
coordination, communication and decisi@king. Prior research provides mixed results;

for instance, Cheng and Courte(®006) find that the impact of board size on disclosure

is insignificant. Hussainey aneNajjar (2011) and Byard, Li and Weintrop (2006) find

positive and negative associations between board size and disclosure, respectively.

Second, board compositigexecutive directors, or EDs, and-egacutive directors, or

NEDs) and independence (dependent NEDs and independent INEDs) have also been
highlighted by prior research as potentially important corporate governance variables for
financial disclosure (e.gchen and Jaggi, 2000; Gul and Leung, 2004; Cheng and

Courtenay, 2006; Abraham and Cox, 2007; Jaggi, Leung and Gul, 2009).

The role of NEDs, in countries such as the UK, may be rationalised in terms of reducing
agency costs and strengthening the motiv&dr risk disclosures (Abraham and Cox,
2007). Prior research further distinguishes between NEDs who have businesses or
relationships with management from those who do not. Chen and Jaggi (2000) and Cheng
and Courtenay (2006) find a positive assoclzioreen INEDs and general disclosure;
Abraham and Cox (2007), however, find a specific and positive association between

INEDs and risk disclosure.
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Third, Jensen (1993) suggests, from an agency theory perspective, that firms separate CEO
responsibilitieand roles from those of the board chair. Gul and Leung (2004) find that
firms where those roles are combined (CEO duality) disclose significantly less information
than do other firms. They also analyse the extent to which NED expertise can mitigate the
negative impact of CEO duality on disclosure, and find that a high proportion of expert
NEDs moderates the negative association between CEO duality and disclosure. Cheng and

Courtenay (2006), however, find that the impact of CEO duality is insignificant.

These considerations motivate the researcher to include several proxies for corporate
governance; specifically, board size (BZ), proportion eéxecntive directors (PNED),
proportion of independent naxecutive directors (PINED) and chief executiveeoffi

(CEO) duality.

4.4. Countrylevel hypotheses: Country characteristics: (legal systems and cultural

values)
Two main streams in prior research have examined H@lstedey 6 s f r amewor k.
considers the associations between societal and agcoahtes as proposed by Gray
(1988) (e.g., Eddie, 1990; Salter and Niswander, 1995). The second stream concentrates on
the impact of the societal values suggested by Hofstede (1980) on disclosure, which has
been used as a proxy for sectéeyy., Gray ahVint, 1995; Jaggi and Low, 2000; Hope,

2003; Williams, 2004). The current study considers the second stream because it analyses

“Grayds (1988) or ithatdfdaacbuntly iag @ High scaré iis undepainty dldwdahaghand
score in power distance, with a lower score in individualism and masculinity, then this counthigh highly expecte
rank in seci@dy
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the cultural dimensions as indicators of variability of both mandatory and voluntary risk

reporting across the USA, the UK &efmany.

Zarzeski (1996) argues that market forces in addition to cultural factors will affect financial
disclosures. Her findings are consistent with theory and results of prior research; hence,
she finds a signifi cant dimensipna intthe @Xpected!| | H
directions, except for power distance. Zarzeski (1996) further analyses financial disclosure
and its associations with cultural factors, distinguishing local from international firms based
on a ratio of foreign sales to totdesaand finds that cultural dimensions, especially
uncertainty avoidance (UA) and masculinity (MAS), are more likely to explain differences in

financial disclosure for local firms than international firms.

The main conclusion from such results is tiv@triational firms moderate the association
bet ween Hofstededs societal values (1980)
conclusions are also held by Wingate (1997), who empirically tests the impact of cultural
di mensi ons o n he findsmassignifichint smpdctoo UA aad indiBidualism

(IND), rather than power distance (PD), on disclosure.

Williams (2004) finds that firms from common law countries were more likely to provide
higher levels of disclosure about the problem of the @@ 22K) than firms in code

law countries. Power distance is the only factor that significantly explains the variability of
firmsdéd disclosures. The sensitivity of t h
or excluding legal systems on the &g8wts between cultural values and disclosure levels.

In other words, the extent to which the observed trend of disclosure differs with cultural
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values (among some other variables, like firm size) is subject to interacting the legal

systems with culturalues.

Jaggi and Low (2000), therefore, argue that the cultural factors of a country have an
indirect impact on financial disclosure through its legal system, based on prior research
which investigates the effect of a legal system on accountingspfegiicé.a Porta,

Lopezde Silance, Shleifer and Vishny, 1998, 2000). Jaggi and Low (2000) find that firms
from common law countries are more likely to provide significantly higher levels of
disclosure than firms from code law countries. However, irasbeot common law
countries, they find a nagnificant impact of cultural values on disclosure. Nevertheless,

in code | aw countri es, they find a signif

UA) on disclosure, but in diverted directions (eXxsi&nt

Discriminating code from common law countries, Hope (2003) addresses the question of
whether cultural values have any explanatory power for disclosure in each legal system.
Based on Jaggi and Lowb6s (2000) & fog u me nt
International Financial Analysis and Research (CIFAR) in 1993 and 1995), he provides
empirical evidence on the importance of the legal system as a conditioning variable for the
role of cultural values. For the full sample, he finds a limited ralétwe to explain
disclosure variability; IND and MAS are the only significant factors, with an unpredicted
direction for the latter. Once he distinguishes common from code law countries, he finds,
in the case of common law countries, that all culturensions are significantly
associated with disclosure and in the expected direction, except IND. In the case of code
law countries, he finds that all the cultural variables are significant in explaining the
variability of disclosure, except PD, but thections of significance of the variables are

in the unexpected direction, except IND.
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To sum upjprior research (e.g., Jaggi and Low, 2000; Hope, 2003; William, 2004) finds
mixed results regarding the extent to which cultural values and legal systems hav
explanatory power to express differences of disclosure. Hope (2003) finds all the cultural
values have significant influences on fir
law countries (with the exception of PD in the latter countries). €hgods of such

impacts are wholly diversified in these two kinds of legal systems. These directions are
consistent with neither what is theoretically anticipated by H@stedey 6 s f r ame wo r

what is empirically revealed by Jaggi and Low (2000) fooicdemv countries.

The current study expects that cultural dimensions and legal systems may simultaneously
have an essential role in explaining variations in risk reporting across countries. The current
study, therefore, expects complementary rathersthestitutable reactions between a

countryds |l egal system and its cultural ve

H7: Legal system and cultural values are more likely to be complements than substitutes

in explaining variations of MRR and VRR.

To examine and explore the extent taclwhhese two variables can reduce the un
explained variance of both MRR and VRR, two distinct changes are made. First, the
current study weights code law/low cultural score countries relative to common law/high
cultural score countries, respectivelytHaravords, the current study intends to treat both

of these variables as factors or dummies rather than covariates, due to the small number of
countries (three countries) at the higher level (level 2). Having a bigger number of
countries makes the vanas in cultural and legal variables between these countries large

enough to drawing conclusions. Another possible justification is that these two variables
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slowly change over time, they could be treated as factors or as dummies e/griables (
Doupnik and Tsakumis, 2004; Heck et al.,, 281®econd, MRR from VRR are
distinguished to observe the impact of both legal system and culture on explaining

variations in each risk reporting type.

The current study argues that both mandatory and voluntary riskgepave different

patterns of associations with both legal systems and cultural values. It could be argued that
both legal and cultural values have a higher explanatory power to express and anticipate the
observed variations of MRR between firms atnesgSA, the UK and Germany than
variations of VRR. The main reasoning behind such an argument is that different legal
systems could imply different regulations to organise risk reporting, which in turn can
affect what firms disclose about their risk @ir thnnual report narratives. Nevertheless,
firmsdé variations of VRR can be attribute

hypothesis, therefore, can be formulated for MRR and VRR.

H8: The explanatory power of country characteristics (lsgahsyand cultural values)
explaining the observed MRR variability between firms is higher than those explaining

VRR variations.

4.5. Concluding remarks

In this chapter addresses the research questions that are related to d@helrdimatysis,
baed on regul atory and managersd incenti ve

risk reporting, respectively, or couhdrel analysis, based on culture theory. The former

15 Econometrically having dummy variables and if the empirical model includes inter¢epiedad t

system; this requires excluding the other category of legal system (common law countries). For culture
variables, which have more than two categories, so high scores in each dimension will be excluded and the
model will report the low score of le@imension (see, for instance, Heck et al., 2010; GR04)i
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l evel is concerned with how, a ndfluentee e xt e
whether it provides more or less risk information in its annual report narratives. The latter

l evel i s concerned with how a countryds | €
and/or complements to express how, and the extent to,efticlr mandatory and/or

voluntary risk reporting vary across countries.

In firm-level analysis, hypotheses are proposed based on aratkatcountingsk

measures. At this level, four other effects are accounted for because they might affect the
mainassoci ati ons. I n particul ar, t he anal ys
growth and dividends. In counteyel analysis, the current study investigates whether
country characteristics act as substitutes or complements in explaitiongs vardRR

and VRR. Furthermore, the analysis highlights the extent to which legal systems and
cultural values have different explanatory powers in interpreting variations in mandatory
and voluntary risk reporting across the USA, the UK and Germamaninee these
hypotheses, the methodology is described in the following chapter and then empirical

results are produced in three following chapters.
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Chapter Five: Research methodology

5.1. Overview

This chapter discusses the research methodologfic&8lyet¢he chapter describes how

the data is collected and the main criteria used to generate the main sample. The study
utilises automated content analysis to measure mandatory and voluntary risk reporting
(MRR and VRR). Accordingly, this chapter mpthe three main steps taken to generate

risk disclosure scores: constructing a risk word list, interacting disclosure scores by
designed programme, and explaining the main risk reporting scores. These scores are then
validated manually and statisticaltyassociate these scores (dependent variable) with a
firmods characteristics and a <countryds ¢

variables are first defined and all these variables sources are then identified.

The reminder of this chapteonsists of five sections. The philosophy of research of
research and the current study's methodology are discussed in Section 5.2. Section 5.3
provides a description of the data collection and sample selection. Section 5.4 summarises
the main approachés measure mandatory and voluntary risk reporting. Section 5.5
introduces the automated content analysis to capture both mandatory and voluntary risk
reporting. Defining the dependent and independent variables at either firm or country level
and the measement of these variables is discussed in Section 5.6. Section 5.7 offers

concluding remarks.
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5.2. The currents t u dngtldodology: Alternatives and justifications

Figure 5.1: Summary of research paradigms, strategies, approaches and designs

AObjectivism AQuantitative
AConstructivism T AQualitative
APositivism S

Ainterpretivism g

Research

7 A Research \
/ paradigms and ; \
/ philosophies strategies \
PN "‘
| AN |
| N )
/
\-\ Research Research /
\ designs approaches
ACrosssectional ADeductive
ALongitudinal Ainductive
AComparative
study — ] /L
-

This section states the current study's research paradigm and philosophy (as presented in
Figure 5.1). The research paradigm can be referred to as a set of general philosophical
assumptions that concern the nature of the world (ontology) and haw wvelerstand

it (epistemology). The research paradigm compromises both ontology and epistemology to

identify how the researcher sees his subject and how he intends to investigate it (e.g.,

Hussey and Hussey, 1997; Remenyi, Williams, Money and Swakaxt&9i8 2005).

The ontological considerations concern the nature of existence by considering whether,
for instance, social entities can be regarded as objective entities that have a reality external
to social actors, or could be built up from the ptares of those social actgesg., Collis

and Hussey, 2003; Bryman, 2004g former consideration is known as objectivism or

realism, and the latter consideration is known as constructivism or idealism.
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Epistemology can be seen as a branch of pllosbpt investigates the nature of
knowledge and how it is created. Therefore, it concerns the question of how we know
what we know (Crotty, 1998). The research epistemology, therefore, could be classified
based on our beliefs, and goes from positivisomeaéxtreme, to interpretivism on the
other.Positivistic researchers are interested in testing hypotheses that are formulated based
on certain theories (deductive research), or based on relationships discovered through the
analysis of data; they couldedep new hypotheses (inductive research). Such theories
tend to be aggregated rather than specific to the cases. Interpretivism denotes an
alternative to positivist epistemology. It is predicated upon the view that a strategy is
required that respects thid@ference between people and the objects of the natural
sciences and therefore requires a social scientist to grasp the subjective meaning of social

action (Bryman, 2004).

The research strategy identifies the research orientation. To this end, thsiincsive
approaches are widely utilised in social research. The first is quantitative, emphasising
guantification in the collection and analysis of data. The second is qualitative, emphasising

words rather than quantification in the collection andsanaflydata.

The research approach shapes the way these strategies are used. Based on the link betweer
the relationships under investigation and the theory, two main approaches can be adopted.
The first is the deductive approach, where the researah@mmiglly interested in
developing a hypothesis (or hypotheses), empirically testing it (these) and then accepting or
rejecting this (theshypothesises). In the inductive approach, in contrast, the theory is

the outcome of analysing observations. Réseausing the former approach begin with

what is known about a particular domain, based on theoretical considerations in relation to
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that domain, and then end with being consistent or inconsistent with that theory. The latter
approach begins with coliegt observations and interpreting these observations in a
specific context and ends with formulating a theory (Saurtaarshill and Lewis, 2009)

The research design is a framework by which the data collection and the data analysis can

be explained (Bman, 2004).

The current study

Quantitative research, on the one hand, entails a deductive approach to the relation
between theory and research, incorporates the practices and norms of the natural scientific
model (positivism) and views social realityarasexternal (objectivism). Qualitative
research, on the other hand, is inductive in its approach to formulating a theory, rejects the
practices and norms of the natural scientific model (interpretivism) and views social reality

as emerginfgom individuat

The current study aims at investigating the main incentives for risk reporting across the
USA, the UK and Germany over a period of five years (for the period of 30 June 2005 to
30 June 2010). To achieve this aim and further answer the research theestioent

study uses a mixatethod approach to capture mandatory and/or voluntary risk
reporting, which is based on analysing annual reports narratives during this period. This
approach could be seen as a direct implication of qualitative reseecussed earlier

in this section. Furthermore, based on relevant theory and prior research, as discussed in
the previous chapter, identifying some incentives that could interpret the reasoning behind
providing risk information in each country or actosset countries over time, could be

seen as a direct implication of quantitative research. More details are given in the following
section to highlight the data collection and sample selection, and how the current study

captures both dependent and indepetina®iables.
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5.3. Data collection and sample selection

Thomson One Banker is used to obtain a list of NASDAQ, FTSE, Frankfurt (CDAX) all
share firms. Financial firms are excluded, as in prior research (Beretta and Bozzolan, 2004;
Linsley and ShriveéZ)06; Abraham and Cox, 2007), because of their distinctive regulations
and accounting practices. These criteria yield a list of 1680, 339 and 716 US, UK and
German firms, respectively. The 1680 US firms are tsampéed randomly to be
consistent withhe UK sample, whereas choosing annual reports written in English or
German and English is the main criterion tearaple the German list. Three main
reasons could justify suchseempling for German firms. First, the researcher does not
know German and soould not read and understand many of these annual report
narratives, either in the stage of identifying the initial word list or in the stage of validating
risk disclosure scores. Second, Campbell, Beck and Shrives (2005) study the extent to
which translted annual reports from German to English convey the same context; they
find empirical evidence that suppdints usage of the translated German annual reports.
Third, more recently, Dobler et al. (2011) use translated annual reports from German to
Englid in their risk disclosure study to avoid any bias of comparing different languages.
Accordingly, the current study obtains a list of 320, 339 and 219 US, UK and German

firms, respectively.

Annual reports for the UK and German firms are collected ftber @homson One
Banker or the companyods webkaftheySfiansis t he
collected from historical SEC EDGAR. All these collections are for financial years ending
within the period 30 June 2005 to 30 June 2010. The reseasels fun annual reports

since these remain a primary source of information for investors compared with other

forms, like interim reports. There is increasing usage of these reports, indicating their value
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relevance to investors (eBpattie, Mclnnes arfeearnley2004;Beattie, Mclnnes and
Pierpoint 2008). This time period is chosen since IFRSs became mandatory for UK and

German listed companies in 2005.

All annual reports are converted to text files so as to be readable by Nudist 6. Therefore,
thoseannual reports which could not be converted to text files are excluded (15 US firms,
16 UK firms and 15 German firms). Furthermore, any firm without a complete time series
of both annual reports and market data is omitted (US (51), UK (41), and Gejmany (4)
Consequently, the total size of the sample is 1270, 1410 and 19€&réirfior the USA,

the UK and Germany, respectively

5.4. Measuring MRR and VRR using automated content analysis

Much research has used content analysis to measure firm eliElefsi(e.g., Botosan,

1997; Core, 2001; Botosan and Plumlee, Béagije et al., 2004, 2008; Kothari et al.,

2009; Gruning, 2011). Some research uses content analysis to measure specific types of
disclosure; namely, forwdodking information (e.d-Hussainey et al., 2003; Muslu et al.,

2010; Li, 2010) and risk disclosure (e.g., Beretta and Bozzolan, 2004; Linsley and Shrives,

2006; Abraham and Cox, 2007).

Two principal methods of content analysis have been employed by previous research: (1)
the mamoal method (Beattie et al., 2008; Beretta and Bozzolan, 2004, Linsley and Shrives,
2006; Abraham and Cox, 2007); and (2) the automated method (Hussainey et al., 2003;

Kothari et al., 2009; Muslu et al., 2010; Gruning, 2011). Either method may employ the

16 These are the main criteria and the main sample of the current study. Some of the following chapters,
however, use different numbers based on some other circumstances, which aifidzbiexpkir context.
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word, sentence or line as the unit of anakyassainey et al. (2003), Beattie et al. (2004,
2008) and Muslu et £010) use the sentence as the unit of analysis; Kothari et al. (2009),

Li (2010) and Gruning (2011) use a combination of word, sentelice.and

5.5. The automated content analysis steps

The researcher constructs three successive steps, shown in Figure 5.1, to measure both
MRR and VRR of firms in the USA, the UK and Gernfarstly, in order to determine

the final risk word list, the searcher identifies a comprehensive list ofrelsied

keywords. To construct such a list, the current study is essentially based on three main
sources. First, prior academic and professional research on risk concepts (e.g., Bernstein,
1996; Luhmann, 189Ricciardi, 2004; AICPA & CICA, 2000) are used. To expand these
wor ds, secondl vy, Roget ds Thesaurus i s use:
current study gets from the first source(s). Lastly, 15 annual report narratives from each
country & randomly selected and read to identify words indicating risk. To examine the
extent to which words featuring in the initial list, as shown in Table 5.1, are in use, an
intensive text search is conducted using Nudist 6 for another 15 randomly seledted an
report narratives from each country. All words that do not appear in this text search are
excludedThe study thus identifies the final risk word list, as shown in Table 5.2, which is
further examined for reliability and validity as explained olltvérfg section. From this

world list, Table 5.3 is derived; hence, positive and negative risk disclosures are derived. As
well, mandatory risk disclosure is derived based on mandated topics or mandated themes

discussed in Section 3.4.

The annual repomarratives from each country are then prepared fesetdhing to

capture the risk reporting level in each country.
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For USA and Germany, the researcher eliminates all the sections indicative of mandated
risk reporting (as shown in Section 3.4) acgordiho t he SECOs require
(tem l.a for Risk Factor; 7.a for Quantitative and Qualitative Disclosure about Market
Risk), and GAS 5 in Germany (the section of Risk and Opportunity or Outlook). While
these sections indicate mandatory risk regai¥iIRR) according to these requirements
(MRR_I), there are some possibilities for US and German firms to disclose information
about some aspects related to MRR in other annual report narrative sections. In these
other sections, firms mainly provide theluntary risk disclosure (VRR), but firms could

still voluntarily disclose information about risks, which is related to mandated topics or
themes, (MRR_V). The total mandatory risk disclosure scores in USA and in Germany is
obtained as the total numbér sentences, which indicate risk in the mandated sections

(MRR_I) and in the other narrative sections of annual report (MRR_V).

I n the case of the UK firmsd annual repor
used to obtain MRR and VRR sincedlere no mandated requirements similar to those

in the USA or Germany.

The current study therefore uses the special command instructions of the Nudist software
and designs an automated programme to search for the words on the risk word list
previously gnerated. The current study counts all statements containing at least one
relevant risk word in mandated sections (for the US and German annual report narratives)
and voluntary sections (for the US, German and UK annual report narratives). Statements

ofrisk in voluntary sections are used. as a p

By assessing the regulations in these three countries, as detailed in Section 3.4., the

researcher is able to identify the mandated risk reporting TopitiEeentiate between
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voluntary and mandatory statements in the entire annual reports of the UK fiiamms, or

the other narrative sections of annual repbrtse US and German firms, the researcher
separates those statements, which contain at least onednaskiéthieme or topic from
aggregated risk statements. The researcher, therefore, obtains total mandatory risk scores
for UK firms, or MRR_YV, for the US and German firms. The researcher then excludes
these scores from the aggregated risk scores to deteotantary risk reporting for the

UK, US and German firms; examples of risk statements that captured by Nudist 6 , are
provided in Appendix 1. The total mandatory risk disclosures for the USA and Germany
are obtained by considering all risk statemremsandated sections (MRR_1) in addition

to all mandated statements outside these sections (MRiRaW), all scores are tested
manually and statistically to ensure their reliability and validity. Tests for reliability and

validity are discussed in thkdwing suksection.
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Figure 5.2: Automated content analysis steps

1. Identifying the risk
word list

Identifying the initial risk
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This figure describes the three main steps to generate MRR and VRR scores
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Table 5.1: The risk word list

Negative effects

Positive effects

Statistical concepts

Against

Adverse effect

Adversely

affect

Bad effect

Catastrophic

Challenges

Confusion

Dare

. Damage

10 Danger

11 Decline

12 Decrease

13 Diminish

14. Do not realise
(realize)

15 Downside

16 Exposure

17. Fail

18 Harm

19 Hazard

20. Hinder

21 Inhibit

22 Insufficient

23 Less

24. Loss(es)

25 Lower

26. Offset, partially
offset

27. Overestimate
overestimated

28 Potential
disadvantage(s

29. Potential losse

30. Risk*

31 Reduce

32 Shortage

33 Threat

34. Unable

35 Uncertain

36. Undiversified

37. Unfavourably

38 Unsatisfactory

39. Verse

40, Viable

41 Went down

WN

©CoONO O A

42 Chance

43 Changes

44, Differ

45 Differences

46. Diversify
(diversified,
diversification,
diversifcations)

47. Fluctuation

48 Growth

49 Grew over

50 Highest

51 Increase

52 Opportunity

53 Over

54 Peak(ed)

55 Potential
advantage

56. Potential gains

57. Sufficient

58 Upside

59 Variability

60 Vary

61 Went up

62 Likelihood
63 Likely

64. Probability
(probabilities)

65 Possible

66. Possibilities

67. Potential
consguence(s)

68 Random
outcome

69 Significant
impact
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* means any other derivatives from the original word

Table 5.2: The final list of risk words

Negative effects

Positive effects

Statistical concepts

1. Against

2. Catastrophe (catastrophic) 15 Chance (chances) 22 Probable *

3. Challenge (challersge 16 Differ (differed, I

4. Decline (declined, decrei difference, diffeences 23 Significant
(decreased) 17. Diversify*

5. Fail (failure) 18 Fluctuate (fluctuate

6. Less fluctuation,

7. Loss (losses) fluctuations)

8. Low* 19 Gain (gains)

9. Risk (risky, riskiness) 20 Increase (increased)

10 Shortage 21 Peak (peaked)

11 Threat

12 Unable

13 Uncertain
uncertainties)
14. Verse (versed, reverse, revers

(uncertaint

This table summarises the final word list in three categories (negative, positive effects and statistical

concets). * means any other derivatives of the original word.
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Table 5.3: The final list of risk sentence characteristics

Good risk disclosure

Bad risk disclosure

Mandatory risk reporting

Chance
(chances)
Differ (differed,
difference,
differences
Diversify*
Fluctuate
(fluctuated,
fluctuation,
fluctuations)
Gain (gains)
Increase
(increased)
Peak (peaked)

1. Against USA 1-Contingence (FAS 5)

2. Catastrophe N _
(catastrophic) 2-Derivatives (FRR 48; FA

3. Challenge 133)

(challenges) .

4. Decline (decline 3Fair value (FAS 157)
decrease 4-Investment (FAS 115)
(decreased)

5. Fail (failure) 5 Segment reports (FA

6. Less 14)

7. Loss (losses .

8 Low*( ) UK 1-Contingence (FRS 12)

9. Risk (risky 2-Derivatives (FRS 4)
riskiness) :

10 Shortage 3-Foreign exchange (FRS]

11 Threat 4-Investment (FRS 5)

12 Unable .

13 Uncertain 5 Related party disclosu
(uncertainty, (FRS 8)
uncertainties)

14 Verse (verse 6- Segment reports
reverse, reversed (SSAP 25)

Germany GAS 5, 2000 for rig
reporting

Common topics

1-Contingency

2-Derivative;  financial instrumen

financial instruments
3-Fair value; fair values

4- Foreign currency

5 Investment; investments

6-Segment; segments

of i sk

wor ds

5.2) .
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The first and second columns (good and bad risk disclosures, respectively) are derived from the previous list
(Tabl e
(analysed and discussed in more detail in Chapter Three).
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5.6. The reliability and validity of risk disclosure scores

The reliability and validity of thek disclosure scores are checked in two stages. First, the
extent to which the final word | ist captu
report narratives is examined. To this end, 30 randomly selected statements from the
Nudist output forl5 firms in each country are read. The researcher finds that the final risk
keywords list is very successful (80% on average) in identifying statements indicative of

risk.

Second, after calculating final risk disclosure scores, two post hoc proeedarasdar

out . Firstly, the first stage statements
ability to discriminate between voluntary and mandatory risk reporting. To this end, the
current study finds the keywords able to differentiate readwetal@gn these disclosures

by around 77% (on average). This percentage is calculated based on reviewing those 30
statements in those three countries in 2007, all examples of risk statements, shown in
appendix 1, reflect the mandatory risk disclosure. €Ras®ples are reviewed with
supervisors Secondl vy, Cronbachds Al pha is use:t
reliability of the aggregated, voluntary and mandatory risk disclosure scores. This test
measures how well a data set captures a partici@dying construct. For the computed

ri sk disclosure scores, Cronbachés Al pha
countries, indicating that int@nsistency between the aggregated, voluntary and

mandatory risk reporting scores is high when codnhpatie the generally acceptable

17 A related point that raised by one of the examiners, the extent to which the mandated sections are checked
for any voluntary disclosure. The current study treats all risk information in the mandated sections as
mandatory risk siglosure. Any risk information revealed outside these sections could either be related to
some mandated topics that were identified in light of the risk regulations within each country, as shown in
Section 3.4, or could be treated as voluntary risk uliscldbe researcher manually cheitked 1.a for

Risk Factor and 7.a for Quantitative and Qualitative Disclosure about Market Risk. The raised point could be
applicable with the latter item, but it could be difficult to apply to the former item. Toreapdiit could

be argued that the extent to which American firms could disclose information about risk in item 7.a, but this
information does not relate to financial instruments. The result shows strong support for considering risk
disclosure inside tleesections as mandatory disclosure.
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societalscience measure of 70% (see Bryman, Red#es and Knechel, 2D08he

current study concludes that the computed disclosure scores aré reliable

5.7. Study Variables

5.7.1. Dependent variables

Mandatory and vahtgary risk reporting (MRR and VRR) are measured by counting the
number of statements, which include at least one word from the risk word list using the

automated content analysis.

5.7.2. Independent variables

Firm-level variables

The current study employwarious risk measures. In terms of madietmeasures,
volatility of market return®atastream item 00Skijsed as a measure for total risk, and

beta (Datastream item 89@R{l standard error of CAPKDatastream item 518&)
measures for systematicl unsystematic risk, respectively. The Shar(Dattigtream item
457E)is employed to reflect the rs#ljusted return of the firm. In terms of accounting

risk measures, the current study uses ratio analysis for further insights into unsystematic
risk. LeveragéWorldscope item WCO&2Rilurrent ratioforldscope item WC8I@6)

used to measure financing and liquidity risks, respectively. In total, therefore, six risk

measures are used to capture firm risk levels.

Based on the prior literatutbe current study also controls for firm size, measured by
natural logarithm of total ass@i¢orldscope item WCQO2@99)profitability, measured by

the Return on Equity (ROEWorldscope item WCQ8860th)growth, measured by the

18 To validate the automated method against the manual method, at earlier stage before proceeding with the
pilot study and using the automated method to capture risk disclosure, the researcher reviewi€d seven 10
forms within the USA. The Coding was reviewed by Dr Hussainey.
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growth in earning¢Datastream item EO048Y dividend payments, measured by the
dividends per shar@atastream item 51@E)not available, the current study uses

dividends payout ratid/prldscope itenrD@ED2.

Several proxies for corporate governance (CG) are manlietitetf and empirically
included to control for any potential effects of CG. Specifically, board size (BZ),
proportion of norexecutive directors (PNED), proportion of independenierenutive

directors (PINED) and chief executive officer (CEO) gualit

Country-level variables

A dummy variable as a proxy for a country
the country wuses common | aw or code | aw,
values, specifically, power distance, uncergwityance, individualism, masculinity and

longterm orientation are also used (as discussed in Section 2.5). All of these variables are

obtained from Hof s htedwwgeerihdistedecain | website

All these variables and these two levels of analyses are summarised in Figure 5.2, and the

measurements and sources of these variables are provided in Table 5.4.

19 Availability of CG data is essential to consider. The BoardEx database is the only authorised available
source to collect CG data at the University of Stirling; it provides CG data only fordJK f&mworth

mentioning that the analysis in Section 7.3.3 showed that including or excluding CG variables does have a
serious impact on the main conclusions that are drawn in both cases.
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Figure 5.3: Summary of dependent and independent variables and levels of analysis

Risk categories

Control variableg

Marketrisk
measures

Risk disclosure
types

Total isk Volatility FSi.Er mos g
Aggregatedsk (TR) (SE)
reporting .
(ARR) ) e Market beta
Firmds ¢
Voluntary risk Unsystematidak — (GE)
reporting (USR) Volatility of
(VRR) standard reor
i ; Firm&
Risk -
Mandatory risk retlﬁmadJUSted Sharp ratio profitability (PE)
reporting
(MRR) (RAR)

Accounting
risk measures

Firm& dividends
(DE)

Risk categories

Ri sk se
characteristics

< Liquidity rsk Current atio
Good risk @sclosure (LR)
(GRD)
Corporate
Bad risk @sclosure Financialisk Leverage Governance
(BRD) (FR) (CG)
A

A

1l

Firm-level analysis

Cultural values
Leaal systems

41

County-level analysis
(USA, UK, Gemany)
This figure provides both firmnd countryevel variables, divided into dependent variables (risk disclosure
levels) and independent variables, either atefiehanalysis, which includes firm risk levels (market

accomtingrisk measures and other firm characteristics as control variables), or ategeliatnglysis,
which includes both a countryds |l egal systems and
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Table 5.4: Summary of variable definitions and measures

Variable

Definition

Measires

ARR

MRR

VRR

Risk information provided by firms as a resp
to either a specific regulation or manag
incentives. Calculated by counting the numb
statements that indicate risk based on the
list of risk words.

Risk infornation provided by firms as a respo
to a specific regulation. Calculated by cou
the number of statements that indicate risk
on the final risk word list and that contain at
one topic related to mandated topics or thg
in the final lisbf risk sentence characteristics

Risk information provided voluntarily by firms
a response to managerial incentives. Calculg
a residual of ARR after excluding MRR.

Nudist (6)

Nudist (6)

Nudist (6)

TR

Total risk is the volatilityf omarket returns
which is in turn measured by the stan
deviation.

Datastream item O09E

SR

Systematic risk is t
return relative to a market index. The calculg
are based on between 23 and 35 conse
montherd prices of US, UK and German fir
relative to market returns of S&P 500, FT
Share and FazAktien, respectively.

Datastream item 897E

USR

Unsystematic risk is the volatility of a i
specific risk, which is the standard deviatio
the standardrror of the CAPM.

Datastream item 519E

FR

Financing risk is the extent to which firms H
problems related to debt, measured by lev
proxied as the ratio of total debt to total equi

Worldscope item WC08231

LR

Liquidity risk is the extent which firms hav
problems related to payments, measure
current ratio, proxied by dividing total asse
total liabilities.

Worldscope item WC8106

SE

A firmbds size, me a s U
of total assets in local currency or US dollar

Worldscope item WC 029
and then converted into U
dollars

PE

A firmds | tabi i
income before proffered VI ends by the

end common equity.

Worldscope item WC 0830




GE A firmds gr owt h, eamiags Datastream item EO018
or by obtaining the ratio of net sales growt Worldscope item WC 0100
(NSENSO/NSO).

DE A firmds dividends, |Worldscope item WI®502
dividend per share or dividend payout.

BZ The boad size, measured by the nat| BoardEx database
logarithm of total number of board directors.

PNED Expresses the proportion of nerecutive BoardEx database
directors relative to board size.

PINED Expresses the proportion of independent-1 BoardEx database
exeative directors relative to board size.

CEO Chief executive officer duality is produced | BoardEx database

duality dummy variable with a value of 1 if the c
executive officer is also chairman of the b
of directors, and a value of 0 othsewi

LS A countryds | egal s y Dummy variable 1 and O f
code or common law. common law (CML) an

code law (CL) countrig
respectively.

Culture dimensions Hof stededs w

USA | UK Germany

PD Power distance, as defined by Hofstede (199 40 35 35

UA Uncertainty avoidance, as defined by Hof4 46 35 65
(1980)

IND Individualism, as defined by Hofstede (1980) 91 89 67

MAS Masculinity, as defined by Hofste®3() 62 66 66

LTO Longdterm orientation, as defined by Hofst| 29 25 31
(1991)
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5.8. Concluding remarks

In this chapter, the current study introduces its methods, which include how the researcher
collects the data and expresses the maiacfitethe sample. The proposed automated

met hod is introduced to capture the fir m¢
counting the number of statements indicating risk in their annual report narratives. A

description of measuring other variaisi@sovided.

The potential main associations between these variables will be examined empirically
through three different approaches. While the first (ordinary least squares, or OLS) and the
second (fixed effect model, or FEM) have been frequently upedrbyesearch (e.g.,

Beretta and Bozzolan, 2004), the third, multilevel analysis (MLA) is rarely used by prior
accounting research. These approaches will be introduced and discussed in their relevant
contexts in the following chapters (Chapter Sevear. fiixed model; Chapters Eight and

Nine: repeated measures multilevel analysis).

In the following chapter, the pilot study is introduced in order to address the extent to
which there are significant di fiskrepoingces i |

|l evel s. Then, firmsd risk | evels are corr e
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Chapter Six: Differences in firmsd risk | e
USA, the UK and Germany: A Pilot study

6.1. Overview

Thischapter determines whether there are si
first hypothesis) and in a firmds risk di
USA, the UK and Germaityfurthermore, the extent to which any sucleuiffces in a
firmds risk |l evels and its risk disclosu
hypotheses of this chapter, therefore, are concerned with either the significance of
possible differences in or skediselosugenleveds f i r r
across these countries. Accepting these hypotheses supports what has been argued in
Chapters Three and Four, and moves t he
investigating such arguments on a larger scale (as will be dischsedetiawihg three

chapters) than the one used in this chapter (15 firms from each country).

The results reveal significant differences in firm risk levels and disclosure levels across the
USA, the UK and Germany. The results indicate that these d#eezacstatistically
correlated, supporting the main argument
risk levels within (nationally) and/or across (internationally) these countries should be

reflected in their risk reporting practices.

Thisclapt er i's structured as foll ows. Sectic

Section 6 .3 reveals the empirical results. Concluding remarks are expressed in Section 6 .4.

20 The main reasons for choosing these countries have beeustyrgvivided; see, for instance, Section
1.2
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6.2. The method

6.2.1. The sample and data

15 firms were randomly chosen icheeountry from 2007 and 2008; each year in turn is
divided into four quarters. The data from annual reports were collected from Thomson
One Banker, and then transformed into text files to be readable by Nudist 6 software.

The market data of these 1&frin each country were collected from Datastream.

6.2.2. Variables: Measurement
Firmsd risk | evel var i ab-dusted(etumtfiahcing sy st er
and liquidity risks) and risk disclosure level variables (ARD, MRD) areadeffined

measured in Table 5.4.

6.2.3. Statistical analysis

To examine whether there are significant ¢
levels between these three countries during 2007 and 2008y omdtivariate analysis

of variance (MARVA) is used; hence, the pilot study has three independent samples
(USA, UK and Germany) in these two years. Two main underlying assumptions should be
checked before using MANOVA. While the first concerns the extent to which the variable
values are normglldistributed, which is known as the assumption of normality, the
second concerns the extent to which the variance of the variable values are homogenous,
which is known as the assumption of homogeneity. The null hypothesis for the former
assumption, normalt vy , I's that a variabl eds values
might be statistically examined by using either Kolme§omomov or Shapird/ilks. In

both tests, the null hypothesis should be accepted ifvtleeg are above one of the

threecommon acceptable significance levels of 10%, 5% or 1%. Based on these two tests,
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the results indicate (not reported) that all variables are normally distributed. The null
hypothesis of the latter hypothesis, homogeneity, is that each group of thdantepen
groups (the three countries, the USA, the UK and Germany) has the same variance on

i nterval dependent variables (a firmds ri
mi ght be statistically exami mgpahedsyxanbes i ng
accepted or rejected based on either deviation from the group mean, median or adjusted
median for the degree of freedom for each dependent variable (e.g., total, systematic and
unsystematic risks). | f camtetlsen that sndicatés thé e v e n
variances are significantly different in different groups; the null hypothesis should therefore
be rejected. Based on this test, the resu
level variables and risk disclosewellvariables are similar in these three countries. For any
other variables that exhibit violation of the assumption of homogeneity, such as
aggregated risk reporting in 2007 and 2008, which will be discussed in Section 6 .3.2, there
are some other techpies (such as Tamhane test) that can be utilised to overcome such

violation (for more details see Field, 2009).

Explicitly, the MANOVA results might either suggest significant osigmficant

di fferences in either nad fsiyrsmmdesmartiisck rliesvkesl)
disclosure (such aggregated and mandatory risk reporting) between firms in these three
countries. If the results suggest significant differences in these variables among these three
countries (together), it is essértbainvestigate specifically in which pair of countries

(USA and UK; USA and Germany; UK and Germany) these differences exist. Two other
statistical tests can therefore be utilised, subject to the extent to which there is a violation
of the assumption diomogeneity. The first is the Bonferroni test, which supposes that

the variance of variables under analysis in each group is equal. The Tamhane test, however,

gives the same result if the variance is not equal.
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To examine whether there are any assosiatidnet ween a fir mdés ri sk
disclosures (as a third hypothesis for this chapter), correlation analysis is used (Pearson
correlation coefficient); hence, all variables are measurable and continuous. If the results
suggest that there asei gni fi cant associations between
reporting levels across these three countries, it might help in identifying the extent to which
firms in these three countries are motivated to provide significantly more or less risk

information in their annual report narratives as a response to their underlying risks.

6.3. Empirical results

6.3.1. Differences in firmsd risk | evels &
2007

Panel A of Table 6.1 indicates that there are significant diffeen bet ween a f i
levels across the USA, the UK and Germany during the four quarters of 2007 for
financing risk (FR), at avplue of 0.000 for each quarter, and for liquidity risk (LR), at p
values of 0.056, 0.044, 0.062 and 0.046 for each, qeapectively. As well, there are
significant differences in total risk (TR) andadgisted return (RAR) between American,

British and German firms during the first two quarters of 200vahtgs of 0.037, 0.015

and 0.084, respectively. All thesgabies exhibit similar variances across these three
countries, confirming the assumption of homogeneity and suggesting the use of the
Bonferroni test in order to identify in which pair of countries these significant differences

exist (e.g., USA with UKSA with Germany) .

Nevertheless, there are no significant differences between the other risks of firms across
the USA, the UK and Germany. In particular, there are no significant differences in the
systematic (SR) and unsystematic risks (USR) of fnoes e USA, the UK and

Germany.
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Table 6.1: Results of differences in firm risk levels in 2007

Panel A: Oneavay MANOVA analysis 2007

Dependent variable Q1/2007 Q2/2007 Q3/2007 Q4/2007
Sig. Sig. Sig. Sig.
Total risk (TR) 0.051* 0.074* 0.619 0.795
Systematic risk (SR) 0.588 0.302 0.444 0.454
Unsystematic risk(USR) 0.249 0.249 0.249 0.249
Riskadjusted return (RAR) 0.037** 0.015** 0.102 0.172
Financing risk (FR) 0.000*** 0.000**** 0.000*** 0.001***
Liquidity risk (LR) 0.056* 0.044** 0.062* 0.046*
Panel B: The Bonferroni test (multiple comparisons)
Dependent Statistical 1 G2 JG2 Q1/2007 Q2/2007 Q3/2007  Q4/2007
variable
Mean Mean Mean Mean
difference @ difference @ difference difference ¢
J) J) (1-9) J)
RAR Bonferroni USA UK 0.079 -0.125
(0.988) (2.000)
Germany _gg7 0.847*
(0.110) (0.039)
UK USA -0.079 -0.125
(0.988) (2.000)
Germany -0.767*** -0.972**
(0.008) (0.018)
Germany USA 0.687 0.847*
(0.110) (0.039)
UK 0.767*** 0.972**
(0.008 (0.018)
FR Bonferroni USA UK -2.354%** 1.012%** -2.399%** .2 52]1%**
(0.010) (0.002) (0.003) (0.005)
Germany -3.302*** 0.568*** -3.268***  -3.185***
(0.000) (0.000) (0.000) (0.001)
UK USA 2.354%* -1.012%** 2.399%** 2.521 %
(0.010) (0.002) (0.003) (0.0®)
Germany -0.948 -0.444 -0.869 -0.664
(0.326) (0.0409)
' (0.424) (0.937)
Germany USA 3.302 -0.567*** 3.268*** 3.185%**
(0.000) (0.000) (0.000) (0.001)
Germany 0.948 0.444 0.869 0.664
(0.326) (0.409) (0.424) (0.937)
LR Bonferroni USA UK 1.012* 1.040**
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(0.043) (0.045)
Germany 0.56800 0.556
(0.405) (0.464)
UK USA -1.012** -1.040**
(0.043) (0.045)
Germany -0.444 -0.484
(0.702) (0.633)
Germany USA -0.568 -0.556
(0.405) (0.464)
UK 0.4440 0.4840
(0.702) (0.633)
Thist abl e explains differences in firmsd risk |evel
20076s fdyr *dyartrérg.ndicate significance at 0.1,
are shown in Table 5.4. Panel Arepos any significant differences in

three countries. Significant differences from Panel A are further analysed to identify specifically between
which two pairs (I and J) of countries (e.g., USA with UK; USA with i@t mean difference remains
significant.

To determine in which two pairs of countries these differences exist, the Bonferroni test,
shown in Panel B of Table 6.1, indicates that the main differences of FR are in US firms
and either UK or German firms, pvalues around 0.000. Furthermore, this test reveals
significant differences in financing risk between UK firms and US firms rather than

German firms, which seem to have similar levels of financing risk to UK firms.

In the second and fourth quartefs2007, the US firms significantly differed in LR from
the UK firms rather than the German firms. For the same two quarters, there were no

significant differences in LR between German firms and UK or US firms.

The Bonferroni test indicates that them significant differences in the sashusted

return (RAR) between German firms and both UK and US firms in the first two quarters
of 2007, and with the US firms in the second quarter of this year. The same statistical test
reveals that there are no gigant differences between the US firms and the UK firms in
(RAR). For TR the results were identical with those results obtained from RAR, so the

results of RAR were chosen to be presented in Panel B of Table 6.2.
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2008

Panel A of Table 6.2 indicates tthere are significant FR differences between firms
across these three countries. The Bonferroni test (Panel B of Table 6.2) reveals that there
are significant differences in FR between the US firms and the German firms during the
four quarters of 2008. this context, these differences between the US firms and the UK

firms appear in all 2008 quarters except the fourth.

Table 6.2: Results of differences in firm risk levels in 2008

Panel A: Oneavay MANOVA analysis 2008

Dependent variable Q1/2008 Q2/2008 Q3/2008 Q4/2008
Sig. Sig. Sig. Sig.
TR 0.628 0.453 0.327 0.300
SR 0.398 0.407 0.382 0.327
UR 0.249 0.249 0.249 0.249
RAR 0.192 0.285 0.331 0.192
FR 0.006*** 0.007*** 0.006*** .0012%**
LR 0.155 0.143 0.103 0.453
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Panel B: Th8onferroni test (multiple comparisons)

0] J) Q1/2008 Q2/2008  Q3/2008  Q4/2008
Mean Mean Mean Mean
difference difference difference difference
(1-3) (1-9) (1-3) (1-3)
Bonferroni USA UK -2.436* -3.003** -3.049** -2.720
(0.079) (0.040) (0.035) (0.162)
FR Germany -3.873**  -3.873*  -3.920%*  -4.791*
(0.005) (0.008) (0.007) (0.012)
UK USA 2.436* 3.003** 3.049** 2.727
(0.079) (0.040) (0.035) (0.162)
Germany -1.4370 -0.870 -0.870 -2.064
(0.484) (1.000) (1.000) (0.4%)
Germany USA 3.873*** 3.873*** 3.920%** 4.791**
(0.005) (0.008) (0.007) (0.012)
UK 1.437 0.870 0.870 2.064
(0.484) (1.000) (1.000) (0.496)
This table explains differences in firmsdé risk |e
quaters.* , * ok *** jndicate significance at 0.1, 0.05
in Table 5. 4. Panel A reports any significant di f

countries. Any significant diéeces (FR) from Panel A are further analysed to identify specifically in which
two pairs of countries these significant differences remain.

To sum up, statistically based on MANOVA analysis, there are significant differences
bet ween f i r mssthe WSA dghe UK and @efmany during 2007 and 2008. As

a result, the first hypothesis of this chapter can be accepted. Additionally, these differences
are further investigated using the Boferroni test in order to determine in which pair of
countries thedifferences exist. The following section identifies whether there are
significant differences in firm risk disclosure levels across the USA, the UK and Germany.

If the results support the existence of such significant differences, then the anadysis will b
devel oped to further associate such diffe

in firmsod risk disclosure |l evels across ¢t}
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6. 3. 2. Differences in firmso risk discl ost
Germany

To datistically examine whether thare significant differences between the US, UK and

Ger man firmsd | evels of ,ronewady MANOgACahatyssur e d
I's used. All firmsd risk discl osuexcept!|l evel
the aggregated risk disclosure (ARD) in 2007; hence, the variance of ARD across these
three countries is not equal. The Tamhane test, therefore, is used as the most appropriate
alternative in order to follow MANOVA (e.g., Field, 2009). Any otbeificgint

di fferences in firmsdé risk disclosure | e\
followed by théonferronitest, which supposes that the variance of risk disclosure across

these countries is equal.

Panel A of Table 6.3 illustrates thatehare significant differences in ARD, bad risk
disclosure (BRD) and mandatory risk disclosure (MRD) in 2007 and 2008 between the US,
UK and German firms. These significant differences are followed by either Tamhane or
Boferroni tests to identify specifigan which two pairs of countries the differences exist,

as shown in Panel B of Table 6.3.

Table 6.3: Results of differences in risk disclosure in 2007 and 2008

Panel A: Onavay MANOVA analysis

2007 2008

Sig. Sig.
Aggregatedsk disclosure (ARD) 0.020** 0.006***
Good risk disclosure (GRD) 0.019** 0.225
Bad risk disclosure (BRD) 0.036** 0.004***
Mandatory risk disclosure (MRD) 0.022** 0.043**
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Panel B: Multiple comparisons

ARD

GRD

BRD

Tamhane test

Bonferroni test

Bonferronitest

() G2

USA

UK

Germany

USA

UK

Germany

USA

UK

Germany

) G2

UK

Germany

USA

Germany

USA

UK

UK

Germany

USA

Germany

USA

UK

UK

Germany

USA

Germany

USA

2007

Mean Difference
(I-9)
-0.150*
(0.092)
-0.134
(0.116)
0.150*
(0.092)
0.016
(0.973)
0.13
(0.116)
-0.016
(0.973)

-0.034
(0.390)
-0.055
(0.435)
0.034
(0.390)
-0.020
(1.000)
0.055
(0.435)
0.020
(1.000)
-0.104%+*
(0.004)
-0.074**
(0.027)
0.104%**
(0.004)
0.029
(1.000)
0.074*
(0.027)

2008

Mean Difference
(I-9)
-0.176%**
(0.007)
-0.134**
(0.039)
0.176***
(0.007)
0.042
(1.000)
0.134**
(0.039)
-0.042
(21.000)

-0.156%**
(0.004)
-0.118**
(0.027)
0.156++
(0.004)
0.037
(1.000)
0.118*
(0.027)
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UK -0.029 -0.037
(1.000) (1.000)
MRD Bonferroni test USA UK -0.020* -0.023*
(0.060) (0.060)
Germany -0.022 -0.019
(0.135) (0.135)
UK USA 0.020* 0.023*
(0.060) (0.060)
Germany -0.001 0.003
(1.000) (1.000)
Germany USA 0.022 0.019
(0.135) (0.135)
UK 0.0019 -0.004
(1.000) (1.000)
This table explains differences in firmsd risk ref
and 2008 , * * *** jndicate significance at 0.1, 0.05

in Table 5.4. Paha reports any significant differenceBinr ms 6 r i s kin 200¢ and 2008 aorgss | e v e |
these three countries. Any significant differences from Panel A are further analysed to identify between which
two pairs of countries these differences renggiifisant.

The Tamhane test, as shown in Panel B of Table 6.3, reveals significant differences in
ARD between US and UK firms in 2007 and 2008, and between US and German firms in

2008. The result also indicates that there are no significant difieré&iBsin either

2007 or 2008 between UK and German firms. These results suggest that both UK and

German firms disclosed similar levels of TRD during 2007 and 2008.

The Bonferroni test, as shown in Panel B of Table 6.3, reports that the significant
differences in BRD across these three countries during 2007 and 2008 particularly exist
between US and UK firms and between US and German firms. The same test indicates
that there are no significant differences in BRD between UK and German firms during
2007 an@009. This result is consistent with previous discussion on TRD in USA and UK.
As can be seen from Panel B of Table 6.3, the Bonferroni test suggests that significant
differences in MRD exist between US and UK firms in 2007 and 2008 rather than between

US and German firms. This result suggests that US and German firms disclose
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significantly similar levels of MRD. This result is consistent with the argument in Chapter
Three that both US and German approaches require firms to provide risk information in

their annual reports narratives mandatorily.

Regarding GRD, the results from the Bonferroni test suggest, htiveg¢\tbere are no
significant differences in 2007 between any pair of countries, as shown in Panel B in Table
6.3. It can be concluded frontisuesult that firms across these three countries disclose

similar levels of GRD.

To conclude, and based on all previous results, there are significant differences between the

risk disclosure levels of US, UK and German firms. The question arisethef tvbse

di fferences in firmsdé risk disclosure | ev
risk levels across the US, the UK and Germany. It has been argued (as discussed in Chapter
Four) that the pattern of providing risk disclosure shouldbe er pr et ed i n | i g
risk levels. As a result, the following section examines the relationship between these two

variables.

6.3.3. The associations between a firmds r
The Pearson coefficient is usedatermine whether there are any associations between a

firmbébs risk |l evels and its risk disclosure
2007 and 2008. The aggregated correlation analysis, shown in Panel A of Table 6.4, reveals
that ARD is sighii cantly and negatively asso-ciated
values of 0.000, 0.001 and 0.000, respectively. These results are consistent with Linsley and
Shrivesds (2006) theoretical argument , an

The same panel reports that ARD in these three countries is likely to be significantly and
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positively correlated with FR, at-gafue of 0.017. This result is consistent with what has

been argued in Chapter Four in terms of firms with higher levels chviigl greater
incentives to disclose more about their risks in order to provide details about the nature of
such risks and how they successfully manage these risks effectively. This result is consistent
with some prior risk research arguments (e.g. ylamsleShrives, 2006; Abraham and Cox,
2007;Rajab and HandkSchachler, 2009) and with some prior risk reporting literature

findings (e.g., Hassan, 2008).

Table 6.4: Correlation matrix

Panel A: Aggregated Correlation

RD/R TR SR USR RAR LR FR
ARD 0.311**  0.101 -0.300%*  0.029 -0.449%*  0.222%
(0.000) (0.276) (0.001) (0.771)  (0.000)  (0.017)
MRD -0.16 0.385**  0.034 0.325%%*  -0.258%*  0.207***
(0.863) (0.000) (0.711) (0.001)  (0.005)  (0.025)
GRD -0.385***  0.055 -0.176* 0.067 -0.298**  0.090
(0.000) (0.551) (0.054) (0.497)  (0.001)  (0.339)
BRD -0.338***  0.126 -.397% 0.024 -0.400%**  (.255%+
(0.000) (0.173) (0.000) (0.810)  (0.000)  (0.006)

Panel B: Correlation controlleddoyntry type

TR SR USR RAR R FR
Country RD/R
USA ARD 4 673"+ 0,180 0.270 10.200 0.019 -0.295+
(0.000)  (0.266) (0.092)  (0.215)  (0.907)  (0.064)
MRD 707+ 0.013 0.339%  -0.142 0.099 -0.290*
(0.000)  (0.936) (0.032)  (0.384)  (0.544)  (0.070)
GRD 7274« 0,008 0.342*  0.225 0.043 -0.342%
(0.000)  (0.548) (0.031)  (0.162)  (0.R0) (0.031)
BRD 675+ .0.072 0.450**  -0.138 0.157 -0.461%*
(0.000)  (0.659) (0.004)  (0.396)  (0.334)  (0.003)
UK ARD g 414m+ 0585w 0.166 0.441% 0574 (0.284*
(0.008)  (0.000) (0.306)  (0.004)  (0.000)  (0.084)
MRD " 0.040 -0.272 0.297 0.028 0.026 0.308*
(0.805)  (0.110) (0.063)  (0.862)  (0.879)  (0.060)
GRD  gop7x  .0.447% 0.000 0.335*  -0.505*  0.132
(0.096)  (0.004) (0.999)  (0.035)  (0.001)  (0.429)
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BRD g 4950« .0.658 0.284 0.506%*  -0.623*  0.325*

(0.001)  (0.000) (0.076)  (0.001)  (0.000)  (0.046)

Germany  ARD 9239 0.127 0.537**  0.103 0.316* 0.351%
(0.153)  (0.447) (0.000)  (0.632)  (0.053)  (0.031)

MRD 6700  0.53g% 0.850%*  0.683**  0.457**  -0.009

(0.000)  (0.000) (0.000)  (0.000)  (0.004)  (0.956)

GRD 5068  -0.157 0.475* 0,170 0.175 0.367**

(0.678  (0.347) (0.002)  (0.428)  (0.294)  (0.023)

BRD 4300+  0.303 0.520"*  0.284 0431  0.227

(0.005)  (0.065) 0.001)  (0.179)  (0.007)  (0.171)

This table shows the Pear son c oewvel etiablésiandnits ish e f f i c |
disclosure level variables in the USA, the UK and Germany. Panel A presents the aggregated correlation
between these variables across these three countries together. Panel B, however, shows such correlations
between these vari@b in each country separately. *, ** *** indicate significance at 0.1, 0.05 and 0.01,
respectively. All variables are defined in Table 5.4.

The correlation analysis reveals that the US, UK and German firms tend to provide
significantly higher levels MIRD as a response to their higher levels of SR, FR and LR,

at pvalues of 0.000, 0.025 and 0.005, respectively. These results suggest that providing risk
i nformati on mandatorily i s more sensitiyv
countries. Thedarson correlation, however, indicates that such risk disclosure is negatively

correlated to RAR, at avplue of 0.001.

Panel A of Table 6.4 reports that GRD is significantly and negatively associated with a
firmds TR -valoed of 0.80R andB4t respectively. That relation is positive on
liquidity risk, at a-palue of 0.001. This result suggests that US, UK and German firms
tend to provide significantly little information about their potential opportunities (GRD)

when they have higher lsv€R and USR.

Providing BRD is significantly associated with FR, TR, USR and dR|ustspof 0.006,
0.000, 0.000 and 0.000, respectively. The trend of such associations is positive on LR but
negative on the other significant risks. This suggest$SthdK and German firms are
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more sensitive to disclosing significant levels of BRD in their annual report narratives as a
response to underlying risks. Such results are consistent with what has been argued in
previous chapters (e.g., Chapters Three am)i Boce firms should reflect their high

levels of risk by disclosing more risk information in an attempt to reduce conflict between
managers and investors. These firms, however, tend to provide significantly less
information about their risks even if ytheve significantly higher levels of risk; namely,

TR and USR. The results, therefore, support accepting the third hypothesis, in which firms
tend to provide different levels of risk disclosure subject to the different levels of risks
they face. The folldng analysis distinguishes previous associations within each country as

presented in Panel B of Table 6.4.

US firms

Correlation analysis indicates that ARD is either negatively associated with TR or positively
associated with FR, awvalues of 0.000 drD.064, respectively. This result suggests that

US firms tend to provide relatively lower and higher levels of risk disclosure as a response
to total and financing risks, respectively. US firms tend to provide lower (higher) levels of
MRD subject to highdlower) levels of TR, USR and (FR);alpes of 0.000, 0.032 and
(0.072), respectively. This result also indicates that US firms are more sensitive to reflecting
their underlying risks through MRD than through ARD. These results are consistent with
what has been argued in Chapter Four as well as the main results provided in Chapter

Eight.

GRD and BRD are found to be negatively correlated with TR and USR|uaspof

0.000 and 0.031. These two types of risk disclosure are also found to be negatively

correlated with FR, at avplue of 0.03. Such results suggest that the American firms are
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responding in the same way to their underlying risks (TR, USR and FR) by disclosing either

BRD or GRD.

UK firms

ARD is significantly and negatively correlateBRloSR and FR, atvalues of 0.008,

0.000 and 0.084, respectively. These results suggest that UK firms tend to provide
significantly lower levels of risk information even if they have significantly higher levels of
TR, SR and FR. The results report TiRiD is significantly and positively associated with
RAR and LR, at-palues of 0.004 and 0.000, respectively. From the same panel, the
correlation analysis documents that MRD is only influenced by financing rislkgla¢ a p

of 0.060. This result is catent with prior expectations that UK firms tend to be more
sensitive to underlying risk through TRD than through MRR. These results are also

supported by Chapter Eightds main findings

As shown in the same panel, both GRD and BRD are significangigcedllby TR, SR,
RDR, LR and FR. Similar to the US results, the trends of these associations are identical

for both types of risks (GRD and BRD) with all significant underlying risks.

German firms

As can be seen from Panel A of Table 6.4, ARD iscagtlifiand positively associated

with USR, at a-palue of 0.000. Providing this type of risk information is significantly and
negatively associated with LR and FRyaluyes of 0.053 and 0.031, respectively. MRD is
significantly and positively related R, SR and USR, at-aglue of 0.000 for each type

of risk. These results suggest that German firms are likely to be motivated to provide
higher levels of MRD relative to their higher levels of TR, SR and USR. Such results are

consistent with both Chapt Four 86s main arguments and C

139



MRD, however, is significantly and negatively associated with RAR andvaRiest qf

0.000 and 0.004, respectively. These results suggest that German firms tend to provide
lower levels of risknformation mandatorily, while these firms have significantly higher
levels of liquidity and financing risks. Such results support the argument in Chapter Four
that German firms have a better ability to convey their significant underlying risk through

thar MRD than through ARD.

As shown in Panel B of Table 6.4, GRD is significantly and negatively associated with USR
and FR, at qvalues of 0.002 and 0.023, respectively. BRD is significantly and positively
correlated with both TR and USR, atajues of @05 and 0.001, respectively. BRD,
however, is found to be significantly and negatively associated with LRalaeaop

0.007. These results suggest that German firms are more likely to respond to their

underlying risks through disclosing significamilg BRD than GRD.

Unlike the previous two markets, the German market does distinguish between the trends

of good and bad risk disclosure relative

6.4. Concluding remarks

The main conclusion of pilot study is thate are significant differences between the US,
UK and German firmsoé6 risk | evels. Addi tio
the US, UK and German firmsd risk disclos
previous chapters that fdilences between US, UK and German firms should be
attributed to the differences between the

empirical evidence which supports such argument. The results suggest that there are
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significant associatiohset ween a firmds risk | evels anc

three countries.

In particular, the differences in ARD between US, UK and German firms are found to be
significantly derived from the dlythter enc:
associations between ARD and TR, USR, LR and FR are significant. In this regard, SR and
RAR are found to be insignificant in influencing firms to provide risk information in their
annual report narratives. These results are consistent with taegomaents provided in

Chapter Four and the main empirical findings in Chapter Eight.

From a comparable perspective, ARD, on the one hand, is more sensitive to being
i nfluenced by a firmds risk |l evels in the
oo her hand, i's more sensitive to being inf
and the USA than the UK. Providing GRD and BRD in these markets is also significantly
correlated with a firmds ri sk ItheGaran i n t
market has a greater ability to differentiate the trend of the observed GRD from BRD

relative to underlying significant risks than the other two markets.

These results contribute to prior research in three ways. Firstly, they providpidtedr em
evidence that a firmbdés risk disclosure | &€
Secondly, this is the first study investigating such relations across these countries. Thirdly,
measuring risk disclosure by automated content analyssedevels of analysis (across

three countries) can be considered as the first attempt to generate risk disclosure scores by

an automated method.
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To analyse risk/risk disclosure associations on a larger scale of observation, these
associations are istigated first within a UK context, implementing a new econometric
method (linear mixed model). This is in contrast to conventional approaches, such as
ordinary least squares, which have been frequently utilised within prior research (e.g.,
Beretta and Bawlan, 2004; Abraham and Cox, 2007). This is discussed in the following
chapter. As an extension of the following chapter, two other chapters will consider either
the single or the pooled regressions within these three countries, utilising repeated
measure multilevel analysis, which is an extension of LMM, after adjusting the unit of

analysis from sectors over years to firms across countries over years.
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Chapter Seven: Empirical Evidence (1): The Case of the UK:

Aggregated, voluntary ad mandatory risk disclosure incentives: Evidence from UK
FTSE all share

7.1. Overview

This chapter contributes to the existing literature in three distinct respects. Firstly, previous
work has applied manual content analysis to-yean@eriod to exnine the impact of a
firmds industry and a firmds size on 1issu
(Beretta and Bozzolan, 2004); the association between aggregated risk disclosure and firm
size, firm risk and risk sentence characteristits,asugood, bad, past and future risk
disclosures (Linsley and Shrives, 2005, 2006); and the association between corporate
governance characteristics and business, financial and internal risk reporting (Abraham and
Cox, 2007). The present chapter invésigesk disclosure as a function of risk levels by
textsearching a large scale sample of annual reports oveyearfqueriod scale (1160
firm-years of noffinancial firms of the FTSE all share index over-2008). The

current study is thus of a mualger scale than previous work.

Secondly, the present chapter explores the impact of risk levels on three different risk
disclosure types (aggregated, voluntary and mandatory), controlling for four other firm
characteristics (firm size, profitabilifypwth and dividends). While prior risk reporting

literature provides mixed empirical evidence on firm size, no previous work has examined

the other three effects.

Thirdly, this chapter uses three methods to examine the association between the main
varidles: ordinary least squares (OLS), fixed effect model (FEM) and linear mixed model

(LMM). The first two approaches have been used frequently in prior research to mitigate
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problems caused by cresgtional data (heteroskedasticity) and/or time seridaudata
correlation). However, this chapter introduces LMM, which accounts for the problem of
residual dependency, which is frequently neglected in-lmasdataccounting research

(see Bernard, 1987; Gow et al., 2010).

The results demonstrate that botQragated and voluntary risk disclosure are positively
influenced by systematic and financing risksadjskted return, and both firm size and
profitability. Additionally, both aggregated and voluntary risk disclosure are negatively
influenced by totalnd liquidity risks. The results also indicate that mandatory risk

disclosure is positively influenced byadjksted return, financing risk and firm size.

The remainder of the chapter is structured as follows. The following section discusses the
reseasth methods, including data collection and sample selection, the measurement and
description of variables and the empirical model. The results are discussed in Section 7.3.
Section 7.4 provides conclusions, discusses limitations and suggests areas for futur

research.

144



7.2. Methods

7.2.1Data collection and sample selection

The researcher collects annual reports for 339inamcial firms of FTSE all share

(based on the main criteria explained in Chapter Five) via either Thomson One Banker or,

i f unavailable, the companyods website, fo
2005 to 30 June 2009. The available data at the time of running the analysis for this
chapter and the following two chapters, however, considered data from2802tm&0

June 2010. The research focuses on annual reports since these remain a primary source of
information for investors; there is increasing usage of such reports, indicating their value
relevance to investors (e.g., Beattie et al., 2004, 20€8)eridd is chosen because it
includes the recent economic and financial crisis, which commenced in 2007, and because
IFRSs became mandatory for UK listed companies in 2005. Any firm without a complete
time series is excluded; this reduces the samplé3séniirmyears (339 firms) to 1216

firm-years (304 firms).

All annual reports were converted to text files so as to be readable by Nudist 6, with the
exception of 14 annual reports which could not be converted to text files. Consequently,
the total sizef the sample is 1190 fiyears (290 firms). In order to minimise the effect

of outliers, the researcher transformed the data to natural lodaritith also

improved the distribution of variables.

21 Such transformation does not affect the original pattern of these vahahlesearchathecked the
results of the OLS regression model before and after the data transformation and the resultstwere almo
identical (for more details see Hair, Blaekin and Anderson 2009
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Table 7.1 provides information about the number lidervations (percentages in
parentheses) in the final sample per year, sorted by industry type. Panel A shows the
sample divided into eight main sectors. Industrial firms represent the highest number and
percentage, with 103 firms (35.5%). Telecommunibatis, on the other hand, account

for only five firms (1.7%). To avoid effects from the dissimilar sizes of the eight sectors,
the researcher merges these into four larger sectors based on the similarity of these sectors.

These are shown in Panel B.

Table 7.1: Final sample

Panel A: Final sample by industry type

Industry Frequency (%)
Industry 103 (35.5)
Service 81 (27.9)
Consumer 34 (11.7)
Health 16 (5.5)
Material 18 (6.3)
Utilities 9(3.1)
Telecommunication 5(@1.7)
Technology 24 (8.3)

Total 290 (100)
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Panel B: Final sample by merged industry type

Industry Frequency (%)
Material & Industry (M_I) 121 (41.7)
Health & Service (H_S) 97 (33.5)
Consumer & Utilities (C_U) 43(14.8)
Telecommunication & Technology (T_Tec) 29 (10)

Total 290 (100)

This table provides information about the sample distribution. Panel A gives information about the eight
sectors of the study; Panel B gives information about the saenpteeading sectors based on their
similarities.

7.2.3. Variables: Measurement and description

Table 7.2 provides descriptive statistics for the véfiabies essential point to note is

that, in the case of the dependent variables, the aggregaiediomkrel (ARD) exhibits

the highest mean (2.378), and mandatory risk disclosure (MRD) the lowest (1.428). This
suggests that UK firms tend to disclose voluntarily approximately 40% more risk
information than what is mandated. This is consistenDeitines and Knechel (2008),

who find that managers in low regulation environments are highly motivated to provide

more voluntary risk information in response to economic incentives.

22 Table 3 may also be used to confirm the extent to whicle ¢ u r r \anmbles arée nodmaléy s
distributed. Comparing the mean with the median and shape of each varibbt@mittrough both
Kurtosis andSkewness suggestsmt all variables areormally distributed. Kolmogor@&mirnov and
ShapireWilkstests are used to investigate this
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Table 7.2: Descriptive statistmsdependent, independent and control variables

ARD

VRD

MRD

TR

SR

USR

RAR

FR

LR

SE

PE

GE

DE

Mean

2.378

2.321

1.428

-0.513

-0.0237

-1.775

1.415

1.650

0.1083

5.800

1.300

2.210

0.944

Median

2.386

2.330

1.454

-0.528

0.000

-1.698

1.385

1.784

0.1038

5.800

1.300

2.270

0.968

25%

2.243

2.187

1.255

0.425

-0.722

0.290

0.430

-1.105

0.479

-.286

-454

-1.502

-0.349

75%

2.505

2.445

1.623

1.303

3.102

-0.679

0.192

2.313

2.982

1.063

5.788

7.117

0.404

Skewness

-0.064

-0.166

-0.438

-0.626

-0.1674

-2.000

1.078

1.390

-0.041

5.338

1.100

2.100

0.677

Kurtosis

0.210

1.356

0.362

-0.428

0.1335

-1.698

1.724

2.061

0.232

6.277

1.50

2.310

1.217

Observations

1160

1160

1160

1140

1119

1152

1160

1014

1140

1147

992

1160

1024

ARD is aggregated risk disclosure, meddyrthe natural logarithm of the total number of risk sentences
narratives,; VRD
logarithm of the total number of risk sentences revealed voluntarily; MRD is therynesklaisclosure,

measured by the natural logarithm for the total number of risk sentences revealed mandatorily; TR is the
measured by
during the yeaSR is the systematic risk, measured by the natural logarithm for the cussdanee
of the fii
natural logarithm of the volatility of the standard errdCAPM during the year; RAR is +&lusted
measur ed
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7.2.4. The empirical model
Three main models are used to examine the association between risk levels and risk

disclosure.

OLS regression model

The resarcher regresses six explanatory variables representing firm risk levels, considering
four control variables on aggregated, voluntary and mandatory risk disclosure, using cross

sectional ordinary least squares (OLS) model as follows:

RD, =5 +4(TRSRUn RRARFRUR +h SEPEGEDE
(7.2)

Where RD is the aggregated, voluntary and mandatory risk disclosure dcarasrfor

sectorjinyeartt Ai s the intaaddE@pare antde A8l ope coe

predictors and control variables, respectivBly.SR, Un_R, RAR, FR and LR are the

total, systematic and unsystematic risksadjgkted return, financing risk and liquidity

risk, espectively, for firmn in sectorj in yeart. SE, PE, GE and DE are firm size,

profitability, growth and dividends effects, respectively, forifirgectorj in yeart. &8 i s

the standard error of residual for firim sectoyj in yeat.

To accountdr heteroskedasticity and actorelation problems, the researcher examines
whether these problems exist by conductihgchange and DurbiWatson tests,
respectively. To control for these two problems partially or entirely, the current study

employs theecond empirical model.
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FEM regression

The Fixed Effect Model (FEM) considers differences between industriese(trosal)

and/or years (time series) effects by producing dummy variables for industries and/or
years. Three different empirical m®a@deé provided after explaining the general equation

of this model, as follows:

The general equation

Where all variables have the same definition as in equation (1), in additiqy) to (

reflect the coefficients of the dummy variables for industiyr ear, as follows.

RD, Z[bl +d7 +'{](TR SRUn R RAR FR QES +'[b SE PE GE CFE it

(7.2)
Industry-fixed effect: intercepts varying across industries
RO, =[6 +pM_I +H_S $@_U [BRSRUDL RRARFRUR  f+bSE PE GE OE |

(7.3)
Yearfixed effect: intercepts varying across years
RD, =[/, +/2006 +2007 #2008 FARSRUn_RRARFRLR  [+I6E PE GE CBE

(7.4)

Industry- and yearfixed effects: intercepts varying across industries and years

RD, =[G +0M_I +H_S 10U 2006 207 , 2688 [TRISRUN RRARFRUR [ 8B PEGECGE

[
(7.5)
Where all variables have the same definition as in equation (7.2). Additionally, the

researcher uses six dummies, M_I (material and industryjeBltisand service), C_U
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(consumer and utilities), 2006, 2007 and 2008, to interact with industries and/or years,

respectively.

Nevertheless, after permitting the intercepts to vary across industries and/or years, FEM
does not consider either the iatgion of the intercepts and slopes of risk levels and the
control variable slopes across industries and years, or the residual dependency. To

overcome these problems, the current study utilises the following empirical model.

LMM regression

The third malel is the Linear Mixed Model (LMM), which this chapter uses to further
examine whether firmsd risk disclosure |e
limitations of the OLS and FEM models. Using this model is essential to considering
either tke interaction of the intercepts and slopes of risk levels and the control variables
across industries over years with risk disclosures, or residual dependency, by declaring both

i ndustry and year (Il evel 20s g@gkdsaopurerofy uni t

each firm (1l evel 16s unit).

There are many str uct ur-eder alitoreggressigecstnuctdrege v e | 0
AR (1); first order autoregressive moving average structure, ARMA (1)) (e.g., Field, 2009;
Gelman and Hill, 2009;04, 2010). These problems are encountered frequently when
using other statistical approaches which assume complete independency among
observations (e.g., ordinary least squares (OLS) and fixed effect model (FEM); see Gow et
al., 2010). LMM is employed wot consecutive stages. The first stage is the null, or
unconditional random effect, model. At this stage, the researcher measures the impact of

industry and year separately on the aggregated, voluntary and mandatory risk disclosures.
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This model, therefores used as a baseline or null model to evaluate explicitly the extent to
which all independent variables improve the model. The full, or conditional, model (FM)
could interpret risk disclosure variations across industries over years, as a second stage.

These stages can be described as follows:

The null model: unconditional or emay ANOVA with random effect model

RD, =b, +bdM_1,H_S,C_U,T_Te} ( 2005,2006,2007,2008 +:

it ijt
(7.6)

All variables have the same definitions as presented in the equations above, while (T_Tec)

is technology and telecommunication sectorsAaizdthe slope coefficient of both

industry and year impact.

The full model: conditional model

RD, =4 +b +[TR SRUn RRARFRUR +b ,fmSE PEGE PE
(7.7)
Where all variables have #amne definitions as in the previous madeile (36 +)0

(A5 8 )+afe the slopes of the independent and control variables, respectively, which are

allowed to vary across industries and years.
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7.3. Correlation analysis, empirical results and furthanalysis

7.3.1. Correlation analysis

Table 7.3 provides univariate analysis implementing Pearson correlation coefficients to
measure the strength and direction for the linear association between any pair of
variable& All risk disclosure types ardistizally correlated with all exploratory variables

(except mandatory risk disclosure and profitability).

It is noteworthy that voluntary risk disclosure is significantly and positively associated with
mandatory risk disclosure (p<0.01). Therefore,itnkS,f which exhibit higher levels of
mandatory risk disclosure, are more likely to disclose risk information voluntarily. This
result supports Dye (1986) and is consistent with Gigler and Hemmer (1999), Marshall and

Weetman (2002) abetumes and KnecheD@B).

23 Additionally, the coefficients among both independent and control variables sad &e an initial
diagnosis of muitollinearity, which in turn explains that no variables exhibit collinearity problems. To
examine that statistically, the principal rule among the regressors is that the higheotheldtiter of

these regressotbe higher the possibilities for the tolerance coefficients to approach zero, and have the
problem of collinearity. If the tolerance of any of the predicted variables is less than 0.1 (alternatively, if the
Variance Inflation Factor (VIF) is more than th§,suggests muttollinearity problems (Field, 2009). Both

these tests (not reported) indicate that no regressors exhibit this problem.
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Table 7.3 Correlation matrix (Pearson coefficient)

Dependent Variables

Independent Variables

Control Variables

ARD

VRD

MRD

TR

SR

USR

RAR

FR

LR

SE

PE

GE

VRD MRD TR

0.982%%*  Q757%  -0.141%
(0.000)  (0.000)  (0.000)
0.663***  -0.132%*
(0.000)  (0.000)
-0.098%+*
(0.001)

SR

0.056*
(0.06)
0.063**
(0.036)
0.040%*
(0.0184)
0.521%+
(0.000)

USR

-0.120%**
(0.000)
-0.120%**
(0.00)
-0.120%**
(0.000)
0.296%**
(0.000)
0.156%*
(0.000)

RAR

0.082%+*
(0.000)
-0.071%
(0.015)
-0.103%**
(0.000)
-0.420%**
(0.000)
-0.333%**
(0.000)
-0.023
(0.427)

FR

0.217%+
(0.000)
0.207%+
(0.000)
0.193%+
(0.000)
-0.201%*
(0.000)
-0.039
(0.224)
-0.168**
(0.0000)
-0.340
(0.281)

LR

-0.087%**
(0.003)
-0.087%**
(0.003)
-0.056*
(0.057)
0.156%**
(0.000)
0.099%**
(0.001)
0.170%*
(0.000)
0032
(0.279)
-0.361%*
(0.000)

SE

0.536%*
(0.000)
0.531 %+
(0.000)
0.401 %+
(0.000)
-0.279%**
(0.000)
-0.590**
(0.049)
-0.248%*
(0.000)
-0.006
(0.845)
0.265%+
(0.000)
-0.292%+*
(0.000)

PE

0.080**
(0.011)
0.088***
(0.005)
0.G80
(0.347)
-0.131%*
(0.000)
-0.048
(0.137)
-0.161%*
(0.000)
0.116%**
(0.000)
0.177%%
(0.000)
-0.098%**
(0.002)
0.100%**
(0.002)

GE

-0.080**
(0.007)
-0.078**
(0.008)
-0.083**
(0.005)
-0.411%*
(0.000)
-0.147%*
(0.000)
-0.198**
(0.000)
0.163%+
(0.000)
0.138%+
(0.000)
-0.024
(0.445)
-0.041
(0.167)
0.162%+
(0.000)

DE

0.227%+
(0.000)
0.226%+
(0.000)
0.159%+
(0.000)
-0.148**
(0.000)
-0.121%*
(0.000)
0.013
(0.649)
0.378%+
(0.000)
-0.080**
(0.011)
0.018
(0.540)
0.417%+
(0.000)
0.132%+
(0.000)
0.036
(0.246)

Table 7.3 shows the correlation analysis between all variables; the numbers represent the linear Pearson
coefficients, hile pvalues are given in parentheses. *, **, *** indicate significance at 0.1, 0.05 and 0.01,
respectively (all oniailed except when sign is not predicted or mixed). The definitions for all variables are
the same as in the previous table.
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7.3.2. Empirical results
I n this section, the researcher presents
Table 7.4 shows the results from the pooled models (OLS) and (FEM). Table 7.5 shows

panel regressions using the Linear Mixed Mdd&)(

OLS regression

Panel A of Table 7.4 exhibits results for the OLS model, in addition to treectioss

OLS for 20082008. The researcher first discusses the pooled OLS and then the results for
each year, concentrating on the aggregated an@mohisk disclosure first, followed by

mandatory risk disclosure.

Aggregated and voluntary risk disclosure

The current study finds both aggregated and voluntary disclosure are significantly and
positively associated with two marlgit measures (beaad Sharp ratio, for systematic

risk and risk adjusted return, respectively), and with one aceasintimgasure (leverage,

for financing risk). The coefficients on SR, RAR and FR for the aggregated (voluntary) risk
disclosure model are 0.073 (0.07@290(0.022) and 0.03 (0.028) at the 1%, 5% and 10%
levels of significance. These two types of risk disclosure are found to be significantly and
negatively correlated with total and liquidity risks at the 1% significance level. The
coefficients on TR and LiRr aggregated (voluntary) risk disclosure are 0.02 (0.206) and

0.105 (0.103), respectively.

These results suggest that firms with higher systematic, unsystematic, financing and risk

adjusted return risks are more likely to disclose more about threlunisrily.

Ther esul ts are consistent with the researc

incentive theories and empirical research. Capital needs theory suggests that firms with
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higher risk exposure will disclose more risk informatiordér t reduce uncertainty
about cash fl ows, |l eading to a decrease il
suggests that managers of gk firms may have greater incentives to reduce agency

and monitoring costs by disclosing more voluimttoymation, thus reducing information
asymmetry. Similarly, signalling theory suggests that managers who manage risks
successfully will disclose more voluntary risk information to distinguish themselves from
those who do not. The results are also censistith previous empirical research

(Abraham and Cox, 200Wandemaele et al., 2009).

Neverthel ess, this chapterds empirical ev
total risk levels (high volatility of market returns) or lower levelsidityiqppear less

willing to provide voluntary risk information. One possible explanation, based on capital
needs theory, is that managers may consider that disclosing risk information impacts
negatively on their market reaction indicators (e.g., std@k returns). Those managers

may suspect the marketds ability to react
consistent with the theoretical arguments in Linsley and Shrives (2006) and with the
empirical findings in Marshall and Weetmar2(207). The researcher therefore accepts

H2, H4 and H5, rejectingH1, H6 (due to the direction of results) ad8 (due to

insignificant results).

The results generally, however, suggest that UK firms respond positively to their risk levels
when providig risk information in their annual report narratives. Disclosed risk

i nformation may <correct firmsd mar ket ri
disclosures by UK firms provides some support for the current UK approach of having
limited mandatoryegulation in this area, reinforced by professional (e.g., ICAEW)

recommendations. The evidence, however, also suggests that the extant UK regulatory
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regime allows stdptimal risk disclosure by some UK firms regarding certain (total and

liquidity) risks.

In terms of the control variables, the coefficients for aggregated (voluntary) risk disclosure
on SE, PE and GE are 0.170 (0.171), 0.028 (0.033) and 0.046 (0.055) at the 1%, 5% and
10% levels of significance, respectively. The directions of thesetsefiie positive on

SE and PE for both aggregated and voluntary disclosures, and negative on GE. The

coefficients on DE are insignificant.

These results are consistent with signalling theory, which suggests that managers in larger
and more profitabldrins have greater incentives, relative to smaller and less profitable
firms, to provide risk information in order to signal their greater ability to identify and
manage their risk to the market. The results for firm size are consistent with prior research
(Linsley and Shrives, 2006; Abraham and Cox, 2007). Firms veénniogys growth,
however, disclose significantly higher levels of voluntary risk information in their annual
report narratives. Managers could have incentives to reassure investoesragpauvtth

by providing reasons to justify the decline in their earnings growth and to suggest
prospective future earnings. Consideringelowings growth as bad news, which could be

a risk indicator, managers might voluntarily disclose more informatiamdtlegal costs
(stockholder lawsuits) and reputational costs (imposed costs by investors to compensate
firms holding bad news) (Skinner, 1994). This result is also consistent with the results
regarding the impact of variability of earnings (les8evétats) on firm incentives to

disclose more risk informatidl).
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Mandatory risk disclosure

As far as mandatory risk disclosure is concerned, the coefficients of mandatory risk
disclosure on RAR and FR are significant and positive at 5% andet¥veds@as shown

in Panel A of Table 7.4. The coefficient on LR is significant and negative at 1%. These
results are consistent with those for both aggregated and voluntary risk disclosures. Firm
size is the only control variable that influences maynddismiosure significantly and

positively.

This result may be rationalised on the basis that managers in large firms may exhibit
greater information asymmetry and may intend to reduce this by providing more risk
information in their annual reports. Rejpgr information is a costly decision, hence
managers of larger firms have a greater ability to collect and prepare information at a
lower cost relative to smaller firms (Verrecchia, 2001). These results therefore support
Dobl er ds ( 2 0 0 8njthat elven withia tegulated| regimes gnanagers still have

incentives to disclose more risk information.

In summary, the results show that risk levels do influence mandatory risk disclosure, albeit
at less significant levels than for aggregated and nyotisiktalisclosures. Based on these
findings, the researcher accéptsandH5 regarding mandatory disclosure, and rejects

the other hypotheses.

For the 2002008 period, the current study runs esestional OLS regression for each
disclosure type, asosvn in Panel A of Table 7.4, demonstrating that all three types of risk
information are significantly influenced by three main variablesdjusled return,
liquidity risk and firm size. The direction of this association is positive in relation to risk

adjusted return and firm size, while negatively related to liquidity risk. The significance of
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the other main or control variables differs subject to risk disclosure type and year. These
results are consistent with what was predicted and explorechbyglgadeOLS'. All the
regression models shown in Panel A of Table 7.4 are statistically significarit. (jp<0.01)
addition, all adjusted Rdicate that the explanatory power of the predictors (exploratory

variables) is acceptable.

In order to incorporat the crossectional and year effects, the Fixed Effect Model is
constructed to rexamine the association between risk disclosure level and risk level after

controlling for several firm characteristics. This is discussed in the followewisab

FEM regression

Panel B of Table 7.4 explains the association between the same variables involving industry
as a crossectional effect and/or year as a time series effect. Panel B shows the three
different risk disclosure types under three main conditicosporating, respectively,

industry, year and both industry and year as dummy variables.

Overall, inserting the dummy variables improves the significance levels of the coefficient
estimates for both risk types and control variables. The results @yasasent with the

OLS results. When the researcher controls forszogenal effects, however, mandatory

risk disclosure becomes more sensitive to risk level in terms of the impact of firm sector

on compliance with UK risk regulations.

4 |n 2008, the yeamost associated withe recent financial crisis, aggregated and voluntary risk disclosure
aresubstantially associated with firm size rathemtitiarother risk and control variabl&@he sameapplies

to mandatory risk disclosurgith one differencdirms with higher levels of unsystematic risk are more
likely tosignificantlyeveal lower lelseof mandatoryisk information.

25 Additionally, the Durbiwatsonregression diagnostic is used to examine the independence of each
regressi on mod e |-dogelatior).sThedaultsihdicatethat allrDsrbiAVatson values are
approximatly equal to two,hichisthe acceptablgenchmark.
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Consideringndustry and year increases the explanatory power of each regression model:
adjusted & are progressively incred8&mnsequently, the sensitivity of risk disclosure to

risk levels increases significantly. The main weaknesses of this model arelythat it on

permits the intercepts of FEM variables to vary across group or time rather than

predictorsd sl opes, and that it assumes

address these limitations, the current study implements the LMM, as discussed in the

following suksection.

26 Durbin-Watson values increase marginally under these three conditions (industry, year or both) for each
risk disclosure type. The value is around two once the impact of tireerf@lated errorsy iaccounted
for.
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Table 7.4: Regression analysis
Panel A: Pooled OLS and each year regression model

In/
De

ES
Intercepts ?
TR +
SR +
USR +
RAR -
FR +
LR -
SE +
PE +
GE +
DE +
D W

ARD
1.376%*
(0.000)

Q2%+
(0.000)

0.073%+
(0.000)

0.021
(0.497)

-0.029%
(0.034)

0.030%**
(0.002)

0.105***
(0.000)

0.170%*
(0.000)

0.028*
(0.067)

-0.046*
(0.067)

-0.011
(0.482)

1.744

ES

VRD
1.325%+*
(0.000)

-0.206***
(0.000)

0.079**
(0.001)

0.027
(0.395)

-0.022*
(0.100)

0.028***
(0.004)

0.103**
(0.000)

0.171%*
(0.000)

0.033**
(0.035)

-0.055*
(0.033)

-0.013
(0.407)

1.676

Pooled regressio

ES

MRD
407+
(0.005)

-0.105
(0.231)

0.059
(0.135)

0.0
(0.858)

-0.044%
(0.041)

0.044%+*
(0.004)

0.126**
(0.004)

0.176**
(0.000)

0.015
(0.541)

-0.054
(0.179)

0.003
(0.893)

2.048

2005
1.605%+*
(0.000)

-0.179
(0.161)

0.037
(0.551)

0.025
(0.695)

-0.0%*
(0.095)

0.024
(0.276)

0.168**
(0.003

0.172%+
(0.000)

0.038
(0.193)

-0.175%+
(0.001)

-0.013
(0.698)

1.709

ARD
2006 2007
1.543*** 1.262%**

(0.000) (0.000)

-0.190* -0.128
(0.076) (0.243)

0.001 0.054
(0.980) (0.266)

0.066 0.009
(0.255) (0.870)

-0.106%*  -0.057*
(0.000) (0.046)

0.033*  0.048**
(0.057) (0.005)

0.188***  0.144**
(0.010) (0.003)

0.152%*  0.165**
(0.000) (0.000)

0.041 0.036
(0.188) (0.256)

-0.010 0.052
(0.836) (0.329)

0.021 -0.043
(0.511) (0.184)

1.945 2.122

2008
1.29%%*
(0.000)

-0.001
(0.990)

0.043
(0.322)

-0.039
(0.515)

0.001
(0.950)

0.012
(0.514)

0.009
(0.866)

0.178%*
(0.000)

0.002
(0.937)

0.006
(0.898)

-0.009
(0.745)

1.903

2005
1.501%*
(0.000)

-0.147
(0.237)

0.014
(0.821)

-0.006
(0.919)

-0.071**
(0.032)

0.031
(0.148)

0.183%*
(0.001)

0.167%*
(0.000)

0.029
(0.304)

-0.16%*
(0.003)

-0.011
(0.737)

1.695

VRD

2006
1.490%*
(0.000)

-0.175*
(0.100)

0.005
(0.914)

0.093
(0.114)

-0.083**
(0.004)

0.023
(0.198)

0.105**
(0.04)

169*+
(0.000)

0.065**
(0.044)

0.047
(0.355)

0.012
(0.720)

1.932

2007
1.230%*
(0.000)

-0.110
(0.312)

0.053
(0.271)

0.016
(0.783)

-0.054*
(0.057)

0.045*
(0.008)

0.14%*
(0.004)

0.165%*
(0.000)

0.041
(0.188)

0.048
(0.358)

-0.044
(0.168)

2.065

2008
1.290%*
(0.000)

-0.018
(0.851)

0.053
(0.221)

-0.026
(0.666)

0.002
(0.911)

0.011
(0.519)

0.010
(0.850)

1730
(0.000)

0.004
(0.868)

0.001
(0.976)

-0.008
(0.753)

1.921

2005
0.969%*
(0.004)

-0.349
(0.134)

0.177
(0.120)

0.188
(0.105)

0.012
(0.847)

-0.004
(0.920)

0.092
(0.371)

0.186%*
(0.000)

0.096*
(0.072)

0.269%*
(0.007)

-0.011
(0.865)

1.967

MRD
2006
0.699***

(0.007)

-0.194
(0.250)

0.038
(0.578)

0.102
(0.264)

-0.136%+
(0.002)

0.081***
(0.003)

0.155*
(0.050)

0.15%**
(0.000)

-0.027
(0.587)

-0.024
(0.754)

0.057
(0.251)

2.202

2007
0.169
(0.466)

0.17
(0.301)

0.104
(0.148)

0.171%
(0.046)

-0.070*
(0.100)

0.087*+
(0.001)

0.221%
(0.003)

0.127*
(0.000)

-0.017
(0.712)

0.062
(0.432)

-0.036
(0.454)

2.099

2008
-0.163
(0.637)

0.183
(0.303)

-0.042
(0.607)

-0.197*
(0.078)

0.002
(0.953)

0.013
(0.698)

0.001
(0.988)

0.22%
(0.000)

-0.019
(0.688)

0.031
(0.707)

-0.011
(0.829)

1.871
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Adjusted 35.90 35.40 18.50 38.80 42.00 37.40 34.10 41.30 42.00 33.50 16.90 28.70 22.60 17.20
R2%
ANOVA 45.80*+* 45.10%** 20.40%** 13.62*** 15.76*** 13.85** 10.80*** 14.41%* 15.76*** 10.56*** 4.8*** 8.22%*  7.28%* 4 9%k
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Ob 804 804 804 192 205 216 191 192 205 191 192 205 216 191
Panel B: FEM

In/De ARD VRD MRD

ES Industry Dummy Year Industry and ES Industry Year Dummy  Industry ad Year Industry Dummy Year Dummy  Industry and Year
Dummy Year Dummies Dummy Dummies Dummies

Intercepts ? 1.397*** 1.341%* 1.33%* ? 1.345%** 1.248** 1.261*** 0.442%* 0.412%* 0.446***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.003) (0.004) (0.003)
TR + -0.2D9*** -0.098* -0.108**  + -0.216*** -0.091* -0.101* -0.113 -0.085 -0.093
(0.000) (0.062) (0.039) (0.000) (0.082) (0.052) (0.193) (0.343) (0.298)
SR + 0.073*** 0.042* 0.044*  + 0.079*** 0.043* 0.043* 0.07* 0.055 0.067*
(0.004) (0.074) (0.062) (0.003) (0.065) (0.068) (0.081) (0.165) (0.10)
USR + 0.027 0.008 0.014 + 0.032 0.011 0.017 -0.001 -0.01 -0.002
(0.386) (0.781) (0.633) (0.306) (0.698) (0.565) (.992) (0.84) (0.973)
RAR - -0.031** -0.045%* -0.048*** - -0.024* -0.041 %+ -0.044** -.049** -0.047** -0.052**
(0.021) (0.000) (0.000) (0.072) (0.001) (0.001) (0.024) (0.031) (0.017)
FR + 0.032*+** 0.03*** 0.031***  + 0.03*** 0.028*** 0.03*** 0.046*** 0.044*** 0.046***
(0.001) (0.001) (0.001) (0.002) (0.002) (0.001) (0.005) (0.003)
LR - 0.079%** 0.115%+* 0.087*** - 0.08*** 0.114%** 0.088*** 0.087* 0.129%** 0.09**
(0.005) (0.000) (0.001) (0.005) (0.000) (0.001) (0.056) (0.003) (0.048)
SE + 0.173%** 0.171%* 0.174**  + 0.175%+* 0.172%* 0.176*** 0.178** 0.176*** 0.178***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
PE + 0.028* 0.029** 0.029**  + 0.032** 0.033** 0.033** 0.015 0.017 0.017
(0.069) (0.045) (0.045) (0.036) (0.022) (0.022) (0.534) (0.488) (0.479)
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GE + -0.045*

(0.071)
DE + -0.016

(0.331)
Industryfixed effects include
Year-fixed effects exclude
D_W 1.734
Adjusted R% 36.9
ANOVA 37.1%**

(0.000)
Ob 804

-0.041%
(0.089)

-0.009
(0.534)
exclude
include
1.937
42.9
47.38***

(0.000)

804

-0.039*
(0.098)

-0.015
(0.31)
include
include
1.93
43.9
40.29***

(0.000)

804

+  -0.054*
(0.034)

+ -0.17
(0.298)
exclude
exclude

1.667

36.4

36.35%**

(0.000)

804

-0.047%
(0.048)

-0.011
(0.453)
include
include

1.925
447
50.99***

(0.000)

804

-0.046*
(0.05)

-0.017
(0.27)
include
include
1.92

45.7
43.188***

(0.000)

804

0.051
(0.201)

-0.005
(0.833)
include
exclude

2.042
20.3
16.77***

(0.000)

804

-0.056
(0.166)

0.004
(0.886)
exclude
include
2.053
18.4
15.86***

(0.000)

804

0.053
(0.188)

-0.006
(0.831)
include
include

2.047
20.3
13.74%**

(0.000)

804

Panel A provides pooled OLS regression for each level of risk disclosure type. *, **, *** indicate significancanalt @.01 ,0x@8pectively (all-taiked except when sign is not
Var i &7 é&ddiionaly D MWrnsithe Dushiassonaortest atiooreelatiorg anljgisteddin peroentdgashANOVA tests
for the validity of regression model, F values are given in parentheses and Ob is the number of observayieassfor firm

predicted or mixed).

Panel B providelSEM for each level of risk disclosure type. *, **, *** indicate significance at 0.1, 0.05 and 0.01, respecttedigd(akecam when sign is not predicted or
a r e or bathendustey el yearsis inserted,Ta W lisehe BWakaon toAtestdaitoriretation, | | vy,

mi xed). Variablesd defini

ti

ons

adjusted Rin percentages, ANOVA tests for the validity of regression model, F values are given in parentheses and Ob is thesawatienof o
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Linear mixed model (LMM)

Both firm risk and control variables are regressed on aggregated, voluntary and mandatory
risk disclosure using the LMM. The results are shown in Table 7.5 under two main models.
The first, baseline, model is used to evaluate the improvem#émtsseicond, full or
conditional, model, which incorporates all the variables. All coefficients in the two models

are assessed using the Wald test.

For both aggregated and voluntary risk disclosures, the baseline model indicates that with
95% level of cordence, the intercepts are different from zero for both types of risk
disclosure under the fixed eff@die random effect, however, indicates that the variances
of aggregated and voluntary risk disclosure are primarily within or between industries and
yeas. Overall, based on the Wald test and as reported in Table 7.5, the variances of the
aggregated and voluntary risk disclosure are significant within firms or between industries

and years.

To investigate these results further, the-atdss correlath coefficients (ICC) are
calculated, which explain the proportion of aggregated or voluntary risk disclosures caused
by variances within and between firms. The results indicate that 7.5% of the variation of
aggregated risk disclosure is caused by yndustryear; the remainder (92.5%) reflects
within firmsdéd variations. I n the case of
explained by industry and year. This confirms the importance of sector and time effects

and is consistent with generatlbsure studies (e.g., Beattie et al., 2004, 2008) as well as

21 The ICC for residual may be calculatestaaimnce of estimate resid@adfiance of estimate residual +
variance of estimate for industries and years). In order to get ICC for the random factor, reflecting the
effects of the crossectonal (industes) and time series (years), the current reipldys the denominator

by the variance of estimate for industries and years.
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with prior risk disclosure literature highlighting industry impact (e.g., Beretta and Bozzolan,

2004).

In order to identify factors which explain these aggregated and voluntary riskedisclosur
variations, the researcher runs the full, or conditional, model. Table 7.5 indicates that
aggregated and voluntary risk disclosures are significantly and positively influenced by
systematic risk, financing risk and-aijkisted returff While the 4statstics for
aggregated risk disclosure on these variables are 0.042, 0-0825nat values of

0.073, 0.000 and 0.003, respectively, the T test coefficients for voluntary risk disclosure on
these variables are 0.04, 0.03@&0d2, at palues of @87, 0.001 and 0.007, respectively.
Furthermore, the results suggest that higher variability in market returns or lower liquidity
have a significant negative impact on aggregated (voluntary) risk disclosure; hence, the
coefficients on these variables-ar&08 {0.105) and 0.086 (0.089), atlues of 0.035

(0.04) and 0.041 (0.017), respectively.

These results suggest that firms with higher systematic, financingaahalstestk return
risks are more likely to disclose more voluntary risk informaéhese results are
consistent with the theoretical and empirical arguments for the associations between risk

risk disclosures as explained in previous discussions.

% o assess thgoodnesof fit of this model, theprincipalrule isthat f the differences of2 Log
Likelihood(-2LL) decreas¢he full model is improveth order to examinguch improvementgatistically,
change chiquare should be conductédcordinglyif the difference between #2t L for the full andhe
baseline modeis greater than the value of tienge cksquare (the critical or enff point of the chi
square distribution), the modes fibn that basisthe full modeffor ARD, VRD and MRDindicates a
significant improvement.
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Table 7.5: LMM results of the impact of risk levels on ARD, VRD and MRD

In/De

Intercept
TR

SR

USR
RAR
FR
LR
SE
PE
GE
DE

1-Fixed effect
Intercept (F value)

2-Random effect
(1) Variance Estimate:
1 Residual
1 Intercept (industry/year)

(2) Wald z:
1 Residual
1 Intercept (industry/year)

Changes2 LL
(Change cksquare)

Ob

ARD
FM

ES BM

212227.6%**
(0.000)

0.037
0.003

18.868*+*
(0.000)
2.184**
(0.029)
406.78*
(0.000)

804

VRD
BM

1.39%k
(0.000)
-0.108*
(0.035)
0.043*
(0.073)
0.019
(0.497)
-0.045%+
(0.003)
0.032%+*
(0.000)
0.086**
(0.041)
0.172%
(0.000)
0.028**
(0.045)
-0.030
(0.215)
-0.014
(0.328)

16464.5%*

(0.000)

0.037

0.004

18.866%+

(0.000)

2.295%*

(0.022)

408.7%+

(0.000)

804

FM

MRD
BM FM

1.34%% 0.39%**
(0.000) (0.006)
-.105%* -0.0873
(0.04) (0.313)
0.04* 0.0548
(0.087) (0.165)
0.021 -0.0029
(0449) (0.952)
-0.042%*x -0.045%*
(0.007) (0.039)
0.03*** 0.045%
(0.001) (0.003)
0.089** 0.1032
(0.017) (0.135)
0.174%* 0.178%
(0.000) (0.000)
0.033** 0.0133
(0.019) (0.582)
-0.040* -.040
(0.098) (0.304)
-0.015 -0.001
(0.293) (0.997)

20268.4%**

(0.000)

0.083

0.000

20.05%*

(0.000)

0.230%*

(0.040)

258.24%**

(0.000)

804

This table provides LMM for each type of risk disclosure. *, **, *** indicate significance aa@d 00Q5

respectively (all otea i | e d
in Table 7.2. This table contains four main parts. The first gives the coefficients of each parameter using T
test. The second pars @ e s s e s
examines the intercept of the baseline model using F test, and the random effect, which additionally provides

except

when

t he overal l

sign

i s not

model &s

predicted

parameters

the ICC between the residual and intercept, using the Wedtl Zhe third appraises the moddl] is
implemented and change-shuare is used to test such significance statistically. The fourth gives the number

of observations (Ob). T, F, Wald Z and changsqelare values are given in parentheses.
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In the case of mandatory risk disclosure, Table 7.5 shows that the baseline model indicates
the intercept as being significantly different from zero. Variances of the intercept within
and between industries and years are significant. The ICC, however, shallvs that
variations of mandatory risk disclosure reflect variance within firms rather than across
industries or years. The conditional model indicates that mandatory risk disclosure is
significantly and positively influenced byatjlusted return and finanginisk. Firm size

is the only control variable that statistically and positively affects the information the firms

provide mandatorily.

In summary, this chapter concludes that the relations of both aggregated and voluntary
risk disclosure with both independent and control variables are very similar under these
three models. However, the corresponding relations in the case of mandatory risk differ
slightly with each model. Table 7.6 presents a summary of the results of the main

hypotheses under each model.
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Table 7.6: Summary of hypotheses tests

Risk reporting studiey ES | Hypotheses Regression models
ARD | VRD | MRD Pooled OLS FEM LMM
ARD | VRD | MR | ARD | VRD | MR | AR | VRD | MR
D D D D
+ - - | ? + H1 Total risk A A R A A R A A R
- | H- |7 + H2 Systematic risk | A A R A A A A A R
3 + + + + + + + + +
? ? ? + % H3 Unsystematic ris|l R R R R R R R R R
s + + + + + + + + +
? ? ? + = | H4 Riskadjusted A A A A A A A A A
< return + + + + + + + + +
+ - +H- | ? + | 2ms Financing risk A A A A A A A A A
< + + + + + + + + +
? #- [+~ |+ | €[H6 | Liquidity risk A A A A A A |A A R
H- |- |+ + 2 Size effect A A A A A A A A A
= + + + + + + + + +
? ? ? + | -2 [ Prdfitability effect A A R |A A R |A |A R
g + + + + + + + + +
? ? ? + S Growth effect A A R A A R R A R
*E - - - - - - - - -
? ? ? + | 8| Dividends effect R R R R R R R R R

ARD, VRD and MRD are aggregated, voluntary and mandatory risk dis&loseass acceptance that
there is significant association, R means rejection that there is significant association, + means positive
direction,- means negative direction,-+heans mixed result from prior research, and ? means no prior

research, to the hes of t he researcher 0s knowl edge, has
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7.3.3. Further analysis

Corporate Governance (CG) effects

As previously discussed in Section 4.3.3 based on agency theory and relevant prior
research, several proxies can be utiliserntfy the impact of CG on risk disclosure.
Specifically, these proxies are board size (BZ), proportion @xewaive directors

(PNED), proportion of independent nemecutive directors (PINED) and chief

executive officer (CEO) duatity

Table 7.7ndicates the effect of these corporate governance variables on aggregated,
voluntary and mandatory disclosure. The researcher finds that firms with high PINED;
PNED and large BZ are more likely to disclose significantly higher levels of voluntary risk
information, at pralues of 0.006, 0.086 and 0.000, respectively. Mandatory risk disclosure
is influenced significantly by BZ, at-eajue of 0.000. Table 7.7 indicates that CEO

duality affects neither voluntary nor mandatory disclosure significantly.

29 These variables are manually collected from the BoardEx databathe g@eriod 2008008. The
descriptive statistics (not tabulated) indicate that 1035 (88.2%) of 1@&@rfrare not characterised by

CEO duality. In these 1069 fiymars, there are 13,666 directors, 1489 EDs (approximately 11%) and 12,177
NEDs (appoximately 89%). Of these NEDs, 9443 (77.6%) may be described as indepkadent
correlation matrix indicates significant and positive (negative) impact of BZ (PNED) on voluntary and
mandatory disclosures atvgdue 0.000 (0.049). Pearson correlationicieef§, however, document
insignificant differences (associations) between firms in terms of CEO duality (PINED) relative to (and)
voluntary and mandatory risk disclosure. Pearson coefficients indicate potertd@linealtity between

ED and NED (0.98 at pvalue 0.000) and this is confirmed by VIF (15.8). ED is excluded, therefore, from
LMM.
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Table 7.7: LMM results of the impact of risk levels on ARD, VRD and MRD after
considering CG effects

In/De

Intercept

TR

SR

USR

RAR

FR

LR

SE

PE
GE

DE

BZ

PNED

PINED
CEO duality
1-Fixed effect

Intercept (F value)
2-Random effect

(1) Variance Estimate:

1 Residual

1 Intercept (industry/year)

(2) Wald z:
1 Residual

1 Intercept (industry/year)

Changes2 LL
(Change cksquare)
Ob

ES

ARD
BM FM

12,288+
(0.000)

-0.120*
(0090)

0.955*
(0.024)

6.420
(0.720)
-0.825**
(0.024)

0.049%*
(0.003)

0.486%*
(0.004)

0.123%**
(0.000)

0.048
(0.420)

-0.026
(0.442)

-0.038
(0277)
0.327%
(0.000)

0.168%*
(0.006)

0.046*
(0.086)
-0.042
(0.914)

19853, 7+
(0.000)

0.024
0.004

16.599%+*
(0.000)

2. 19
(0.032)
155.26%+*
(0.000)
795

VRD
BM FM

-2.527H*
(0.000)

-0.116*
(0.100)

0.910**
(0.031)

8.480
(0.642)
-0.856**
(0.018)

0.047%
(0.004)

0.498%*
(0.003)

0.123%**
(0.000)

0.061
(0.808)

-0.005
(0.479)

-0.035
(0.316)
0.324%**
(0.000)

0.160%
(0.009)

0.044*
(0.096)

-.051
(0.903)

15082.01%**
(0.000)

0.025
0.006

16.664***
(0.000)
2.288*
(0.022)
172.11%%
(0.000)
795

MRD
BM

20268.4*+
(0.000)

0.073
0.002

16.703%**
(0.000)
0.932
(0.351)
148.90%+*
(0.000)
795

FM

1.31%
(0.037)

-0.091
(0.442)

1.054
(0.132)

-1.446
(0.700)
-0.957
(0.126)

0.062**
(0.030)

0.533
(0.186)

0.121 %+
(0.000)

0.064
(0.884)

0.003
(0.875)

-0.037
(0.530)
0.320%**
(0.001)

0.196
(0.066)

0.064
(0.160)
-0.061
(0.943)

The table provides LMM for each type of risk disclosure after including CG effects. *, **, *** indicate
significance at 0.1, 0.05 and 0.01, respectively {@ilexhexcept when sign is not predicted or mixed).

Vari abl esod
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the esdmie ras in iTable §.2. énraddition, CG variables appear; specifically, BZ,



measured by the natural logarithm of the total number of board directors, PNED, expressing the proportion

of nonexecutives, PINED, expressing the proportion of independeskacutives relative to the BZ, and

CEO as a dummy variable with a value of 1 if the chief executive officer is also chairman of the board of
directors and a value of 0 otherwise. This table contains four main parts. The first gives the coefficients of
eachpar ameter wusing T test. The second part assesse
effect model, which statistically examines the intercept of the baseline model using F test, and the random
effect model, which additionally provides @@ between the residual and intercept, using Wald Z test. The

third appraises the mode2LL is implemented and changesthiare is used to test such significance
statistically. The fourth gives the number of observations (Ob). T, F, Wald Z, andhésgngeecvalues

are given in parentheses.

The main consideration of corporate gover
conclusions about the extent to which firm risk levels motivate firms to provide voluntary

and mandatory risk disclosunaffiected.

High - and lowrisk firms

LMM for the same variables was run after discriminating betweemdigwrisk firms.
Beta is used to highlight such different.i

firm will be classified as higlow-) risk.

Firstly, Table 7.8 indicates that the results fosrisiglirms, in terms of aggregated and
voluntary risk disclosure, are the same as the LMM for the entire sample. Firm size is the
only control variable that (significantly and positinfliygnces voluntary disclosure. Firm

size and firm profitability are the only control variables that (significantly and positively)

influence mandatory risk disclosure.

Secondly, the results for lask firms indicate that aggregated and voluntary risk
disclosures are associated negatively with total and liquidity risks and positively with risk
adjusted return. Mandatory risk disclosure is not associated with risk levels but is

significantly and positively influenced by size and profitability.
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To conclide, the results suggest that -nigf firms appear more likely to disclose both

mandatory and voluntary risk information relative to their risk levels tesk fnmns.
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Table 7.8: LMM results for leand highrisk firms of the impact of risk levets ARD, VRD and MRD
In/De ES Lowsrisk firms High-risk firms
ARD VRD MRD ARD VRD MRD
BM FM BM FM BM FM BM FM BM FM BM FM
Intercept ? 1467+ 1.430%* 0.3299* 1.254%* 1.71% 0.453**
(0.000) (0.000) (0.079) (0.000) (0.000) (0.039)
TR + -, 183% - 176%* -0.162 -0.100 -0.113 -0.012
(0.008) (0.011) (0.170) (0.231) (0.173) (0.931)
SR + -0.004 -0.014 0.050 0.151* .158** 0.161
(0.882) (0.638) (0.844) (0.047) (0.035) (0.203)
USR + -0.043 -0.005 0.021 0.0061 0.015 0.044
(0.988) (0.886) (0.753) (0.885) (0.709) (0.534)
RAR - -0.437*** -0.046*** -0.028 -0.031 -0.018 -0.051
(0.006) (0.004) (0.288) (0.238) (0.508) (0.135)
FR + 0.007 0.0098 0.003 0.060*** 0.055%** 0.085***
(0.530) (0.423) (0.846) (0.000) (0.000) (0.000)
LR - 0.099* 0.105** 0.078 0.096** 0.087** 0.130**
(0.064) (0.032) (0.424) (0.021) (0.034) (0.052)
SE + 0.164*** 0.161%** 0.191%** 0.176%** 0.183*** 0.159%+*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
PE + 0.041** 0.035* 0.080** 0.004 0.022 -0.073**
(0.023) (0.052) (0.011) (0.832) (0.337) (0.052)
GE + -0.072** -0.072** -0.073 -0.010 -0.025 -0.025
(0.029) (0.031) (0.186) (0.750) (0.445) (0.656)
DE + -0.021 -0.024 0.008 -0007 -0.014 0.0142
(0.262) (0.201) (0.793) (0.765) (0.568) (0.710)
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1-Fixed effect
Intercept (F value)

2-Random effect
(1) Variance Estimate:

1 Residual
1 Intercept (industry/year)

(2) Wald z:
1 Residual
1 Intercept (industry/year)

15773.4%+
(0.000)

0.037
0.004

16.72%+
(0.000)
2.04%
(0.041)

201***

(0.000)

575

12488.280**
(0.000)

0.0388
0.005

16.722%+
(0.000)
2.136*
(0.033)

2 16***

(0.000)

575

4936.18**
(0.000)

0.079
0.002

14.393%**
(0.000)
1.311
(0.190)

117.5%**

(0.000)

575

19487 4%+
(0.000)

0.037
0.003

16.471%+
(0.000)
2.017**
(0.044)

90.4***

(0.000)

557

1518.282++*
(0.000)

0.037
0.004
16.468*+
(0.000)

2.195**
(0.028)

91.8%**

(0.000)

557

9165B.162+*
(0.000)

0.082
0.000

13.565%**
(0.000)

78***

(0.000)

557

The tablegorovides LMM for each type of risk disclosure under botratahhigkrisk firms. *, **, *** indicate significance at 0.1, 0.05 and 0.01, respectiveNafdtameept
riable &.2. This talla comtaanb foue main patts. The first giveotimecoeificients of dneh paraameter using

Changes? LL

(Change ckgéquare)

Ob
when sign is
T test. The

not predicted
assesses

second

part

or

t he

over al |l

mo d ed tifednterept of theawirne medel wsing A tgst, &nd t h

the random effect model, which additionally provides the ICC between residual and intercept, using Wald Z test. rarseshing appdeBLL is implemented and change
chisquare is used to test such significanceistdliisThe fourth gives the number of observations (Ob). T, F, Wald Z and chsagarehialues are given in parentheses.
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Sensitivity analysis

To examine the extent to which the results are sensitive to using different models, the FEM
regresion was run for higtand lowrisk firms respectively for aggregated, voluntary and
mandatory risk disclosure. The results (not tabulated), compared with the results obtained
for aggregated, voluntary and mandatory risk disclosure, give identictar riesutisk

firms and very similar results for higgk firms.

7.4. Concluding remarks

This chapter empirically investigates the main incentives for aggregated, voluntary and
mandatory risk disclosure, and is the first to comprehensively invdstigaiation
between these three types of disclosure and risk levels for a large sample of the UK all

share index over an extended time period using automated content analysis.

This chapter examines the extent to which different firm risk levels (tatakly,
systematic, unsystematic, -adjusted return, financing and liquidity risks) influence
corporate risk reporting. The results demonstrate that both aggregated and voluntary risk
disclosures are significantly and positively associated wattusigd return and both
systematic and financing risks. These res.
theories, suggesting that managers are motivated to provide higher levels of risk
information voluntarily to reduce both information asymraettyagency costs, and some

prior empirical literature (e.g., Abraham and Cox, 2007; Kothari et al., 2009).

The results also exhibit, however, significant negative associations between aggregated and

voluntary risk disclosures and total and liquidity, ssiggesting that firms with higher
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total risk or lower liquidity levels are less likely to provide risk information in their annual
report narratives. Whilst this result conflicts with prior theory, it is consistent with some

empirical literature (e larshall and Weetman, 2002, 2007).

This chapter also finds significant and positive associations between aggregated and
voluntary risk reporting and firm size and profitability. These results are consistent both
with agency theory and prior empiricaaesh (e.g., Linsley and Shrives, 2006; Abraham
and Cox, 2007). There is a significant negative association between these two risk

disclosure types and firm growth.

In contrast with both aggregated and voluntary risk disclosures, mandatory risk disclosure
is found to be unrelated to firm risk levels. The results suggest that mandatory risk

disclosure is significantly and positively responsive to firm size.

Methodologically, the results are reinforced by the use of three different regression models,
namegy, OLS, FEM and LMM. The study is the first to use LMM to examine these
relations, in order to overcome the problems resulting from reliance on the more common
OLS and FEM approaches. Under LMM, the associations between risk disclosure levels
and risk leus are explored by combining cresstional and time series effects. Most
importantly, this method considers the residuals dependency problem, which has been
largely neglected in markesed accounting research (e.g. Bernard, 1987; Gow et al.,

2010).

These results have implications for the regulation of risk reporting, particularly within the
UK. In general terms, they reinforce support for encouraging (by means- of non

mandatory initiatives such as those of the ICAEW) UK firms to provide risk informatio
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voluntarily rather than mandatorily. The evidence, however, also signals that firms may
provide less risk information than what would constitute an appropriate response to their
underlying risk levels. The study also provides the first evidence aprthahithe

variability of aggregated and voluntary risk disclosure of UK firms is associated with the

variability of firm risk.

This chapter has some limitations. Further research may deal with these by extending the
present research design. Additionagbies might be applied to the study of therigkk

disclosure relations, which are the focus of the present chapter. Such variables might focus
on both finance (e.g., listing status, dual listing and capital structure) and corporate
governance (e.g.wpoership structure; internal and external audit characteristics). Risk
disclosure may be measured on the basis of sources other than annual reports (e.g.,
financial releases, financial newspapers; see e.g., Kothari et al., 2009). Further research
might ale usefully explore risk reporting incentives across countries which are subject to
differing regulatory regimes (as discussed in Section 2.5). This will be investigated in the

following two chapters.
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Chapter Eight: Empirical Evidence @): Within-country Evidence

Do risk level variations drive mandatory and voluntary risk reporting variations
within and between firms? Evidence from the USA, the UK and Germany

8.1. Overview

This chapter contributes to rigdporting research by using repeated measures multilevel
analysis and computmased content analysis to examine the main incentives for
mandatory and voluntary risk reporting (MRR and VRR) within and between firms in the
USA, the UK and Germany. This dea@ddresses two major questions; the first concerns
the extent to which firm risk levels explain MRR and VRR variations within and between
firms in the three countries. The second concerns the extent to which specific categories

of risk influence MRR aMRR in each country.

The results show that incorporating firm risk levels with other firm characteristics
i mproves the model sd ability to express

variations within and between firms in each country.

The resultseport that US firms characterised by high volatile market returns, systematic
risk, high liquidity risk, large size, low profitability and high growth exhibit significantly
higher levels of MRR in their-Karratives. US firms characterised by lovdiiguarge

size and low profitability, however, are more likely to exhibit significantly higher levels of

VRR.
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In the case of the UK, the results show that MRR is dominated significantly and positively
by firm size rather than by risk levels. By wagprdfast, however, UK firms characterised
by high systematic risk, low liquidity risk, large size and high profitability are more

motivated to disclose significantly higher levels of VRR in their annual report narratives.

Finally, the results documenttthath MRR and VRR by German firms are sensitive to

risk levels. Specifically, firms characterised by lower market returns volatility, higher
systematic risk, lower liquidity risk and larger size are more likely to disclose higher levels
of MRR in their amual report narratives. German firms, however, which are characterised
by lower volatility, lower unsystematic risk, higher systematic risk, higher financing risk and

larger size, have incentives for disclosing significantly higher levels of VRR.

These esults suggest that, in the US, MRR is more sensitive to firm risk levels (total,
systematic and liquidity risks) than VRR, which is more correlated to other firm
characteristics. The UK results suggest that VRR is more sensitive to firm risk levels
(systenatic and liquidity risks) than MRR, which is dominated by firm size, among other
firm characteristics. In Germany, however, both MRR and VRR are significantly related to
risk levels (total, systematicsystematic, financing and liquidity risks). Tiesséis have

many implications and support the respective regulatory approach adopted within each

country.

The remainder of the chapter is organised as follows. The following section explains the
research methods, including data collection and saieolgos, the measurement and
description of variables and the empirical model. The results are discussed in Section 8.3.
Section 8.4 provides conclusions, discusses limitations and suggests areas for future

research.
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8.2. Method

8.2.1. Data collection ath sample selection

The main detailed criteria used to identi
introduced in the methodology chapter (Chapter Five). Hence, these criteria yield a list of
320, 339 and 219 US, UK and German firms, respecthelsesearcher collects annual

reports for the UK and German firms from either Thomson One Banker or the
companyo6s web s-Kdfom thaWSdirms fwoimlhistaritak SEC BDGAR.

All these collections are for financial years ending within theé p@rinine 2005 to 30

June 2010. All annual reports are converted to text files so as to be readable by Nudist 6.
Consequently, the total size of the sample is 1270, 1410 and 19€&réirfior the USA,

the UK and Germany, respectively.

8.2.2. VariablesMeasurement and description

This chapter uses firm characteristics variables that are defined in Table 5.3.

8.2.3. Empirical model

Repeated measures multilevel analysis is utilised to associate firm risk levels and other firm
characteristics with vdioms in MRR and VRR within each firm over a repeated period of

time from 2005 to 2009, which expresses level 1, and between each firm to another, which
expresses level 2 (in the UK, the USA and Germany between 2005 and 2009). In level 1,
variations in MRRNd VRR are measured within each firm over 2005 to 2009 in the USA,

the UK and Germany, as in the following equation

RR = bOi +49% +2bZ ti-I

8.1)
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Where RR is risk reporting (MRR and VRR) ofifimyeat; Il , is the intercept of firm

A &ndA, are the slopes of tinvarying variables with fifnZ, and Z2 are both linear and
quadratic components of time of firmt timet during 2005 to 2009, which are the main
parameters at level 1 (shown under the null Model), each of which is given according to
polynomial curves. Coding time is essential deteisto be consistent with the main
reqguirements of these curves. Most 1 mport

interpretation®

In level 2, the variations in MRR and VRR amongst all US, UK ara Gerrh i yares ( A
measured through explanatory variables th¢

and other characteristics (control variables, shown under Model 2), as in the following

equation.
Qr Qo

bpi: QO +a r(p(ﬂqi +a oq&ﬂqi ri
q=1 q 4

(8.2)
Where Xfl;is firmlevel analysis of specific characteristics of, fivirich is aunction of
firm risk levels (namely, total, systematic, unsystematic, financing and liquidity risks) and
ot her control variables (namely, aandir mébs

A, represent the effect of fifavel characteristicsf{X) on both linear and quadratic

components of time of ¢isthewtahdard earoreffimat MRR

timet between 2005 to 2009.

¥The interpretation of the model 6s intercept depe
analysis. For instance, if the time in yearly inteomlmencing from 0 is coded, then the intercept is

called a true or an initial trajectory of VRR or MRR of ifahtountryj at time poinO. Therefore, the
intercept serves as a baseline to appr situiaskoes t he su
in which the intercept can stand for the middle or the end status if the middle or the end year is considered.
Hox (2010) argues thatding time as such appropriates the repeated madspoémomial curvethat

can identify changes withimdebetween firms by estimating the standard linear modelling procedures
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These two equations can be aggregated in the following equation:

o Qo
RRI :boi +‘§)% +2bZi ai- rq Mg’ a+1 oq )(ﬁ ti 'ﬁl’i
gq=1 q=

(8.3)

All the variables in equation (8.3) have the same definitions as in equation (8. 1) and
equation (8. 2)tisesent i al to consider @garlevel2((istr uct u
all the above equatiorihe error or the residual of level 1 is the variability between the
estimated and the actual values of MRR/VRR within firms over time. If the data under
analysis have a common trend towards rising or declining between two points in time, as is
common in time series data, the AR (1) or the first order autoregressive structure with
homogenous variance will be the most appropriate form for structuringethisdess er r or
(Heck et al., 2010). AR (1) admits, as an underlying assumption, that there is a correlation
between residuals which will be stronger in successive tharsutgessive points in

time3! The error structure of level 2),(however, can be exjily reflected through

random effect at that level, which, in turn, might corgagtom intercept, random linear

slope and covariance between the intercept and the linear slope.

8.3. Empirical results
8.3.1. Primary results
Figure 8.1 gives the devel@ms on average of MRR, VRR, and maakelt accounting

risk measures (volatility, beta and volatility of standard error of CAPM; leverage and

31 There are other forms of errors structure (e.g., the scale identity and the first order autoregressive moving
average structure (ARMA)). For more details see Heck et al., 2010.
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current ratio, respectively) in each country. The figure shows that, on average, the US firms
tend to provide higer levels of MRR than VRR between 2005 and 2009 by approximately
60 mandated statements of risk disclosure on average. Conversely, the UK and German
firms, on average, provided higher levels of VRR than MRR between 2005 and 2009 by
around 280 and 100 maied statements, respectively. Furthermore, over this period, both
USR and LR were more stable. Other risks (namely, TR, SR and FR), however, fluctuated

on average between 2005 and 2009.

Consistent with these conclusions, Panels A, B and C of TablpoB&. Mescriptive
statistics of main variables in the USA, the UK and Germany, respectively. Panel A
indicates that US firms exhibit, on average, 16% more MRR than VRR. The fluctuations in
MRR, as indicated from standard division among the US firms,réhexefodouble of
those VRR. Panel B indicates that UK firms disclose, on average, 86% more VRR than
MRR. This is similar to German firms, which disclose; on average, more VRR than they do
MRR by 50%, as is shown in Panel C. Consequently, among the G&raad firms,

the fluctuations in VRR are higher than those in MRR.

US firms exhibit the highest level, on average, of MRR compared with the disclosures
revealed by UK and Ger man fir ms. UusS fir ms
and 53% more than tider man f i r msd®é MRR. I n contrast,
their VRR more than US firms, and 9% more than German firms. These results suggest
that in all these three distinctive approaches to risk reporting, managers have incentives to
explain more abouheir risks by providing more risk information voluntarily, along with
exhibiting high levels of compliance with risk reporting regulations. One main reason
might be that managers are compromising voluntary with mandatory risk reporting to

optimise theirrisk reporting levels. Among other variables, these panels report that
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leverage, as a proxy for financing risk, is the highest fluctuating variable in the UK,

Germany and the USA.

Identifying the extent to which there is significant association beaskgmi of our

variables, Panel A, Panel B and Panel C of Table 8.2 report Pearson coefficients in the
USA, the UK and Germany, respectively. The results reveal the significant associations
between MRR and VRR in each of these countries, indicatingntisathfit reveal
mandated risk disclosure have the incentive to voluntarily disclose information about their
risks in these countries; all theajues are 0.000. These results also indicate that the
automated method for scoring firm disclosure in eactirgas valid. Consistent with

prior research, the coefficients of MRR and VRR as dependent variables on the one hand,
and other variables such as firm risk levels and control variables as explanatory variables,
on the other hand, indicate significanticgls, with pvalues of 0.000 for most of these

variables.

The consistency of the coefficients on MRR and VRR as dependent variables, on the one
hand, and a firmbds risk |l evels and contro
hand, with prior igearch indicates validity of the automated method for scoring risk

reporting in each country, as was argued in Chapter Five.

In the following sections, the current study statistically examines the extent to which

MRR and VRR within and between fiimghese countries can be attributed to firm risk

levels.
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Figure 8.1: The average of firm risk reporting and firm risk levels in the USA, the UK and

Germany
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This figure explains the mean of firmsd RRL sk
Additionally, the figure explains the mearisk of

measures, which are volatility, beta and volatility of standard error of CAPM as proxies of TR, SR and USR,
respectively, and accountiirgk meaures, which are current ratio and leverage as proxies of LR and FR,
respectively. All these variables are defined in previous tables. To accurately identify the main trends in these

variables, all these var i ahb WithaitBanydranafdérreasion.é&Speeificdlya s ed o
a firmdés risk reporting levels (MRR and VRR) are n
firmbés ri sk | ev eiiskmeasuees thataaesvolatiligydetdand volatilitykdattasrror

of CAPM, and by accountinigk measures that are current ratio and leverage.
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Table 8.1: Descriptive Statistics

Panel A: USA
Mean Standard 25% Median 75% N
division
MRR 236.7 147.573 143.000 225.000 310.750 1392
VRR 197.23 74245 150.25 191.00 235.00 1392
TR 0.544 0.208 0.379 0.519 0.676 1361
SR 1.151 0.790 0.641 1.085 1.585 1358
USR 0.029 0.013 0.020 0.027 0.037 1379
FR 28.182 121.832 0.000 4.74 41.80 1368
LR 3.711 4.366 1.560 2.430 4.350 1375
SE 5.328 0.730 4,829 5.237 5.696 1331
PE -13.958 127.583 -14.207 5.450 15.592 1308
GE -0.265 6.754 -0.029 0.079 0.184 1341
DE 4611 14.030 0.000 3.56 5.821 1261
Panel B: UK
Mean Standard 25% Median 75% N
division
MRR 33.590 21.492 18.00 28.00 43.00 1400
VRR 242.33 122.11 160.00 225.00 29.00 1398
TR 0.344 0.156 0.242 0.308 0.388 1432
SR 1.127 0.868 0.680 1.000 1.400 1431
USR 0.018 0.009 0.010 0.020 0.020 1447
FR 71.199 158.55 10.640 51.640 104.365 1441
LR 1.582 1.840 0.900 1.280 1.710 1431
SE 6.122 0.720 5.575 6.019 6.607 1420
PE 26.908 91.542 7.995 17.310 27.865 1381
GE -0.213 1.360 -0.186 0.131 0.289 1408
DE 38.338 24.045 23.120 40.080 53.340 1203
Panel C: Germany
Mean Standard 25% Median 75% N
division
MRR 110.16 81.498 51.00 96.00 156.00 932
VRR 221.86 135.598 140.00 18800 268.00 931
TR 0.439 0.180 0.309 0.407 0.531 1008
SR 0.783 0.522 0.448 0.749 1.077 1008
USR 0.021 0.015 0.014 0.018 0.025 1025
FR 67.985 133.070 5.575 33.370 84.480 1013
LR 2.128 1.691 1.190 1.710 2.360 1006
SE 5.675 0.995 4,932 5.465 6.240 1020
PE 8.144 38.139 3.932 10.985 18.997 1002
GE -0.035 1.130 -0.030 0.0546 0.123 1019
DE 26.790 27.139 0.000 25.935 44.540 936

This table provides descriptive statistics for all variables, which have the same definitions as Al Table 5.3.
statisticalmsaur es ar e cal cul ated based on these variabl es
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Table 8.2: Correlation matrix (Pearson)

Panel A: USA

VRR TR SR USR FR LR SE PE GE DE
MRR 0.300%**  0.142** (0.249** (0.071** -.0600** 0.136*** 0.076*** -0.233** (.147** -0.192%**
(0.000) (0.000) (0.000) (0.008) (0.027) (0.000) (0.000) (0.000) (0.000)  (0.000)
VRR 0.134***  (0.179** (0.047* -0.069**  -0.071** (.191** -0.241** (0.010 -0.156%**
(0.000)  (0.000)  (0.08) (0.011)  (0.009)  (0.000)  (0.000)  (0.712)  (0.000)
TR 0.390***  0.294*+* -0.146%** 0.096*** -0.412*** -0.350*** -0.009 -0.364%**
(0.000) (0.000) (0.000) (0.000) (0.000)  (0.000) (0749) (0.000)
SR 0.139***  -0.110*** 0.080** 0.090*** -0.240*** -0.030 -0.195%**
(0.000)  (0.000)  (0.003) (0.00} (0.000) (0.268)  (0.000)
USR -0.017 0.052* -0.266*** -0.368*** -0.086*** -0.224%**
(0.521)  (0.055)  (0.000)  (0.000) (0.002)  (0.000)
FR -345%*  0.168** 0.002 -0.029 0.093***
(0.000) (0.000) (0.955) (0.282)  (0.001)
LR -0.164*** -0.141** -0.005 -0.129%**
(0.000) (0.000)  (0.844)  (0.000)
SE 0.263***  (0.052* 0.211%*
(0.000)  (0.060)  (0.000)
PE 0.208***  (0.341%**
(0.000)  (0.000)
GE -0.009
(0.746)

Panel B: UK

VRR TR SR USR FR LR SE PE GE DE
MRR 0.653**  -0.137**  0.029 -0.132** (0.192*** -0.090*** 0.516*** 0.026 -0.007 0.133%**
(0.000) (0.000) (0.284)  (0.000) (0.000)  (0.000)  (0.000) (0.348) (0.783)  (0.000)
VRR -0.142**  0.064**  -0.096** 0.188*** -0.074** (.565*** (0.047* -0.24 0.058**
(0.000) (0.018)  (0.000)  (0.000)  (0.006)  (0.000) (0.086) (0.386)  (0.047)
TR 0.548***  (0.325*%** .0Q.212%* (.152%* -0.293*** .0.246%* (.234%** _0.347***
(0.000) (0.000) (0.000)  (0.000)  (0.000)  (0.000) (0.000) (0.000)
SR 0.186*** -0.043 0.090***  0.002 -0.139%** (0.070***  -0.206%**
(0.000) (0.106)  (0.000)  (0.928)  (0.000)  (0.000)  (0.000)
USR -0.170*** (0.158**  -0.214** -0.243*** -0.007 -0.179***
(0.000) (0.000) (0.000) (0.000) (0.786)  (0.000)
FR -0.315*** 0.367***  0.60** -0.055**  0.127**=
(0.000)  (0.000) (0.026)  (0.039)  (0.000)
LR -0.226*** -0.088*** (0.081*** -0.136%**
(0.000) (0.001)  (0.002)  (0.000)
SE 0.073** -0.011 0.157%**
(0.007)  (0.688)  (0.000)
PE 0.048 0.140%**
(0.079)  (0.000)
GE -0.127%**
(0.000)
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Panel C: Germany

MRR 0.537%*  -0.197** 0.224** -0.140  0.247** -0.225** 0.351* -0.023 -0.167"* 0.099%*
(0.000)  (0.000)  (0.000) (0.000) (0.000) (0.000) (0.000) (0.480)  (0.000)  (0.004)
VRR 0.277%*% 012 -0.195%* 0.304** -0.228** 0.383** 0.026 -0.042  0.144%
(0.000)  (0.000) (0.000) (0.000) (0.000) (0.000) (0.433)  (0.200)  (0.000)
TR 0.480%*  0.349** -0.202%* 0.140%* -0.247** -0.121%* 0.037  -0.384***
(0.000)  (0.000)  (0.000) (0.000) (0.000) (0.000)  (0.246)  (0.000)
SR 0.081** -0.085* 0.009  0.076** -0.058*  -0.008  0.090%**
(0.010) (0.066) (0.778) (0.016) (0.070)  (0.792)  (0.006)
USR -0.045  0.117%* -0.236** -0.220%* -0.054*  -0.302%**
(0.155)  (0.000)  (0.000) (0.000)  (0.083)  (0.000)

FR -0644%*  0.394*** -0.022 -0.119%* -0.012
(0.000)  (0.000) (0.492)  (0.000)  (0.710)

LR -0.307** -0.045*  0.048  0.015
(0.000) (0.089)  (0.131)  (0.650)
SE 0.111%*  -0.049  0.132%*
(0.000)  (0.118)  (0.000)

PE 0.326%*  0.369**
(0.000)  (0.009

GE 0.009
(0.788)

This table shows the correlation analysis between risk reporting and all firm characteristics using Pearson
coefficients; the-palues are given in parentheses. *, **, *** gre significant at 0.1, 0.05 and 0.01, respectively

(dl two-tailed). The definitions for all variables are the same as in Table 5.3.
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8.3.2. MRR and VRR variations and firm risk levels in the USA, the UK and
Germany

The following section provides the empirical results of the extghtch changes in a
firmbébs risk | evels can explain variations
three distinctive contexts of the USA, the UK and Germany. The results are presented into

two main panels (A and B) in Tables 8.3 and 8.4.

Parel A gives information about the significance of and the value for the coefficients of all
explanatory variables under three models. The first model is known as the null Model and
provides variations in MRR and VRR over the period of study (2005 to i200%) w

using any explanatory variables or any predictors, so this model serves as a baseline model
in appraising the subsequent models (1 and 2). The second is known as Model 1, which
concerns variations in MRR aned(TR\BRUSRIDb] ec
LR and FR). The third is known as Model 2
16s variables with other firm characteri s
growth and dividends) to investigate the impacts dfieak tvariables on variations in

MRR and VRR, so this model is known as a full Model.

Panel B provides overall i nformation abou
risk reporting through interpreting the variance of level 1 and level &€ vatiasces

indicate how much risk reporting variations exist at each level (based-alassnter
correlation or ICC). The ICGs the proportion of variability (variance) in either MRR or

VRR at level 1 (within each firm over 2005 to 2009) and at(lessVeen firm to another

in each country) (e.g., Sinjder and Bosker, 1999; Heck et al.,, 2010; Hoax, 2010). The

32 |CC can be calculated at each level; for lewelrl, fi n St aw e & of lefdd 1HBET level 2). To
calculate ICC at level 2, replatirgdenominator by the variance of level 2 is therefore required.
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significance of these variances indicates potential possibilities to reduce the unexplained
variance through including the model with each thedele x p|l anat ory wvari a
identify how much of the variances i n MRR
explanatory variables, dan be calculated at either level 1 or level 2 as the proportional

reduction in variances of either Modet Model 2

To assess the overall improvement of either Model 1 or Model 2, the differehteg of
Likelihood {2LL) between each model and the null Model should be considered. If such
differences decrease, the main conclusion suggests that thiss miogebved. To

examine such improvements statistically, changguene should be used to examine a

null hypothesis of no variations in risk reporting within and between firms over 2005 to
2009 in each country. If the difference betwees2lthefor Madel 2 (the full Model) and

the null Model (the baseline model) is greater than the value of the chsaggreshi

Model 2 is then statistically acceptable. Based on this structure, the empirical results are

discussed in the following subsections.

MRR variations and firm risk levels in the USA, the UK and Germany
USA

Panel B of Table 8.3 indicates that, under the null Model, 43% (39% in the intercept and
4% in the time) of MRR variations are significant between firms. The rest of the MRR
variations (57%gare within each firm over 2005 to 2009. The significance of these
variations atpalues of 0.000 suggest that there are still some significant variations to be
explained at level 1 (within each US firm over 2005 to 2009) and level 2 (between firms) by
incl udi ng Model 16s (a firmds risk |l evels)

other characteristics, such as size) predictors.

33 Rz of Model 1 instantly at level 2 can be calculat#diddModet Daf Model 2/ Gzull Modd.
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In Panel A of Table 8.3, Model 1, which expresses firm risk levels, shows that MRR
variations of the US fims aiegni fi cantly influenced by v
systematic and liquidity risks, aajues of 0.011, 0.088 and 0.001, wathtistics (not

tabulated) of 2.53, 1.71 and 3.42, respectively. The results suggest that highly volatile, high
betaand highly liquid US firms have higher incentives to disclose more about their risks
mandatorily. US regulations do not set a maximum limit of risk information that should be
included in firmsd narratives sheentaigueths; or
by regul atory theory, only provide mini mu
(2008) theoretical argument in which he calls for further research even within highly
regulated countries, as even within such countries investigatimgeniiges for risk
reporting 1s important. Il n essence, t his
firms could have some incentives to disclose more about their mandated risks, which in

turn results in some variations in MRR among those firms.

These results, therefore, are consistent
based on capital needs theory, if firms have significantly high risk levels (total and
systematic risks), investors could therefore require higher desiredn ratesr
investments, and they may overestimate such rates if they do not have sufficient
information about risks related to their investments (Healy and Palepbe@fks and

Knechel, 2008 As a result, managers could provide more risk informatiesute any
overestimations, which would help investors to reduce their uncertainty and adjust the
overestimated desired rate, which in turn would reduce the cost of(Befoisain and

Harris, 200otosan and Plumlee, 2002).
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Managers at highly liquits firms, based on signalling theory, might have high incentives
to disclose more about their mandated risk to inform their investors of how they
successfully manage their firmsd | iquidit
who cannot, or owl less effectively, manage their liquidity. This result is consistent

empirically with Marshall and Weetman (2007).

As shown in Panel B of Table 8.3, extend
|l evel s (Model 1) i mp rresy MRR varidtiens etveea thé&dS a b i
firms by 24% (as¥?* The same panel reports that 33% of MRR variations are between

US firms whereas 62% of such variations are within US firms between 2005 and 2009.
This result, however, suggests that the explaiiegtbnarin the observed MRR variations

i ncrease when including the null Mo del wi t
of unexplained variations in the observed MRR within the US firms over 2005 to 2009.
The significance of MRR variationdigates the potential possibilities to include other
predictors (such as in Model 2) to those in Model 1, which may reduce the unexplained

variations in MRR within and between the US firms.

In Panel A of Table 8.3, Model 2, which includes other firacti@stics along with firm

risk levels, documents that US firms characterised by high liquidity, highly volatile market
returns and high covariance of these firm
more likely to exhibit significantly hightRR variations, atyalues of 0.010, 0.041 and

0.0001, respectively. These results are consistent with both the theoretical basis and

empirical prior research, as explained in Model 1.

34 Based on our previous notice and based on data in Panel B 8f3TBb#6753.25159.13/6753.2
*100= 24%
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The results in Panel A of Table 8.3 also suggest that largefitabtephigh growth and

low paying dividends US firms exhibit significantly higher MRR variatievaluais pof

0.002, 0.000, 0.000 and 0.011-sttistics (not tabulated) of 0.4660, 4.19 and.60,
respectively. Based on these results, mamageese firms have greater abilities to collect

and prepare information at a lower average cosVéergcchia, 20Q1)Managers in such

firms might have higher incentives to reveal more mandated risk information to distinguish
themselves from manager t h a t exhibidt |l ow compliance
Therefore, as far as MRR variations in the USA are concerned, this chapteileaaepts

H2 and rejectsl3, H5 andH6.

Panel B of Tabl e 8. 3 sugges tesstics éxplain 466 f i r m
(as R) of the observed MRR variations between the US firms. From the same panel it can
be seen, at ayalue of 0.000, 30% of MRR variations are between US firms, whereas 70%

of MRR variations are within US firms during 2005 to 2009.

UK

Panel B of Table 8.3 shows that, under the null Model, 58% of MRR variability (56% in
the intercept and 2% in the time) is between UK firms. The rest of the MRR variations are
within UK firms between 2005 and 2009 (variations within each firm @veo 2009).

The significance of these variations,-edlgpes of 0.000, suggests that there are still
considerable variations to be explained b

risk level variables, shown in Model 1.

Model 1, whichexpress a f i r més ri sk | evel s, i n Pane
systematic and financing risks are likely to significantly influence MRR variations in UK
firmsd annual rvelye® of 0.0456, #.064 artd i0.078,srespectively. phe

resuls indicate, on the one hand, that UK firms with higher levels of systematic and
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financing risks are highly motivated to exhibit higher levels of risk information
mandatorily. On the other hand, those firms tend to provide lower levels of risk

informationas a response to their highly volatile market returns.

These results are consistent with theoretical arguments that suggest that firms with high
risk levels provide more risk information in order to reduce the cost of capital by reducing
investor uncertaiy caused by a lack of information about risk, and signal their quality
performance. Empirically, these results are consistent with Linsley and Shrives (2006) and

Abraham and Cox (2007).

To assess the extent to whismiMRRMBahedBofl1ds v
Table 8.3 suggests that around 12% 3jasf RIRR variations between British firms can

be explained by wvariations in their risk
exploratory variables, the variations in MRR between UK dteadily decrease to
compare to the null Model (56%). The result indicates, nevertheless, that there are still
significant variations of MRR that can be explained by further including in Model 1 some

other variables at avplue of 0.000, as are be erpthin Model 2.

Model 2 in Panel A of Table 8.3 considers other firm characteristics; the results report that
providing MRR is significantly dominated
p-value of 0.000-ftatistic = 12.37, not tabulate@ihis result suggests that managers in
large UK firms exhibit higher MRR diversification than those in small UK firms, relative to
their risks. Managers at those larger firms have greater abilities to collect and prepare
information at a relatively lowaarerage cost than small firms, resulting in encouragement
for managers to signal their high compliance with UK risk initiatives and regulations in

order to distinguish themselves from others who exhibit low compliance of risk reporting.
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As far as MRR wvations in the UK are concerned, this chapter, therefore, rejects its
hypotheses (frorAll to H6) suggesting that within the UK context, MRR variations are

not significantly associated with firm risk levels, consistent with what has been argued and
found inChapter Seven. It is also consistent with some prior risk reporting research (e.g.,

Linsley and Shrives, 2005, 2006).

Under Model 2 in Panel B of Table 8.3, therefore, the MRR variations between firms (level
2) significantly declined to 29%, from 50%odel 1. Consequently, incorporating a

firmds risk | evels and ot her characteri sti

R).

Germany

The null Model in Panel B of Table 8.3 documents that 47% of MRR variations (46% in
the intercept and 1% in thene) are between German firms(level 2), whereas the
remainder of MRR variations are within German firms between 2005 and 2009(level 1), all
at pvalues of 0.000. At both levels, the results indicate that significant variations remain
and can beexplainbdy i ncl uding i n the null Mo d el e i

other characteristics (Model 2).

A firmbés risk | evels, as shown under Model
firmsd MRR variati ons a rtotal systegatc &nd bgaidity | y i
risks, at gvalues of 0.000, 0.000 and 0.003, respectively. These results suggest that
variations in the MRR of Ger man firms are
beta, lower liquidity and lower volatility.eSén results, which suggest that the high

variability of MRR is a function of t hese

both theory and prior research, as discussed with reference to MRR in the USA and the
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UK. To assess the extent to whichimcdi ng a firmdés risk | evel
overall explanations of MRR variati ons, P
explain 33% of MRR variations between these firms. Consequently, the MRR variations
between German firms sigegintly decreased to 40%, at\alpe of 0.000, compared

with the null Model (46%). The significance of these variations, however, suggests that the
model can be expanded to include some other variables to reduce the unexplained
variations in MRR eitherithin or between German firms. This is explained through

Model 2.

Panel A of Table 8.3 reports under Model 2 that, in addition to total, systematic and
l' iquidity risks, a firmbds size is the onl

affects the MRR of German firms, at\ajue of 0.000.

Model 2 in Panel B of Table 8.3 explains that risk level variables, together with other firm
characteristics, explain 41% of MRR variations between firms/ati@ @f 0.000. This

result indicates &l there are significant variations to be explained by seeking some other
indicators at either level 1 or level 2. As far as MRR variations in Germany are concerned,

this chapter, thereforagcept$i2 andH5 and rejecthe other hypotheses.

To sum up, cinges in firm risk levels are the main indicators that explain variations in
MRR and VRR in the USA, the UK and Germany. Although including the model of the
other firm characteristics (the control ve
MRR varies across firms, the significance of firm risk levels varies from complete
domi nation of a firmdéds size in the case o

in the USA and Germany.
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Table 8.3: Mandatory risk reporting variations

Panel A: Estnates of fixed effects (MRR_T)

USA
Null Model
Intercept 194.57***
(0.000)
TR
SR
USR
FR
LR
SE
PE
GE
DE
Time 34.28***
(0.000)
Time -5.94%**

guadratic (0.000)
N-S 254
Ob 1270

Model 1

117.12%+
(0.000)
0.44%
(0.029)
0.36*
(0.019)
-0.00
(0.989)
0.09
(0.643)
0.52%+
(0.006)

42.31%%
(0.000)
-7.66%%
(0.000)
254
1270

Model 2

95,11 %
(0.001)
0.53%+*
(0.010)
0.26*
(0.041)
-0.03
(0.731)
-0.01
(0.952)
0.63%+*
(0.001)
0.72%%
(0.002)
-0.75%+
(0.000)
0.51%+
(0.000)
-0.079*
(0.010)
38.02%**
(0.000)
-6.28%%*
(0.000)
254
1270

UK
Null Model 1
Model
33.88*** 33.31***
(0.000) (0.000)
-4,97**
(0.045)
4.26*
(0.064)
-2.54
(0.305)
4.00**
(0.049)
1.23
(0.567)
-3.45%** -4, 46%**
(0.000) (0.000)
1.13***  1.38***
(0.000) (0.000)
282 282
1410 1410

Model 2

14.65*+
(0.000)
-1.52
(0.546)
3.20
(0.152)
-0.84
(0.721)
0415
(0.815)
2.37
(0.248)
37.07%
(0.000)
-0.40
(0.843)
-1.33
(0.403)
3.35
(0.134)
5.7 4%
(0.000)
1.54%%
(0.000)
282
1410

Germany

Null Model 1

Model

86.63***  112.73***

(0.000) (0.000)
-68.37***
(0.000)
79.87***
(0.000)
-22.01*
(0.088)
15.56
(0.267)
-42.90***
(0.002)

0.85

(0.846)

3.93*** 2.99%**

(0.000) (0.000)

201 201

1005 1005

Model 2

83.38%*
(0.000)
-57.90%+
(0.000)
74.11%%
(0.000)
-10.71
(0.407)
-0.76
(0.957)
-39.11%+
(0.003)
62.98%**
(0.000)
2.43
(0.809)
-10.97
(0.219)
3.55
(0.741)

2.78%+
(0.000)
201
1005
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Panel B: Estimates of covariance (MRR_T)

V RM
(within
firms)

Y I
(between
firms)

VT
(between
firms)
ICC
(VRM)
ICC (VI)
ICC

(VT)
R2(VI)
Changes
-2LL
Change
chi
squae

USA UK Germany
Null Model Model 1 Model 2 Null Model 1 Model 2 Null Model Model 1 Model 2
Model

9762.08*** 9801.40*** 10149.35*** 179.17** 201.55***  223.21** 3052.48*** 2657.37*** 2690.72***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

6753.20*** 5159.13*** 3656.66***  239.92*** 210.54*** 94, 79*** 2655.70*** 1772.94*** 1578.56***

(0.000) (0.000) (0.005) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

722.48***  752.39***  669.87*** 10.55***  6.66* 3.08 68.42 8.59%** 7.75%**

(0.000) (0.000) (0.000) (0.000) (0.59) (0.237) (0.105) (0.002) (0.000)

57% 62% 70% 42% 48% 69% 53% 60% 63%

39% 33% 25% 56% 50% 29% 46% 40% 37%

4% 5% 5% 2% 2% 2% 1% - -

24% 46% 12% 60% 33% 41%
15.730***  30.68*** 2539.84***  134.63*** 129.53***  49.03***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Panel A provides the estimates of the predictors through three models for each country. *, **, *** indicate
significance at 0.1, 0.05 and Od€Xxpectively (all ottailed except when sign is not predicted or mixed). The
null Model presents the impact of the {jlorear component of time on MRR_T. The successive models

provide how the predictive variables can express variation in MRR_Tndithétvaeen firms. Therefore,

Mo del 1 explores

t he

mpact

of a

fi

r mos

ri sk

| evel

firm risk level and four other characteristics; namely, size, profitability, growth and dividends effects,
respectivelyl-statistics are given in parentheseS,ifthe number of Subjects under analysis, and Ob is the
number of Observations for firgears. The definitions for all variables are the same as defined in Table 5.4.

Panel B provides estimates of varianceaoi &vel of the analysis. The variance of repeated measures

(VRM) expresses the variance of MRR_T that can be attributed to variation within firms over five years (our
time series), the variance of intercepts (VI) expresses the variance of MRR_Tbh¢hattchated to

variation between firms, and the variance of time (VT) expresses the variance of MRR_T that can be
attributed to variation between firms over time. The ICC is theclagsacorrelation, which can be
calculated at each level; for leveld,r i n2$ & & e €cé IpvEIDEFADAevel 2). Rexplains the extent

to which the overal/l model ds predictors canid implic
M1- D2V2/ DZM1), hence M1 is the null Model variance componemteread2 refers to the current
model 6s . @hile dharmé of2 40g Likelihood -2 L L) i s empl oyed to asse

improvements, change -sljuare is used to examine such improvements statistically. Wald Z statistics are
given in parenthese
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VRR Variations and firm risk levels in the USA, the UK and Germany

USA

The null Model in Panel B of Table 8.4 reports that 71% (70% in the intercept + 1% in
time) of VRR variations are between W8sti 29% of such variations were within US

firms between 2005 and 2009. The variations at both levels (within each US firm over 2005
to 2009, known as level 1, and between US firms, known as level 2, are statistically
significant at a-palue of 0.000, wdh in turn expresses the importance of exploring

factors that may cause these variations, as will be explained by Model 1 and Model 2.

Firmds risk I evels in Model 1 in Panel A
US firms are significantly apdsitively influenced by their total and liquidity risks, at p
values of 0.001 and 0.004, wagatistics (not tabulated) of 2.51 andl, respectively.

Highly volatile and low liquidity firms are highly motivated to provide significantly higher
riskinformation voluntarily in their annual report narratives. Looking at the same model in
Panel B of the same table shows that these firm risk level variables have significant
explanatory power to explain 2% of VRR variability between US firms. Thensigmifica
variations in VRR expresses the model 6s
improve our ability to explain the variations in the observed VRR within and between the

US firms, as will be explained by Model 2.

It is apparent from Model 2ha n e | A of Table 8.4 that, i n
both a firmds size and its profitability
voluntarily provide risk information. The results document that large, less profitable firms

have hgher incentives to disclose risk information voluntarily to the stock market.
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l nvol ving a firmds other characteristics
reduces the unexplained variations in VRR between firms by 3%6639%/lodel 1 and

2 respectively). These variables explain 14% of VRR variations between US firms. The
significance of the VRR variations within and between firms suggests further research is
needed to look at some other explanatory variables to decrease the unexplened variat

in the observed VRR between 2005 and 2009. As far as VRR variations in USA are
concernedH1 and H5 are accepted artbe other hypothesebiZ, H3 and H6) are

rejected.

UK

The null Model in Panel B of Table 8.4 reports that 71% (69% in the inte28éph

time) of VRR variations are significant between the UK firms, whereas 29% of VRR
variations are within firms from 2005 to 2009, atadue of 0.000 for each of these two

levels (Wald Z statistics of 9.47 and 13.03, not tabulated). Thesshmsitat there are
significant variations to be explained by

in Model 1, and other firm characteristics in Model 2).

Model 1 in Panel A of the same table explains that both systematic and ligidity risk
significantly associated with variations of VRRyatps of 0.010 and 0.031, respectively.

The result indicates that higbvariate and high liquidity UK firms have a high incentive

to disclose significantly more information about their risktadly. As a consequence of
adding a firmds risk | evel s, as shown wunde
the UK firms significantly declined, refl
explanatory power. At the same time, the radidaies that significant variations of VRR

remain at both levels, at avglue of 0.000, suggesting potential possibilities to extend

Model 1 by including other firm characteristics, as shown under Model 2.
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Model 2 in Panel A of Table 8.4 shows that ldiisf characterised by high covariance,
high liquidity, large size and high profitability are more likely to exhibit significantly higher
levels of VRR, at-yalues of 0.000, 0.031, 0.000 and 0.067, respectively. As far as VRR
variations in the UK are comeed,H2 is accepted and tbéher hypothesesi{, H3, H5

andH6) are rejected.

l ncorporating a firmds risk | evels with it

B, explains 54% of VRR variations between the UK firms.

Germany

The statistie in Panel B of Table 8.4 under the null Model report that more than half
(57%, which includes both 56% in intercept and 1% in time) of VRR variations are
between firm, whereas the rest (43%) of VRR variations are within German firms over
2005 to 2009. Theignificance of these variations in VRR at these two levels suggests
opportunities to explain such variations by expanding the null Model to include predicted

variables, as in Model 1 and Model 2.

Specifically, as can be seen from Panel A from théakdenender Model 1, the variations

in VRR in German firms are more likely to be significantly influenced as a full function of
their risk levels (except liquidity risk), with a rangevalups between 0.000 and 0.015. In
particular, German firms, on thiee hand, significantly disclose voluntary risk information
when they have higher levels of systematic and financing risksuas @f 0.000 and

0.014, respectively. On the other hand, these firms have higher incentives to disclose
significantly lesssk information voluntarily if they have high volatility on both market

returns and standard errors of their CAPM,\vatiyees of 0.000 and 0.015, respectively.
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Thus, under Model 1, 34% of VRR variability between German firms can be explained by
their levels of risk, which leads to a significant decrease in VRR variations between firms,
to 45%. The result shows, nevertheless, that a significant proportion of VRR variations
either within or between firms remains unexplained, which in turn suggestatimgestig

other factors which may reduce such variations, as shown under Model 2.

Model 2 in Panel A of Table 8.4 documents that German firms characterised by low
volatility, low standard error of CAPM, high covariance, high leverage, large size and high
payng dividends are highly motivated to provide significantly higher levels of risk
information voluntarily. As far as VRR variations in Germany are congdraedH6

are accepted and the other hypotheses are rejected.

Owing to combiningf i r ms & | with ghkir fitme characteristics, 40% of VRR

variability between German firms can be
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Table 8.4: VRR variations
Panel A: Estimates of fixed effects (Dependent variable = VRR

USA UK Germany
Null Modell Model2  Null Model1 Model2  Null Modell ~ Model 2
Model Model Model
Intercept 185.40*** 190.13*** 185.95*** 187.97*** 166.75*** 52.09*** 197.43*** 227.19** 167.84***
(0.000)  (0.000)  (0.000) (0.000)  (0.000) (0.005)  (0.000)  (0.000)  (0.000)
TR 0.19** 0.22%** -13.34 -3.46 -98.9***  -84.00%**
(0.026)  (0.010) (0.273) (0.779) (0.000)  (0.000)
SR 0.06 0.03 27.34%+*  27.65%** 78.76%*  74.60%**
(0.324)  (0.566) (0.001) (0.000) (0.000)  (0.000)
USR -0.17 -0.15 -7.94 6.23 -82.84*** -58.19**
(0.220) (0.273) (0.525) (0.598) (0.001)  (0.015)
FR -0.013 -0 30.41%* 12.638 84.62%**  58.47***
(0..888)  (0.44) (0.000) (0.249) (0.000)  (0.010)
LR -0.16** -.015%** 8.35 18.42** -14.89 -12.30
(0.050)  (0.004) (0.435) (0.031) (0.511)  (0.582)
SE 0.395*** 211.54%* 106.48***
(0.002) (0.000) (0.000)
PE -0.27%** 18.40* -18.644
(.000) (0.067) (0.221)
GE .009 8.13 -6.259
(0.852) (0.302) (0.645)
DE -0.025 -13.24 28.60*
(0.249) (0.233) (0.087)
Time 6.37** 4.83%*  4.03**  42.40** 38.57** 33.01** 2515*  18.95%** 20.20***
(0.023)  (0.000)  (0.000) (0.000)  (0.000) (0.000)  (0.000) (0.007)  (0.005)
Time -0.46 -4.54%x%  3.9]*x D 8O** -4.64%%% 4 BBx*x 5 34%**
quadratic (0.474) (0.000)  (0.002) (0.026)  (0.000)  (0.005)  (0.002)
N-S 254 254 254 282 282 282 201 201 201
Ob 1270 1270 1270 1410 1410 1410 1005 10 2005
Panel B: Estimates of covariance (Dependent variable)= VRR
USA UK Germany
Null Model 1 Model 2 Null Model 1 Model 2 Null- Model 1 Model 2
Model Model Model
\ RM 1506.59*** 1512.39*** 1596.42*** 3526.29*** 3562.12*** 3714.65*** 7241.48*** 7307.17*** 7128.70***
(within (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
firms)
\Y | 3636.21** 3565.85*** 3145.08*** 8414.11*** 7891.74*** 3863.77** 9494.60*** 6258.95*** 5657.35***
(between  (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
firms)
\a) 67.33** 60.44** 44.84 328.83*** 323.73** 201.78** 178.98 211.09**  210.61**
(between  (0.026) (0.41) (0.126) (0.000) (0.000) (0.000) (0.118) (0.050) (0.43)
firms)
ICC (VRM) 29% 29% 33% 29% 30% 47% 43% 53% 55%
ICC (VI) 70% 69% 66% 69% 67% 49% 56% 45% 44%
ICC (VT) 1% 2% 1% 2% 3% 4% 1% 2% 1%
R2(VI) 2% 14% 6% 54% - 34% 40%
Changes of 20.06***  43.68** 47.96%**  167.88*** 112.10%** 51.85%**
-2LL (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Change chi
square

This tableprovides the repeated measures of two multilevel analyses of voluntary risk reporting (VRR) in the
USA, the UK and Germany. All other variables interpretat®imgraduced in the previous table
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