























representation of these sounds. The writing system, which we consider
next, is similarly likely to present a number of complexities to the
issue of internal representation, based as it is on the sounds of the

language.

The written form of a wérd in English consists of a string of
letters and there is. a rough correspondence between these letters and
the phoﬁemes bf the language. It is not entirely an alphabetic language
however, as is evidenced by logograms such as the numerals (e.g. 1, 2,
3 ....), and signs such as $ and £. An intermediate (indeterminate?) case

is the class of abbreviations such as 1b. and m.m.

The history of writing systems (Gleitman and Rozin, 1977)
reveals that the alphabetic principle is the most recent development (about
1500 B.C.) in the evolution of the representation of meaning by written
forms. The earliest representations were of concepts or events, and were

pictographic (e,g.{¢§ = sun), or ideographic (e.g. {éﬁ = brightness, day,

sun) in nature. The next stage was the logogram, a symbol representing
the meaning of a word in the language (e.g. $ = dollar). The fundamental
feature of the next major step in the evolution of writing systems was
the mediation of the relationship between written form and meaning by
sound. This was found in both the syllabary and its predecessor, the
rebus. In a rebus,a symbol that represents a particular word (e.g.w
for eye) is also used to represent that sound in other contexts, and
wherever it appears (e.g. for I; the "I" in Idea; and for aye). 1In

a syllabary the same situation holds with the difference that‘the symbol
is tied only to the sound it represents and not at any time to
meaning. Thus, for example, whereas in the rebus @® is clearly tied
to‘ézgg in a syllabary the symbol would not be tied to that or any other
word. It would probably assume some arbitrary form such as  ,7L

or whatever. Finally, and in contrast to these other systems it seems

to have been invented only once, the alphabetic principle appeared. Each



of the stages in the eyolution of written language are, according to
Gleitman and Rozin (1977), to be found in the current writing systems
of particuiar languages of the world. Thus Chinese is predominantly
loggéraphic, Japanese has a 1og§graphy (Kanji) and two syllabaries

(the Kanas), and English is predominantly alphabetic.

The order of invention of writing systems suggests that systems
based on the direct representation of meaning (e.g. logographies) may be
generally easier to learn and use than systems where the relationship
between written form and meaning is less evident because it is mediated
by sound. (This notion is the basis of a reading curriculum devised by
Rozin and Gleitman (1977). Interestingly in this connection, Sakomoto
and Makita (1973 have claimed that the converse system, used in the
teaching of Japanese children, is responsible for minimizing the
incidence of reading disability in Japan. These children first learn
the phonetic script and then are gradually introduced to the logography.
Suggestion from this general notion 1is that there might be a
psychologically optimal level of representation, the implication for
English perhaps being that the unit of representation in memory might be of
the complex of letters comprising a word or syllable, rather than, say, of the
letters themselves. It is probably more realistic to speak not of
optimality per se, but of optimality with respecect to a particular
requirement. Thus for example, in fluent reading the optimal level of
representation of a word, for the purposes of its access, might be the
whole word (e.g. word shape) rather than the individual letters, while
in spelling tasks the reyerse would probably be true. This task-linked
optimality would of course require .= redundant representation of the

word, i.e. several representations of, say, its visual form.

The correspondence between letters and sounds that occurs in
an alphabetic system implies that the factors that constrain the

sequencing of the sounds (phonemes), also constrain the sequencing of



the letters (factors to do with the phonology of the language). The
effect of these factors is to create a division between permissible and
impermissible sequences for the language being considered. For example,
tﬁe string ptibk is’not a permissible sequence in English because the
consonant phoneme sequences [ptl and lbk! are not pefmissible in word
initial and word final positions. They might however, be permissible in
other languages which allow combinations like Ink['(ﬁkggg), and !nd[
(Ndabadinge); sounds which we find peculiar and which we instaﬁtly
recognise as being foreign. Apart from this division between permissible
and impermissible that is created by phonological factors, sequences also
vary in their frequency of occurrence. Thus sequences such as ea

are more frequent in English than sequences such as ae , the source of
such data being the tables of bigram and trigram frequencies that are
devoted to cataloguing these frequency differences (e.g. Mayzner et al., 1965).
The result of these linguistic (permissible vs. impermissible) and
probabilistic (frequency of strings) factors is that both English
phonology and English orthography are redundant, i.e. the permutations

of letters and sounds are subject to non-random constraints.

The relationship between the sound and the visual form of a
word is complicated by the fact that the correspondences between the
letters and the sounds (the grapheme-phoneme correspondences) are not
one-to-one. Indeed English has achieved some notoriety on this count.
For example, we have: the same sound expressed by different letters and

letter groups (e.g. lkl + ¢, k; pain and pane; phrase and frays) ;

different sounds expressed in the same way (e.g. [kl, |s| + c; lead
(verb) and lead (metal) ); bigrams where the sound is not predictable
from the components (e.g. ch, sh, kn); and oddities such as cough,

dough, bough and yacht, With a few exceptions there has been little

attempt to make sense of English spelling. It is generally treated

as a system consisting of a set of regular words in which there is a



regular correspondence between grapheme and phoneme (e.g. bad, bid, bun...)
with a set of exceptions, which quite simply have to be.learned (bomb,

‘womb, debt and doubt , in all of which the b is silent).

One of the most constructive attempts to make sense of English
spelling is that by Venezky (Venezky and Wier, 1966, Venezky, 1972).
Venezky's claim is that English spelling is not so irregular as it
appears. This claim is based on a statistical analysis of sound-symbol
correspondences in a. corpus of 20,000 words. Firstly, according to
Venezky, there are two kinds of regular cofrespondence, variant and
invariant. Secondly, there is a class of irregular correspondences.
consisting of items where a particular correspondence is not predictable
from any rule or regularity and which is peculiar to the word in which
it occurs. For example, the th in thyme, the is in island and the ch

in ache, cache and which.

The regular invariant class consists of correspondences such
as that between V and lvl, which always holds. More interesting is the
regular variant class consisting.of items that can be brought into a
state of some order from one of seeming chaos by a consideration of a
number of underlying regularities: (1) Digraphs such as th and ch,
whose sound is not a sum of the parts, cease to appear peculiar if we
consider that together they function as a unit in thersame way that a
single letter does. Thus th regularly corresponds to k§| in functors

such as this, then and the, and in morpheme - final clusters as in

brother, father, c¢lothe and loathe; in most other cases it corresponds

to |6] as in moth, thigh and cloth. (2) The environment is an important
factor in conditioning correspondences: (a) c is "soft" before e (cent),
i '(¢ity), and y followed by a consonant or juncture (cycle), exceptions

being some foreign loans such as cello and ceilidh. Elsewhere c¢ is hard,

e.g. card, cumulative. (b) Whether a vowel is long (as in mate), or

short (as in mat), is determined by whether it is followed by a single






