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Abstract—AI methods are finding an increasing number of
applications, but their often black-box nature has raised concerns
about accountability and trust. The field of explainable artificial
intelligence (XAI) has emerged in response to the need for human
understanding of AI models. Evolutionary computation (EC), as a
family of powerful optimization and learning tools, has significant
potential to contribute to XAIL. In this paper, we provide an
introduction to XAI and review various techniques in current
use for explaining machine learning (ML) models. We then focus
on how EC can be used in XAI, and review some XAI approaches
which incorporate EC techniques. Additionally, we discuss the
application of XAI principles within EC itself, examining how
these principles can shed some light on the behavior and outcomes
of EC algorithms in general, on the (automatic) configuration
of these algorithms, and on the underlying problem landscapes
that these algorithms optimize. Finally, we discuss some open
challenges in XAI and opportunities for future research in this
field using EC. Our aim is to demonstrate that EC is well-
suited for addressing current problems in explainability and to
encourage further exploration of these methods to contribute
to the development of more transparent and trustworthy ML
models and EC algorithms.

Index Terms—Explainability, Interpretability, Evolutionary
Computation, Machine Learning.

I. INTRODUCTION

The use of AI has become increasingly widespread, and
with it, there is a growing need to understand the reasoning
behind the outputs and decisions it produces. Although Al
methods can learn complex relationships in data or provide
solutions to challenging problems, decisions based on the
outputs of models can have real-world impacts. For example,
the use of predictive models in applications such as medicine,
hiring, and the justice system has raised concerns about the
fairness and transparency of such models; the increasing use
of large language models in commercial products has made
avoiding harmful content ever more important; and the adop-
tion of black-box optimization in areas such as scheduling and
logistics [1]] requires the trust of the users who are accountable
if things go wrong. Therefore, it is essential not only to
improve the models we create but also to understand and
explain what led to their decisions. There are active lines of
research into improving the fairness and safety of models, but
in this survey, we focus on the latter problem: understanding,
explaining, and increasing transparency in Al systems.

Recent advances in Al have drawn heavily on “black-box”
approaches. Deep learning, ensemble models, and stochastic
optimization algorithms may have clearly defined structures,
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but the processes leading to the decisions they make are
often sufficiently complex to be opaque to humans. The field
of explainable artificial intelligence (XAI) has emerged in
response to this need [2]. XAI is an umbrella term that
covers research on methods designed to provide human-
understandable explanations of the decisions made/knowledge
captured by Al models.

XAI research aims to develop methods to explain the deci-
sions, predictions, or recommendations made by Al processes
in terms that humans can understand. These explanations
foster trust and improve a system’s robustness by highlighting
potential biases and failures. They also provide researchers
with insights to better understand, validate, and debug the
system effectively. Beyond this, they also play a pivotal role
in ensuring regulatory compliance and improving human-
machine interactions, allowing users a better understanding of
when they can rely on a model’s conclusions.

In the context of evolutionary computation (EC), in our
view, two directions associated with XAl emerge. First, the
application of XAI principles to decision-making within EC,
and second, the use of EC to enhance explainability within
ML. A body of work is developing in both areas and is
gathering pace — in part due to events such as a workshop on
EC and XAI held at GECCO in 2022 and 2023. The aim of
this paper is to provide a critical review of research conducted
at the intersection of EC and XAI. We provide a taxonomy
of methods and highlight potential avenues of future work,
expanding on the initial directions proposed in [3]] and [4].

The remainder of this paper provides a discussion around
these themes. First, in Section we introduce foundational
concepts in XAl such as the nature of explanations and the
distinctions between interpretability and explainability, and
provide motivation for strengthening the link between XAI
and EC. Then, in Section we discuss how EC can be used
for XAL while in Section [[V] we discuss how XAI can be
applied to EC. We then discuss the ongoing challenges and
potential opportunities in Section [V] Lastly, we provide final
thoughts and conclusions in Section [VI}

II. EXPLAINABLE Al

At its core, XAl aims to provide methods and tools for
humans to understand the decision-making processes of Al
systems. These tools provide insights in the form of expla-
nations, shedding light on how such systems produce their
outputs and solutions, highlighting significant features and
interactions that influence the results, and revealing potential
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issues in their workings. Even though such a system may
be too complex for a human to interpret directly, it can be
considered explainable if it can be understood.

Explainability is important for several reasons. Perhaps the
most crucial is trust. Trust in the workings of an Al algorithm
directly influences users’ willingness to adopt and adhere to
the results and ensures that users not only accept but also
can confidently and justifiably rely on the answers these
models provide. In the case of optimization, this may mean
convincing users that they can trust the solutions by knowing
what makes that solution better than anything (or at least
something) else, which might be seen as synonymous with
knowing why the solution was chosen. In the case of a model
created by ML, it may mean allowing users to understand
the decisions that a model makes leading to the final output.
It is also important to consider that such an explanation will
likely be important in the future to provide an audit trail for the
decisions underpinning an implemented solution, as legislation
regulating the use of Al increases.

Extending this theme is that of validity. EC methods (and
optimizers in general) only optimize the function they have
been given, and ML methods learn from the data they are
provided. Explaining why a solution was chosen or how a
prediction was made might help us know if it solves the
actual problem, or if it just exploits an error or loophole in the
problem’s definition or a spurious relationship in the data. This
not only can lead to surprising or even amusing results [5]],
but can also simply yield frustratingly incorrect solutions to a
problem.

EC is stochastic and, as a result, some noise in the generated
solutions is likely if not unavoidable. Different runs can
produce similar solutions of equal quality but solutions can
also feature artifacts that have no impact on their quality. Thus,
another fundamental question is whether we can explain which
characteristics of the solution are crucial: its malleability. In
other words: Which variables could be refined or amended for
aesthetic or implementation purposes?

Finally, when we define a problem, it is often hard to fully
codify all the real-world goals of the system. For ML, this
can lead to unwanted biases in the predictions if goals such
as “fairness” are not explicitly coded in the cost function
used for training. In optimization, subtle rules (for example,
“I prefer not to work late on Fridays”; or “Joe likes to drive
that route because it ends near his house™) are typically used
to judge solutions after the optimization is completed. We can
generate lots of diverse solutions in order to “optimize” these
goals post-hoc but we propose that, better still, an explanation
could again reveal which characteristics are important for
optimality, allowing one to refine the solutions and better
fit the real-world problem. This also relates to one of the
motivating factors behind interactive EC — we want something
that is mathematically optimized, but also something that
corresponds to the problem owner’s hard-to-codify intuition.
By incorporating XAI into interactive EC we could make it
easier for the problem owner to interact with the optimizer [6].

More concretely, the types of questions we wish to answer
with an explanation include [3]:

o Has the problem been formulated correctly?

o Are the patterns the model is drawing on to make its
prediction the ones we expect?

e Why did the model make this prediction instead of a
different one, and what would it take to make it change
its prediction?

o Is the model biased and are the decisions made by the
model fair?

A. What is an explanation?

It is difficult to define exactly what makes an explana-
tion. Informally, an explanation aims to answer the question:
“why?”. Previous work has considered explanations to provide
causal information [7], non-causal explanations [8], or as
deductive arguments [9]. In this paper, we will consider an
explanation to be an aid for a human to understand something
about a model. The end goal of an explanation is to act as an
interface between the model and the human, presenting infor-
mation about the model in a way that is easier to understand.
This means that the explanation does not need to capture the
entire behavior of the model, but must communicate something
important about it.

Explanations can be provided in many forms; examples
include visualizations, numerical values, data instances, or
text explanations [2]. They can also be provided as part of
a dialogue between a human and an explainer (7], [10].

B. Explainability and Interpretability

The terms interpretability and explainability are often used
interchangeably by researchers. In this paper, we distinguish
between them as referring to two different but related aspects
of attempting to understand a model [[11f], [[12].

For our purposes, interpretability refers to whether a human
can follow a model’s decision-making process on its own.
Such interpretable models do not require explanations because
they are intrinsically self-explanatory. For example, models
with a simple symbolic representation or small decision trees
are generally considered interpretable. Note, however, that as
the size of a model grows, it may become more difficult to
follow the logic without external aid. Random forests and
neural networks are examples of models that are theoretically
interpretable at small scales but, due to their usually large size
or ensemble behavior, are no longer considered to be inter-
pretable. This aligns with Lipton’s notion that interpretability
is not one-size-fits-all [[I 1]; instead, it covers a broad spectrum
where complex models may be less transparent but achieve
higher accuracy, while, conversely, simpler models are easier
to understand but may sacrifice performance.

On the other hand, even if we cannot trace the exact logic,
a model can still be considered explainable if a human-
understandable explanation can be provided for what the
model is doing or why a decision is made. Explanations do
not need to capture the full behavior of the model, and in
general, encompassing the full behavior in a single explanation
is nearly impossible without creating an equally complex
explanation. However, explanations can provide windows into
particular aspects of the model’s behavior. Some practical
methods for providing explanations for particular aspects of
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Fig. 1. As models and solutions become more difficult to understand, the
amount of explanation required increases. Simple solutions (left) may not
require any explanation at all, and are intrinsically interpretable. Others
(middle two) may lie beyond the ability of a human to grasp easily, but can be
understood with explanation. Finally, some models may remain opaque even
with the current best efforts at explanation.

a model include evaluating feature importance, approximating
the local or global behavior with a simpler model, or compar-
ing the prediction to be explained with other similar inputs.

As illustrated in Figure [I] as an AI system becomes more
difficult to understand the effort required to explain them ade-
quately becomes greater. Below a certain threshold, depending
on the audience, a system is easy enough to understand that
it can be considered to be intrinsically interpretable. Above
this threshold, explanations can provide sufficient aid that a
normally uninterpretable system can still be understood. For
example, a model might be multidimensional and uninter-
pretable when looking at its equations alone, but with the
aid of visualizations, feature importances, and local approx-
imations we can grasp its general behavior. As we consider
larger or more complex models, we require more and more
of these explanations to be confident we understand how the
model works. At a certain point, it becomes impractical to
explain to a satisfactory level how a system works, or the
explanations we have are insufficient to capture everything.
For example, although explanations can provide some insight
into a large language model, there are still many aspects of its
behavior that remains unknown. These systems are ones which
lie beyond our current threshold of “understandable with
explanation”. This also points towards two ways of addressing
this problem: first, by reducing the complexity of the model
or otherwise bringing down the difficulty of understanding,
so that existing explanation techniques can be used; second,
by improving our ability to explain so that we can explain
more uninterpretable systems. We will discuss specific ways
of doing so in the later sections.

C. Why EC and XAI?

EC is an approach to Al inspired by the principles of
biological evolution that have found use in a wide variety of
applications, including optimization, ML, engineering design,
and artificial life. This field encompasses evolutionary algo-
rithms such as genetic algorithms (GA), genetic programming
(GP), and evolution strategies (ES), as well as, for extension,

swarm intelligence algorithms such as particle swarm opti-
mization. EC techniques often employ populations of solutions
and operators that introduce variation and diversity to explore
larger regions of the search space.

Evolutionary techniques have unique strengths that can offer
potential solutions to current challenges in XAI [13]], [14].
First of all, as detailed in later sections, EC has a long
track record of successful applications to create symbolic or
interpretable models (e.g., decision trees or rule systems). By
constructing solutions using intrinsically interpretable compo-
nents, EC-derived solutions can guarantee the interpretability
of the evolved representation. EC can also be used to create
interpretable approximations of other complex models, i.e., to
produce explanations for their behavior.

Second, the inherent flexibility of evolutionary methods,
such as the ability to perform derivative-free, black-box
optimization, positions them as a versatile tool to perform
optimization where other methods struggle. For instance, they
can be applied in scenarios where access to an ML model
is only available through an API that returns predictions and
no other information about the model’s confidence or internal
logic. Such a scenario is becoming increasingly common,
but evolutionary methods can still perform optimization in
these cases, to probe the model for patterns in its behavior
or generate counterfactuals or adversarial examples. This also
enables the optimization of unusual or customized metrics (for
example, for measuring interpretability) without constructing
metrics that can be readily optimized through gradient descent.
Additionally, this flexibility also paves the way for hybrid
methods when combined with other algorithms or to build
meta-optimizers.

One especially useful capability offered by EC is multi-
objective optimization. Many problems in XAl are inherently
multi-objective, requiring a balance between model faithful-
ness and human interpretability, or complexity of the expla-
nation. In many cases we may also want a diverse range of
explanations — for example, different people may find different
explanations to be helpful, or single explanations may not fully
explain all the relevant characteristics of the model. The use
of diversity metrics as well as quality-diversity algorithms can
allow us to generate a range of different explanations for the
problem.

Conversely, we also believe XAl principles can offer useful
insights to EC and are currently under-utilized. XAl can pro-
vide insights into the decision-making process of evolutionary
algorithms, explaining why certain solutions were selected
in the end. Not only is this invaluable for debugging and
improving algorithms, but end users may want to understand
the reasoning behind why a particular solution was chosen.
This is especially important in fields where the outputs of
any algorithm must be justified or understood by decision-
makers without deep technical knowledge of EC, such as in
engineering design or policy-making.

Furthermore, XAI principles can aid in the development of
more interpretable and transparent fitness landscape analyses.
Understanding the fitness landscape is critical for under-
standing the difficulty of finding a solution as well as the
effectiveness of EC algorithms. XAl-inspired approaches can
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Fig. 2. The interaction between problem and model complexity. Simple
models for simple problems are intrinsically interpretable, and do not require
explainability techniques. On the other hand, applying simple models to
complex problems may produce an interpretable model, but the model will
not accurately solve the problem. Explainability is needed when we require a
complex model for a complex problem, and we would like to understand the
model.

improve our existing tools for visualizing and interpreting
these landscapes, and understanding the landscape can serve
as an explanation in and of itself.

III. EC FOR XAI

In this section, we discuss methods for XAI and the ap-
plications of evolutionary algorithms to this task. ML is a
powerful tool for building a model of a system from data. As
ML models have advanced, so has their complexity, often re-
sulting in increased performance at the cost of interpretability.
Explainability becomes a critical component to address this
trade-off, ensuring that the models we rely on are not only
effective but also understandable and trustworthy.

A. Explainability and Complexity

The interpretability of a model is inherently linked to its
complexity [15]. Simpler models, such as linear regressions,
are considered inherently interpretable due to their straight-
forward decision-making processes which humans can follow
unaided. However, as model complexity increases, we lose
interpretability and must rely on explainability instead. To
clarify this relationship, we introduce a framework shown
in Figure 2] mapping problem complexity against model
complexity.

This begs the question: What is the complexity of a prob-
lem? We define problem complexity informally here, drawing
parallels with the concept of computational complexity. We
consider a problem’s complexity to be the complexity of the
model required to adequately capture its behavior up to the
desired level of accuracy. The more complex the problem, the
more complex the model must be to represent it faithfully.
This also means that some problems may be simple if we
are satisfied with a certain level of performance but may be
complex if we aim to capture all the nuances and relationships
in the data.

The complexity of a model (or a solution to an optimization
problem) includes aspects such as the number of parameters,
the depth of the structure, and the amount of computation
required. This complexity can be measured by a model’s

description length [16], inspired by the concept of Kolmogorov
complexity [17], or by parameterized complexity [15]. A
model with a lengthy description, numerous parameters, or
complex functions is considered more complex for our pur-
poses. Although allowing for greater model complexity might
increase a model’s capacity to solve problems, this can lead to
a loss of interpretability simply due to the size of the model.
For example, a neural network with billions of parameters, a
genetic program with a large number of instructions, or an
extremely deep decision tree can produce accurate models for
problems but be difficult to understand due to their size.

With these two axes in mind — that is, problem and model
complexity — we can identify four main areas of concern, each
of which represents a distinct combination of problem and
model complexity. They are as follows:

o Simple problem, simple model: In this scenario, the
desired behavior can be captured by a simple model. The
model is accurate but also intrinsically interpretable, so
there is no need for explainability in this case.

o Simple problem, complex model: When a complex
model, such as a deep learning model, is used for a
simple problem, the mismatch in complexity leads to a
model that is excessively complex for the task at hand.
While the model may perform well, it is difficult to
interpret and offers no advantages for the complexity
over a simple model which may perform equally well
for the simple problem. In this case, the issue is not one
of explainability but a result of the mismatch between
the problem requirements and the model used. Rather
than aiming to explain the complex model, a more fitting
approach would be to use a model of the appropriate
complexity and avoid the issue altogether.

o Complex problem, simple model: Conversely, applying
a simple model such as linear regression to a complex
problem can result in a model that is interpretable but
with inadequate performance. Such a model may fail to
capture the characteristics of the data to the degree of
accuracy required. While the model remains interpretable,
the issue is again a mismatch between the problem and
model, as the simple model cannot accurately model the
data.

o Complex problem, complex model: We argue that this
quadrant is the main area of concern for XAl, i.e., the area
where explainability is most relevant. In these cases, a
complex model is necessary to capture the nuances of the
data, but this complexity renders the model opaque and
uninterpretable. Explainability methods enable users to
navigate and understand complex models, building trust
in the model, even when the model cannot be understood
wholly on its own.

B. Types of Explanations

A wide variety of explanations focus on different aspects
of the modeling process. In this survey, we take a problem-
focused approach and consider the ML pipeline from data
to trained model (Figure [3). we structure our categorization
around the stage of the ML pipeline where they can be
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Fig. 3. Overview of the process of building an ML model, showing areas
where explanations (magnifying glasses) are often applied. Examples of
methods in each category are described in Section [l Also shown is the
intrinsic interpretability approach (cogwheel), where models are designed to
be interpretable from the start. All these methods can be used together to
form a complete picture of a model’s behavior.

applied. This is meant to highlight that explainability is not
only applied at the end, to a fully trained model, but that it
is a tool that can be used to understand the entire model-
building process. By tying the categorization to the stages of
the pipeline, we also aim to provide practitioners with a clear
roadmap on areas where explainability can be applied.

In the next sections, we will address each area in turn.
First, as an introduction to each category, we will describe
some examples of conventional approaches. This overview is
not meant to be exhaustive but rather to provide a primer on
the current popular approaches. For a more extensive survey
of current methods in XAI, we direct the reader to recent
reviews [18]], [19] on the topic. We will then survey EC-based
approaches in each area, providing an overview of the current
state-of-the-art with respect to combining EC and XAL

C. Interpretability by Design

A growing concern on the importance of having ML models
that are interpretable by design, rather than explainable post-
hoc, has been recently advocated by many researchers in the
XAI field 2], [[12], arguing that whenever appropriate and
possible, one should opt for models that are inherently explain-
able, or interpretable (white-box models). The main argument
to support this statement is that post-hoc explanations often
provide only local approximations of ML models, hence being
limited: 1) because they rarely capture the whole (global)
decision-making process of the model; and 2) because being
approximations (essentially, they model other models) they
can possibly introduce errors and thus not reflect the original
decision-making process of the main model. For these reasons,
“interpretable by design” models, based on some form of
knowledge representation, should be preferred.

Unlike traditional ML approaches for the generation of
models using such knowledge representations, which mostly
use greedy heuristics, EC methods leverage the global opti-
mization capabilities of evolutionary search. Learning Clas-

sifier Systems (LCS) are a notable instance of EC methods
applied to ML. Within LCS, some methods apply batch
learning [20], [21] while others use online learning [[22[]—[26]]
using either reinforcement learning (RL) [22] or supervised
learning [27]]. Most LCS approaches are applied to the gener-
ation of rule-based ML models, although other representations,
such as decision trees [28] or hyper-ellipsoids [29], have also
been explored. GP methods also have a long history of their
application to symbolic regression [30].

Model complexity has been addressed in a variety of ways.
For the EC methods generating variable-length models, the
broad range of standard techniques to deal with the bloat
effect [31] can be used to promote the generation of more
compact models. For instance, specific fitness functions can
be used to promote the generation of compact rule sets based
on the minimum description length (MDL) principle [32],
while other methods achieve this through multi-objective
optimization [33]]. Moreover, rule-based ML models can be
simplified through the use of rule/rule set editing operators,
which can be hybridized with the standard global search of
EC methods (i.e., a memetic algorithm) [34], [35] or used
as post-processing operators [36]-[38]]. Sparsity in neural
networks can be promoted through regularization, or through
evolutionary pruning [39], [40].

Similar attempts at combining RL and EC have tried to
obtain interpretable policies for RL tasks by combining deci-
sion trees induced by GP or Grammatical Evolution with RL
acting on the leaves while the policy interacts with the envi-
ronment [41]]-[46]], also through quality-diversity approaches
[47], [48] and in multi-agent settings [49].

Some other works in this area have explicitly focused on
addressing the interpretability question in white-box models.
The balance between accuracy and interpretability has been
explored in the context of genetic fuzzy systems [50]. In
this regard, some recent studies have proposed machine-
learned quantifiable measures of interpretability [6], while oth-
ers [51] have emphasized the importance of focusing on low-
complexity models, especially in the context of GP. Another
important aspect in ML, fairness, has been addressed in [52],
where explicit fairness constraints have been introduced in GP
to obtain fair classifiers.

Visualization techniques in the shape of heatmaps have been
used to represent the sets of classification rules generated
by LCS [53]. This technique was particularly effective when
combined with hierarchical clustering to reorder a dataset’s
rows (instances) and columns (features), as this enabled an ef-
fective global view of how the problem domain was partitioned
across the classification rules and what features were relevant
for each partition. Alternatively, 3D visualization approaches
have also been shown to be a very effective tool to represent
complete rule sets generated by LCS [54], by using different
axes to represent attributes, levels of generality of the rules in
which these attributes were involved, and estimated attribute
importance.

D. Explaining Data and Preprocessing

We begin with a discussion of methods that can be used to
explain the data. These are methods that aim to understand



the structure of the data, for example through clustering, even
though they may not become part of the final model. Although
this category is often omitted in discussions of XAl, it is worth
mentioning it as part of the overall pipeline. Every ML model
begins with the data, and any pattern learned by the model is
derived from the data, so it would be remiss not to discuss
this as a component of the whole process. We should remark
that methods under this category do not necessarily explain the
model itself, but as said aim to explain the underlying data on
which the model was trained, focusing on understanding the
data distribution and its characteristics.

Techniques such as exploratory analysis, data visualization,
and dimensionality reduction can be used to better understand
the patterns in the underlying data that the model might learn,
as well as identify any potential biases. Examples of these
techniques include Principal Component Analysis (PCA) [55]],
[56] and t-Distributed Stochastic Neighbor Embedding (t-
SNE) [57]], which reduce the dimensionality of data to allow
for easy visualization.

In addition, methods such as clustering and outlier detection
can help identify patterns or anomalies in the data that may
impact the model’s performance and aid in feature selection
and engineering. These include methods such as k-means
clustering and DBSCAN [58]]. These explanations can help
identify data quality issues, biases, and preprocessing require-
ments, as well as build trust.

1) Dimensionality reduction: EC can be used to explain
data by means of dimensionality reduction and visualization.
One approach is GP-tSNE [59]], which adapts the classic
t-SNE [57] algorithm to use evolved trees to provide an
interpretable mapping from the original data points to the
embedded points. Similarly, Schofield and Lensen [60] use
tree-GP to produce an interpretable mapping for Uniform
Manifold Approximation and Projection (UMAP). By pro-
ducing an explicit mapping function rather than simply the
embedded points, we can not only make the process more
transparent but also reuse the mapping on new data.

In some cases, we may want to use the lower-dimensional
representation for prediction as well as visualization. This is
useful for interpretability as it allows us to visualize exactly the
same data representation the model sees. Therefore, another
approach is to construct features that are both amenable to
visualization and well-suited for downstream tasks. Icke and
Rosenberg [61] proposed a multi-objective GP algorithm to
optimize three objective measures desirable for constructed
features — classifiability, visual interpretability and semantic
interpretability. Similarly, Cano et al. [|62] developed a method
using multi-objective GP to construct features for visualization
and downstream analysis, optimizing for six classification
and visualization metrics. The classification metrics (accuracy,
AUC, and Cohen’s kappa rate) aim to improve the performance
of the downstream classifier, while the visualization metrics
(C-index, Davies-Bouldin index, and Dunn’s index) aim to
improve the clustering and separability of the features.

Moreover, GP has been effectively used for the ML task of
manifold learning [63]], i.e., the creation of (ideally) reduced
data representations for high-dimensional datasets to facilitate
the work of downstream ML algorithms. Often, this task is

solved by black-box algorithms that perform a mapping from
an original space to a reduced one without a clear explanation
of how this mapping is designed. On the other hand, GP trees
offer an interpretable alternative for this task with white-box
transformation operations.

2) Feature selection and feature engineering: Feature se-
lection is a common preprocessing step in which a rele-
vant subset of features is selected from the original dataset.
The latter is used to improve the model’s performance and
interpretability by narrowing down the features the model
can draw on. As an explanation, feature selection shares
some similarities with feature importance, which identifies the
features a model is drawing on but, instead, restricts the model
explicitly so it can only draw on the chosen features.

Genetic algorithms are a straightforward and effective ap-
proach to feature selection, with a natural representation in
the form of strings of 1s and 0Os, making them a popular
choice for feature selection [64]]-[66]]. GP can also be used
for feature selection since the inclusion of features in a tree
or linear genetic program is intrinsically evolved with the
program [67]-[69]. For an in-depth review of GP methods,
we refer the reader to [[70]. Swarm intelligence methods, such
as particle swarm optimization, have been applied to feature
selection as well [71]]. For a more detailed review of these
methods, we direct the reader to [72]. In addition to selecting
features for a model, feature selection can also be used to
improve data understanding by integrating it with techniques
such as clustering [[73].

Feature engineering, also referred to as feature construc-
tion, is a related approach that involves building higher-level
condensed features out of basic features. GP can be used to
evolve these higher-level features for downstream tasks such
as classification and regression [74f|—[77[]. This approach can
also help improve a model’s interpretability since it can reduce
a large number of low-level features to a smaller number of
higher-level features which may be easier to understand for
humans. Moreover, it removes some of the modeling needs
from the black-box, replacing them with an a-priori (pre-
processing) transparent step, thereby reducing the amount of
explanation needed.

These methods also share many similarities with dimen-
sionality reduction techniques and, in some cases, can fall
under both categories. Uriot et al. [[78] compared a variety
of multi-tree GP algorithms for dimensionality reduction, as
well as a tree-based autoencoder architecture. In the multi-tree
representation, each individual in the population is a collection
of trees each of which maps the input to one feature in the
latent dimension. In order to reconstruct the input for the
autoencoder, a multi-tree decoder is simultaneously evolved
with one tree per input dimension. Their results showed
that GP-based dimensionality reduction was on par with the
conventional methods they tested (PCA, LLE, and Isomap).

E. Explaining Model Behavior

Once we have the trained model, it may still be difficult to
understand how it works, even in cases where it is transparent
and we can inspect the internal mechanisms. Consider, for



example, a trained neural network. Even if in principle we
are allowed to inspect each weight and internal operation, the
model as a whole is still hard to understand. This is where
we turn to explanations to bridge the gap. Methods in this
category attempt to explain the internal function of the model,
for example, by inspecting the structure of a tree or the weights
in a neural network. These approaches can either attempt to
explain the entire model or to understand smaller components
of the model.

1) Feature importance: Global feature importance aims to
explain the dependence of a model on each feature it uses. For
example, feature importance returns a score that represents
the significance of each feature to the model. This helps
identify which features impact the model’s predictions most
and provides insights into how the model is making decisions.
This type of explanation can also be used to verify whether
the model is behaving as expected — for example, by checking
whether it is using the same features a human would to solve
the problem. In the case of a computer vision model, this type
of explanation can be used to determine if the features used
to classify a particular image as a cat make sense or if the
model is using spurious patterns in the data, such as identifying
the cat based on its surroundings. This type of explanation
can also aid in optimizing models and performing feature
selection by identifying less important features. Some models,
such as decision trees and tree ensembles like random forests,
provide built-in feature importance measures [79]]. For models
without built-in feature importance measures, more general
methods such as partial dependence plots [[80] and permutation
feature importance [79], [81] can be used to determine which
features have the largest impact. Evolutionary computation can
be used to go further and measure the strength of higher-
order interactions between features by evolving groups of
features [82].

2) Global model approximations: This approach, also
known as model extraction or a global surrogate model,
aims to approximate a black-box model with a more inter-
pretable model. This idea is closely related to knowledge
distillation [83]], [84] in deep learning, but rather than simply
making the model smaller, we also want to make it more
interpretable. This is done by training or evolving a secondary
model, which both approximates the original model and is
more interpretable. An example of this approach was proposed
by Lakkaraju et al. [85]. Their approach approximates the
behavior of the model using a small number of decision sets,
providing an interpretable proxy for the entire model.

Evolutionary computation methods such as genetic pro-
gramming are well-suited for this approach as they can
guarantee interpretable models while optimizing for one or
more objectives. Evans et al. [86] propose a model extraction
method using multi-objective GP to construct decision trees
that accurately represent a given black-box classifier while
being more interpretable. This method aims to simultaneously
maximize the ability of the tree to reconstruct (replicate) the
predictions of a black-box model and maximize interpretability
by minimizing the decision tree’s complexity. The reconstruc-
tion ability is measured by the weighted F1 score over cross-
validation, and the complexity of the decision tree is measured

by the number of splitting points in the tree. The overall
evolutionary process uses a modified version of NSGA-II [87].
In their experiments on a range of classification problems,
the authors found that the accuracy remained commensurate
with other model extraction methods (namely Bayesian rule
lists, logistic regression, and two types of decision trees) while
significantly reducing the complexity of the models produced.

3) Domain-specific knowledge extraction from machine
learning models: Finally, domain-specific studies have also
been performed. For instance, the classification rules evolved
by EC methods have been analyzed in the domain of protein
structure prediction [88]. Furthermore, biological functional
networks (i.e., graphs) can be inferred by mining the structure
of ensembles of rule sets evolved by EC methods [89]. A topo-
logical analysis of such networks led to the experimentally-
verified discovery of the function of several genes (in the
biological sense of the word) for the Arabidopsis Thaliana
plant organism [90]. Knowledge representations for rules can
be constrained in a variety of ways, which shape the data
patterns captured by the sets of classification rules using such
representations. This potentially leads to the extraction of
different knowledge from the same data depending on the
chosen representation, as was studied for molecular biology
datasets [91]]. In the field of neuro-evolution, EC methods
have instead been used to discover interpretable plasticity
rules [92]-[94]] or to produce self-interpretable agents [95]],
i.e., agents that (through self-attention) access a smaller frac-
tion of the input, for which interpretable policies are possible.

4) Explaining neural networks: Thus far, the methods we
have covered are general and can be used with a variety of
models. However, given the popularity of deep learning meth-
ods, we would be remiss not to discuss methods specifically
tailored to explaining these models. The rise in popularity of
deep learning, combined with the inherent black-box nature of
neural networks and their large number of parameters, makes
explaining them challenging but increasingly important.

For image classification, the large number of input features
(pixels) poses a significant problem for many explanation
methods. As such, it is necessary to reduce the dimension first,
for example by clustering similar pixels into “superpixels”.
Wang et al. [96] propose using a multi-objective genetic
algorithm to identify superpixels of importance for the final
prediction and using this set of superpixels as an explanation.
The genetic algorithm uses NSGA-II to optimize for the least
number of superpixels used while maximizing the model’s
confidence in its prediction.

Methods have been developed for explaining the internals
of deep learning models [97]. As an example of one such
method, Interpretable Lens Variable Models [9§] train an
invertible mapping from a complex internal representation
inside a neural network (i.e., the latent space in a generative
or discriminative model) to a simpler, interpretable one.

More recently, the field of “mechanistic interpretability” has
gained popularity, aiming to understand the internal operations
and mechanisms of neural networks. This field attempts to
reverse-engineer and describe the algorithm performed by
the layers of a neural network. One promising thread of
work has been the Circuits approach, which discovered curve



detectors in vision models [99] and interpretable circuits in
small transformer models [[100].

As an example of this approach, mechanistic interpretability
has been used to explain the “grokking” phenomenon seen
when training neural networks [[101]], by which some networks
learn the training data quickly but only generalize well after
a long period of further training in which little appears to
happen. In this work, Nanda et al. show that, when training a
transformer model to perform modular addition, the network
first memorizes the training data directly before eventually
learning a general algorithm for the problem. They are able
to describe the exact algorithm used by the network, by
inspecting the activations and ablating specific components.

This is a space that is ripe for innovation in the evolu-
tionary computation community. Evolutionary methods have
been used to explore the decision boundary [[102]] and prompt
space [[103]] of language models, attempting to map out the
space of inputs along relevant dimensions. Another approach
is to directly interpret the network, such as by using symbolic
regression to find a expression that matches the gradients of
the network [|104].

F. Explaining Predictions

This type of approach aims to explain a specific prediction
made by a model. As such, the explanation only needs to
capture the behavior of the model with respect to the prediction
in question, rather than the model as a whole.

1) Local explanations: Instead of creating an interpretable
model to approximate the global performance of a black-box
model, which may not be possible, these approaches only
attempt to approximate the local behavior using an evolution-
ary algorithm. One notable method in this category is Lo-
cal Interpretable Model-agnostic Explanations (LIME) [105].
LIME constructs an explanation by generating a collection of
instances in the vicinity of the input to be explained, each
accompanied by the model’s prediction. It then fits a linear
model to this new dataset, serving as a local surrogate that
approximates the original model’s behavior in that specific
region. While this explanation does not necessarily reflect the
global behavior of the model, it is locally faithful and can
be used to understand the behavior of the model around that
point.

Ferreira et al. [106] proposed Genetic Programming Ex-
plainer (GPX), a GP-based method that fits a local explanation
model for a given input example. Similar to LIME, when given
a sample input to be explained, the method samples a set
of neighboring data points around the input and fits a local
explanation. However, rather than a linear model, GPX uses
a GP to evolve symbolic expression trees that best capture
the behavior of the pre-trained black-box model over the
neighboring data points. The authors tested this approach on
both classification and regression datasets and reported that
the GP-based approach captured the model’s behavior better
than LIME, as the assumption of linear local behavior was not
always valid, and also outperformed a decision tree used as
an explainer for the same neighbor set.

On the other hand, Guidotti et al. [[107] proposed a method
called Local Rule-based Explanations (LORE), which applies

an evolutionary algorithm to neighborhood generation rather
than evolving the explanation itself. Specifically, a genetic
algorithm generates a set of points near the prediction to be
explained, which are either classified the same as or differently
from the original prediction while being nearby. A decision
tree is then used to fit the local behavior of the black-box
model. The use of a genetic algorithm here ensures a dense
sampling of points in the local neighborhood that lie on both
sides of the decision boundary.

Feature importance can also be provided for individual pre-
dictions. Shapley additive explanations (SHAP) [[108] attempts
to provide a universal method for assessing feature importance
that can be applied to most ML models. This is based on
the Shapley value, a concept from cooperative game theory
that assigns a value to each player in a game based on their
contribution to the overall outcome. In the context of ML, the
“players” are the features in the data, and the “game” is the
prediction task. The Shapley value scores each feature based
on its contribution to each prediction. The exact calculation
of Shapley values is usually computationally impractical, as
it involves evaluating every possible combination of features.
However, SHAP proposes approximating these values using
sampling and regression, making the estimation of feature
importance computationally feasible. This method is widely
used in the field of XAI

2) Counterfactuals: Counterfactual explanations are an-
other type of explanation that provides insight through a
hypothetical example where the model would have made
a different decision. For instance, “the model would have
approved the loan if the income were $5000 higher” is a
counterfactual explanation that identifies how the input should
change in order to change the model’s result [[109]]. This form
of explanation is intuitive and can be performed on a model
in a black-box manner without access to the internal logic
of the model. Another notable advantage of counterfactual
explanations is that they afford users actionable steps or
recourse to achieve a desired result [110]. They are also
inherently faithful to the model’s behavior since they are
grounded in actual model evaluations. However, because they
consist of single instances or data points, they only provide
limited insight into the model’s global behavior.

Diverse Counterfactual Explanations (DiCE) [111] is an
method of constructing counterfactual predictions. The aim
of this method is to produce counterfactuals that are valid
(produce a different result when fed into the model), proximal
(are similar to the input), and diverse (different from each
other). Diversity is desirable here as it increases the likelihood
of finding a useful explanation and provides a more complete
picture of the model’s behavior. DiCE generates a diverse set
of counterfactual examples using a diversity metric based on
determinantal point processes [|112], a probabilistic model that
can solve subset selection problems under diversity constraints.
This diversity constraint forces the various examples apart,
while an additional proximity constraint forces the examples
to lie close to the original input. The method also attempts to
make the counterfactual examples differ from the input in as
few features as possible (feature sparsity).

Evolutionary computation is well suited to this task as a



black-box, possibly multi-objective optimizer, as it allows us to
find counterfactuals without knowing the internal workings of
the model while also optimizing for multiple desirable criteria
in the counterfactuals.

CERTIFALI [113] generates a population of counterfactual
explanations using a model-agnostic genetic algorithm. The
initial population is generated by sampling instances that lie on
the other side of the decision boundary of the model (i.e., are
classified differently from the instance to be explained). Then,
the genetic algorithm optimizes the population to minimize the
distance (for some notion of distance, depending on the type of
data) from each counterfactual instance to the input instance.
The population is then analyzed for (1) robustness, which
increases if the best counterfactual examples found are farther
away from the input, and (2) fairness, which is measured by
comparing robustness across different values of a particular
feature.

GeCo [114] uses a genetic algorithm with feasibility and
plausibility constraints on the features, specified using the
constraint language PLAF. This allows one to rule out certain
counterfactuals that would be useless to the user (e.g., coun-
terfactuals where the user changes their gender or decreases
their age). Like CERTIFAI the genetic algorithm minimizes
the distance from the input instance to the counterfactual
examples, prioritizing examples on the other side of the deci-
sion boundary while keeping examples close to the decision
boundary if not enough counterfactuals are available. The
fitness function does not consider how many features are
changed relative to the input instance (with a smaller number
being preferred for ease of understanding), but the algorithm
is biased toward a smaller number of changes by initializing
the population with only one feature changed.

Multi-objective counterfactuals (MOC) [115] explicitly use
multi-objective optimization to consider multiple desirable
properties of the explanations. MOC uses a modified version of
NSGA-II to perform its search. Among the changes are the use
of mixed integer evolution strategies (MIES) [116] to search a
mixed discrete and continuous space and a different crowding-
distance sorting algorithm which prioritizes diversity in feature
space. A total of four objectives are used, optimizing for these
four desirable properties: the model output for the example
should be close to the desired output; the example should lie
close (in the feature space) to the input to be explained; the
example should not differ from the input in too many features;
and, the example should be plausible (i.e., likely to be drawn
from the same distribution as the real data), which is measured
by its distance to the closest k data points.

3) Adversarial examples: Adversarial examples are closely
related to counterfactuals. An adversarial example is counter-
factual, but it intends to create an incorrect prediction [117].
This is done by applying a small perturbation to an example
to change its classification. Most approaches search for ex-
amples that are as close to the original input as possible and
perceptually similar to the input. These examples are a method
to highlight failure modes of the model as well as a potential
attack vector on deep learning models.

Su et al. [118]] propose a method of finding adversarial
examples which modify only one pixel in an image. This

contrasts previous methods that modify multiple pixels in the
image and are more obvious to humans. Their method uses
differential evolution, where each individual is encoded by the
coordinate of the pixel to be modified and the perturbation in
the RGB space. They find that, in many cases, one pixel is
sufficient to deceive the model. Other works explored the gen-
eration of adversarial image perturbations through evolution
strategies [[119] and the clonal selection algorithm [[120].

Adversarial examples are also present in models built for
other domains, such as natural language processing. Alzantot
et al. [121] generate adversarial examples on a sentiment
analysis model and a textual entailment model. In addition,
the examples they produce are designed to be semantically and
syntactically similar to the original input, making the attack
more difficult to spot. A genetic algorithm is used to optimize
for a different target label than the original. Mutation occurs
by changing words in the input to similar words as measured
by a word embedding model (GloVe) and filtering out words
that do not fit the context.

G. Assessing Explanations

Finally, rather than using EC to generate the explanations
themselves, we will discuss some ways in which EC can be
used to assess or improve the quality of other explanation
methods.

Huang et al. [[I122] propose two metrics to assess the
robustness of an explanation: worst-case misinterpretation
discrepancy and probabilistic interpretation robustness. Inter-
pretation discrepancy measures the difference between two
interpretations, one before and one after perturbation of the
input. For an interpretation to be robust to perturbations, it is
desirable for this value to be low. The authors then measure
the discrepancy in two worst cases: the largest interpretation
discrepancy possible while still being classified as the same
class and the smallest interpretation discrepancy possible while
being classified differently (adversarial example). These values
are optimized using a GA. The other metric, probability
of misinterpretation, calculates probabilistic versions of the
above: the probability of an example having the same clas-
sification but a significantly different interpretation and the
probability of an example having a different classification
but a similar interpretation. This is estimated using subset
simulation.

It is also possible to perform an adversarial attack on the
explanations themselves. Tamam et al. [123] do this with
AttaXAl, a black-box approach based on evolution. AttaXAlI
tries to evolve an image similar in appearance to the original
input that produces the same prediction from the model but
with an arbitrary explanation map. In their experiments, pairs
of images were selected and were shown to be able to generate
a new image with the appearance and prediction of the first
image but with a similar explanation map to the second.

Much of the visualization work described above has a
considerable drawback when considering explainability in that
only a limited amount of evaluation has been undertaken with
explainability in mind. A standard approach to evaluating
visualization research within EC is to apply visualizations to a



benchmark dataset — perhaps a benchmark approximation set,
a group of Pareto front approximations generated on multi-
objective test problems with known characteristics [[124], or
a run of an algorithm on a problem that has a specific type
of landscape whose performance we would like to visualize.
These are valuable approaches, as they confirm that a proposed
visualization technique is able to represent the characteristics
of solutions or algorithm execution that we seek to present
to users. Other approaches included examining the features
offered by a visualization according to a usage taxonomy and
undertaking a usability study. These latter approaches are im-
portant to the analysis of visualizations from an explainability
perspective.

A usability study is a process by which a human user’s
ability to use a computer system is formally evaluated. In
the context of visualization, this typically assesses the extent
to which a user can interpret the information presented in
a visualization. A few examples can be found in the EC
literature wherein a usability study has been conducted. A
small-scale usability study was conducted in [[125]], wherein
participants were asked to engage in a number of tasks
(selecting the best and worst solutions from a number of
visualizations) and were assessed on their accuracy and time
taken to complete the task. Another study [[126] asked users to
reflect on their use of a visualization tool using a questionnaire
with a range of scored and open questions. Considering the
range of cases in which usability studies have been used
within the wider visualization community, we argue that the
EC community can gain much from incorporating them. As a
first step, studying the accessibility of existing methods on a
considerably larger scale — both in terms of respondents and
the tasks they are asked to complete — is recommended. This,
in turn, will require careful consideration since, for example,
the DTLZ test problem suite used to showcase many of the
visualization tools discussed above is not easily interpretable
by non-experts. Instead, benchmark tasks that human users can
easily understand must be identified. How best to leverage
usability studies within the wider context of XAI is still an
open question [127], with proposals including the creation
of question banks [128]], or evaluating different query and
modality types [[129]]. All of these approaches can be readily
adapted for use within EC.

IV. XAIFOR EC

In this section, we consider a complementary perspective to
that in Section [IIIl explainability for EC and optimization ap-
proaches in general. The motivation is similar: an optimization
algorithm will follow lengthy and often complex processes to
find optimal or near-optimal solutions that are presented to
a decision-maker. Explanations here also help the decision-
maker answer our general questions set out in Section
Overall, we view the process (Figure [4) of optimization as
having three stages: problem setup or definition, iterative
optimization or search, and analysis of solutions. There is
scope for explainability at each of these stages, which we will
elaborate on in the following sections.
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Fig. 4. Overview of the process of using an optimization algorithm, showing
areas where explanations (magnifying glasses) can be applied.

A. Interpretability by Design

Much of the challenge in tackling an optimization problem
is in designing and formulating the objectives and solution
representation. Interpretability can be a key factor in the
design choices made at this stage; conversely, the problem’s
design is an important part of explaining it. Thus, more
direct representations and explicit encoding of the variables,
objectives, and constraints of real-world problems might be
favored if interpretability is important. In this setting, a MILP
formulation of a problem’s objectives and constraints, whether
to be solved by mathematical optimization or EC, would be
preferable to a “black-box” function evaluation. Matheuristics
[130] are a successful development in this area. An alternative
approach [131]] used decision trees to provide interpretable
rules to choose solutions for optimization problems with
the trees constructed by MILP or heuristics. Handling the
components of an objective separately rather than together
can permit post-hoc analysis of how solutions have been
chosen throughout the evolutionary process; this motivates
the use of lexicographical approaches to tournament selection
such as those proposed by Deb for constraints [132] and
multiple objectives [[133]], or lexicase selection in GP [134].
The tackling of multi-objective problems can also be made
more transparent through the use of post-hoc multi-objective
evolutionary algorithms [[135]-[137] that approximate a Pareto
front, allowing the decision-maker to understand the trade-off
between objectives, rather than having to guess the trade-off
when choosing weightings for a priori optimization (e.g., a
weighted sum of objectives). We will return to this theme in
Section

Explainability also motivates the use of direct over indirect
representations: it is self-evident that the closer the solution
representation and decision variables are to the real-world
application, the easier the solution explanations are in the
applied setting. There is often a trade-off here. For exam-
ple, indirect representations such as hyperNEAT [138]], [139]



and Grammatical Evolution have generally been found to
outperform direct representations such as the tree structures
of classical GP [140]. On the other hand, more explicit
formulations of the problem allow for greater control of the
operators that can be customized to the problem at hand. For
example, grey-box optimization [141] exploits knowledge of
the problem domain using direct encodings for combinatorial
problems in order to improve performance. As with ML, as
noted in Section [I[l[-D2] direct representations should still be at
the right level for interpretability: too low and the information
is too fine-grained and dense for a human to interpret; too
high and the real-world meaning is lost. We suggest that there
could also be scope for evolutionary algorithms in engineer-
ing and selecting features with respect to interpretability for
optimization problems themselves; this may be accomplished
by following a cooperative coevolution approach as is already
successful in large-scale global optimization [142].

The algorithmic framework itself also has an impact on
explainability. A greedy or steepest ascent hill-climber is
deterministic, with a single point to follow, resulting in an
easily understood search process more interpretable than a
stochastic search or a population-based algorithm. In this
regard, Estimation of Distribution Algorithms [143]-[146]
construct explicit representations of the problem, highlighting
a clear mathematical route to the solutions, though this task
can itself be sufficiently complex as to be non-interpretable.

B. Explaining Problem Landscapes

Landscape analysis aims to capture the interactions between
algorithms and their operators with solution representations.
Such approaches might be considered as being about under-
standing how the search proceeds rather than why particular
solutions are chosen, but both aspects can be viewed as
important for explainability.

1) Landscape analysis and trajectories: Landscape anal-
ysis [[147] is, arguably, one of the main points of contact
between XAI and EC. Landscape analysis, in fact, encom-
passes a set of tools that aim to understand and explain
algorithm behavior based on the problem features, as well as
predict algorithm performance and perform automatic algo-
rithm configuration and selection. In this area, some works that
explicitly aim at explainable landscape-aware prediction [[148],
[149] have been proposed recently.

We might consider an algorithm’s behavior to be defined
in terms of its trajectory through the search space. Such a
trajectory is the sequence of points occupied in the search
space by the algorithm’s population (or even a single solution,
in the case of single-solution algorithms) over the course of the
algorithm’s run. In this way, the trajectory captures the algo-
rithm’s progress: when particular features of the solutions were
discovered, when the algorithm got stuck in a local optimum or
on a plateau, when premature convergence occurred, and so on.
[150] introduced the concept of search trajectory networks as a
tool to visualize these trajectories, demonstrating the approach
for several combinations of algorithms and problems.

Search trajectories have also been explicitly proposed as
a promising route towards XAl for EC [151]. In this work,

Principal Component Analysis is applied to solutions visited
by an EA in order to capture features prevalent in the popu-
lation of an algorithm at each generation. Each component
captures features in the decision space, with the loadings
for each component identifying correlations between groups
of variables. As variables begin to converge over the run,
each component varies in prominence within the population,
allowing for visualization of the algorithm’s progress. The
authors also demonstrated strong connections between the
loadings of each component and known global optima for
multiple bit-string encoded benchmark functions (e.g., groups
of k-bits being correlated for trap-k functions and alternate
bits negatively correlated for alternating-ones functions).

In a related work [[152], the authors propose a feature ex-
traction method that describes the trajectories of optimization
algorithms using simple descriptive statistics. These statistics
can then be used by ML methods for performance prediction
or the automatic configuration of an algorithm on unseen
problems.

Population Dynamics Plots were also recently proposed
in [153] as a way to visualize the progress of an EA as
the search proceeds, allowing the lineage of solutions to be
traced back to their origins and providing a route to explain
the behavior of different algorithms. The authors visualized
solutions to multi-objective knapsack problems in terms of
their objectives, projecting multi-objective values down to two
dimensions for visualization. The proximity of solutions to
the feasible/infeasible boundary was captured, as were the
convergence behaviors of different algorithm configurations.

A further alternative approach to capturing the trajectory of
a metaheuristic run is the creation and mining of surrogate
fitness models fitted to the population [[154], [[155]]. Surrogate
models are most commonly used to speed up the runs of EAs
by training a model that takes the place of the fitness function.
The idea proposed by [154], [[155] is that the surrogate model
is biased towards the solutions visited by the EA as it runs,
and probing the model reveals the algorithm’s perspective of
characteristics like the sensitivity of the objectives to each
variable, as well as inter-variable relationships. These papers
presented some preliminary results on well-known bitstring-
encoded benchmark functions.

Studies about hyper-heuristics [[156] and parameter selec-
tion [157], instead, have highlighted that specific parameter
settings allow EC methods to exhibit a “generalistic” behavior,
i.e., to perform generally well even on very different types
of functions. The search for such settings has been shown
to be effective, for instance, in selecting solutions from the
Pareto fronts of multi-objective optimization problems [158].
Stemming from these considerations, it might be worth explor-
ing whether the search for simple parameter configurations
motivated by an easier explainability of the corresponding
algorithm may also lead to generalistic solutions, as the ML
theory (and Occam’s razor) seems to suggest.

2) User-guided evolution: Allowing the user to influence or
provide input into the model-building process can also improve
trust. An approach described by [[159]] combines the principles
of parallel coordinate plots with a multi-objective EA to allow
users to define areas of interest where they would like to find



solutions.

Another mechanism for understanding the solution land-
scape is through quality-diversity or illumination algorithms,
such as MAP-Elites [160]], [161]. These algorithms can gen-
erate diverse high-quality solutions varying along user-defined
dimensions. This allows the user to understand how the quality
of a solution varies with respect to different parameters, which
may differ completely from the underlying parameters used
by the model. An interesting future direction here could be
the design of algorithms that provide human-interpretable
explanations as they proceed, incorporating human feedback
as part of the search. This might resemble the preference-
based approach used in multi-objective optimization [162] but
focused on the decision space.

Gaier et al. [161] proposed a hybrid approach by using
MAP-Elites alongside a surrogate model to add efficiency to
the MAP-Elites process. They proposed reducing the need
for the large number of checks normally required for MAP-
Elites. The proposed solution, Surrogate-assisted illumination
(SAIL), aims to achieve this by integrating an approximation
model (surrogate) alongside an intelligent sampling of the
fitness function. As with MAP-Elites, the search space is
partitioned into shape bins, each of which holds a map with
a different layout of feature values. Firstly, a surrogate is
constructed based on an initial population of possible solu-
tions, also including their fitness scores. MAP-Elites is then
used to produce solutions to maximize the fitness function
and generate an acquisition map. Thereafter, new solutions are
sampled from this map and additional observations are used
to iteratively improve the model, looping through this process
to generate increasingly better solutions. The performance
predictions are then used by MAP-Elites in place of the
original fitness function to generate a prediction map of near-
optimal representations.

Urquhart et al. proposed in [163]] an application of MAP-
Elites to increase trust in metaheuristics. This paper specifi-
cally aimed to address the criticism that end-users have no role
in the construction of the end solution. The authors proposed
that MAP-Elites can be used to filter the solution space and
provide a set of solutions for the users, from which they can
select the one most applicable to them and their needs. This
increases trust in the selected solution because the user is
provided with an opening to the process and a measure of
influence as to what constitutes a good solution.

More recently, [164]] presented an extension of the MAP-
Elite process that extracts explainable rules from MAP-Elite
archives. This work addresses the issue that MAP-Elites gener-
ate thousands of solutions to a problem; extracting information
from such a large number of solutions is a challenge for a
decision-maker. Instead, the authors proposed the use of GP
and a rule-induction approach that generates a small number of
rules that capture the characteristics of the solutions generated
by the optimizer.

C. Explaining Solutions

XAI for EC is applicable in many stages of the EC pipeline
as outlined in Figure 4] The output of the optimization

run — the solutions — could also be mined for explanatory
artefacts. The generation of such artefacts requires the post-hoc
evaluation of the solutions created by the optimizer, whether
for Pareto fronts, populations, or single solutions. This post-
hoc analysis involves, in essence, the exploration of alternative
causes to generate an explanation regarding solution quality
and to reveal something about the model used.

1) Interpreting solutions: The interpretability of solutions
can often be difficult to define. As noted by [2], it may
broadly be understood as the “extraction of relevant knowledge
from a machine-learning model concerning relationships either
contained in data or learned by the model”. This is connected
to the older concept of backbones [165], which represent
components of a solution that are critical to its optimality. In
a satisfiability decision problem, the backbone of a formula is
the set of literals which are true in every mode. Identification
of such characteristics in a solution could form part of an
explanation of its quality.

Dimensionality reduction techniques have been shown to
help explain optimizer solutions, as proposed in [[166]. Here,
the latent problem structure and its effect on optimizer output
are investigated by decomposing the search trajectories us-
ing Multiple Correspondence Analysis (MCA). By projecting
the trajectories into variance-based lower-dimension spaces,
feature importance at various stages of the search can be
determined. These, in turn, may be used to aid end-users in
interpreting both high- and low-impact influences to a solution
in single-objective problems.

In multi-objective space, the trade-off between a solution’s
explainability and its representation’s accuracy has been ex-
plored in [[167]]. Here, a successful reduction in the complexity
of the explanation representation is achieved through the step-
wise regularization of the set of linear regression models
generated from the output of the optimizer. This reduction
retains the interpretability of the solution explanation while
maintaining the predictive ability to outline domain-relevant
mappings between the regressors and the objective function.

Innovisation [16§]], [[169] was proposed by Deb et al. so
that design principles shared between solutions to multi-
objective optimization problems can be identified, explaining
optimality in the decision space by highlighting the principles
that ensure Pareto-optimality. While innovisation emphasizes
understanding the underlying principles that lead to optimal
solutions, more recently a focus on exploring the factors that
lead to maintaining a level of coherence between solutions
can be observed in [[170]. Here, methods for maintaining the
similarity of multi-objective solutions comprising the Pareto
front are investigated. This is done to provide experts with a
smoother view of the transition in the solution space between
the solutions in a Pareto front approximation.

2) Visualization of solutions: Within the many-objective
optimization community, a considerable body of work exists
around visualizing Pareto front approximations. The challenge
therein is representing solutions’ objective vectors in cases
with M > 3 objectives. Human cognition prevents decision-
makers from comprehending four or more spatial dimensions,
and work has therefore focused on three approaches: (1)
identifying visualization techniques that can present solutions



in terms of the full set of objective vectors; (2) identifying
objectives that are redundant and can be discarded so that a
standard visualization tool can be used; and (3) approaches
for applying feature extraction to identify new coordinate sets
that can more easily be visualized.

The first category comprises techniques such as parallel
coordinate plots [[171]], [172] and heatmaps [173]. Both are
popular techniques in the visualization community for visual-
izing large datasets because of their ability to scale. Both can
handle many data items (such as the objective vectors in a
Pareto front approximation) and features (corresponding to the
objectives in this case). Unfortunately, both techniques suffer
from a lack of clarity in their basic form. In the case of the
parallel coordinate plot, solutions overlay each other, which
leads to a large proportion of the solution set being obscured.
Heatmaps are arbitrarily ordered — in terms of both rows and
columns -— causing the relationship between pairs (or larger
groups) of solutions or objectives to be extremely difficult to
observe. In both cases, simply reordering the data can help
with the accessibility of the methods. Parallel coordinate plots
have seen the objectives reordered for the trade-off between
objectives to be more readily identified [174] while the clarity
of heatmaps has been improved by reordering both the rows
(solutions) and the columns (objectives) with agglomerative
clustering [[173] and spectral clustering [[175] to better reveal
patterns and trends. Parallel coordinate plots have been further
enhanced using user interaction, such that the users can filter
out solutions that are outside of the objective value bounds
they specify. This reduces their cognitive load by requiring
them to focus on fewer objective vectors [172].

The latter two categories both deal with dimensionality
reduction. Feature extraction techniques that have been used
include PCA [176]; self-organizing maps (SOM) [177]; and
multidimensional scaling (MDS) [178]], among others. What-
ever the technique, the approach relies on projecting the
objective vectors from RM>3 into a new space RM€{2:3} This
makes it possible to use a standard visualization technique
such as a scatter plot, which enables the Gestalt principles of
presentation to be followed — similar points in the visualization
are placed close together, for example. From an explainability
perspective, however, projecting objective vectors into a new
space that bears no resemblance to the original objectives
around which the problem was formulated can confuse a
decision-maker. This situation can be improved with simple
approaches, for example, by allowing the user to vary the
color scheme according to different objectives; however, it
can be difficult for the users to orientate themselves in terms
of multiple objectives such that, in some cases, the trade-
off can be difficult to observe. A proposal [175] designed
to address this issue was to annotate the projected solutions
with information such as the best and worst solution on
each objective, as well as projecting samples drawn from the
coordinate axes into the visualization. Further work sought to
identify the edges of the original high-dimensional Pareto front
approximation so that the distance from extremes in the front
can be identified in a low-dimensional space [|179].

D. Explaining optimizer behavior

The analysis of different optimizers is closely related to
landscape analysis, regardless of the optimization problem.
In this field, researchers try to decouple the effects of the
optimizers’ internal workings and the effect of the search
landscape imposed on the algorithm. One way of doing this
is by using special functions such as the f, function proposed
in [[180], a uniform random fitness function, or a constant
function to assess certain behavioral patterns in algorithms
by running them repeatedly and observing patterns in the
distribution of the points finally found. Another way is to use
a large and diverse set of benchmark functions or gradually
change the properties of benchmark functions using affine
combinations [181]], [[182].

Behavior-based benchmarks are a sophisticated means to
analyze the operational dynamics of metaheuristics, especially
under varying conditions. One example of such a benchmark-
ing tool is the BIAS toolbox [183]], [184]. This tool stands out
by offering a behavior-centric analysis framework, enabling
researchers to scrutinize whether and how different algorithms
or their specific components may introduce structural bias
(SB) into the optimization process. SB refers to a bias in-
trinsic to iterative optimization algorithms, which may drive
the optimization process towards parts of the search space
independently of the objective function, thus influencing the
algorithm’s efficiency and its outcome. Through the appli-
cation of the BIAS toolbox, one can detect the presence,
intensity, and nature of SB within these algorithms. A deep
learning approach to detect SB was introduced in [185], where
XAI techniques are used to highlight different SB patterns.
Such insights are important, as they shed light on potential
improvement areas, helping to refine these algorithms for
enhanced performance.

For the purpose of gaining additional insights by bench-
marking and analyzing algorithmic performance, the paper
[186] introduces a concept termed “‘explainable benchmark-
ing”. Specifically, the authors propose a framework and a
software package designed to dissect and analyze the per-
formance of various optimization algorithms alongside the
influences wielded by their different algorithmic components
and hyper-parameters. This methodology is applied to two
modular optimization frameworks, facilitating a granular anal-
ysis of the effects of various algorithmic elements and con-
figurations on performance across many scenarios. This work
uses TreeSHAP and other global and local XAI techniques
to calculate and visualize the performance contributions of
each of these algorithmic components and hyper-parameters,
providing several insights into what drives performance on
different types of objective functions. In a similar work [[187]],
the f~ANOVA method is used to derive insights into which
components of modular algorithms contribute to optimization
performance. Data gathered from these experiments can then
be used in combination with landscape analysis methods to
derive additional insights and eventually learn the mapping
between algorithm configuration, problem landscape charac-
teristics, and performance.

Another way of explaining algorithm behavior and, more



specifically, benchmarking results is by comparing many dif-
ferent benchmark experiments reported in the literature over
the years and combining these result datasets in a unifying
ontology. For this reason, the optimization algorithm bench-
marking ONtology (OPTION) was proposed in [188], with
an earlier similar attempt done in [189]. OPTION provides
the vocabulary needed for semantic annotation of entities
such as algorithms, problems, and evaluation measures. It also
provides means for improved interoperability and reasoning,
making these benchmark experiments much more explainable.
In [[190], a performance prediction model built on top of OP-
TION was proposed. More specifically, the authors extended
the OPTION ontology with the vocabulary needed to represent
modular black-box optimization algorithms. They then derived
knowledge graphs with fixed-budget performance data for two
modular algorithm frameworks, modCMA and modDE. On
top of that, a performance prediction model was proposed
using the derived knowledge graphs, leading to explainable
predictions of different modular algorithm configurations.

V. RESEARCH OUTLOOK

The list of works mentioned above is not meant to be
exhaustive. As the XAI field is rapidly growing, it is likely
that more studies based on EC aimed at achieving XAI will
appear in the near future. For instance, we believe that ever
more studies will focus on hybrid systems, e.g., combining
EC-induced interpretable models and black-box models for
feature extraction and low-level data manipulation. Such a
combination has the potential to leverage the benefit of both
areas of ML, and fully exploit the exploration capabilities that
represent a unique feature of EC.

A. Challenges

One major challenge for evolutionary approaches to XAI
(but faced to some extent by any XAI method) is scalability.
As data continues to grow and ML models become increas-
ingly more complex, the number of parameters and features
to be optimized grows as well. On the one hand, methods
that work well on small models and datasets may become too
expensive on larger ones. On the other hand, large models
are the most opaque and most in need of explanation, so
improving the scalability of XAI methods is necessary to
ensure they can be applied to even the largest models. In
particular, producing fully interpretable global explanations
that accurately capture model behavior while being simple
enough to understand may become too challenging as models
become larger — necessitating more local explanations or a
more focused approach concentrating on explaining particular
properties or components of the model. Here, too, we see the
potential for more use of automated approaches to explainabil-
ity — for example, by using evolutionary search to find local
explanations of interest and optimize for particular properties.
This idea has been explored with counterfactual examples, but
it could be extended to other types of explanations. In any
case, evolutionary ML has proposed a broad range of scaling-
up mechanisms over the years [191] that, to some extent, can
also be applied to EC-based XAI methods.

Another challenge for all kinds of XAI methods is the
incorporation of domain knowledge. This can include knowl-
edge from subject matter experts as well as prior knowledge
about the dataset or problem. Current approaches to XAl are
broad and aim to provide explanations that are independent
of the problem setting or, at most, are model-specific rather
than problem-specific. However, it can be useful to see how
well a solution found by an ML model aligns with current
knowledge in the field to evaluate the quality of the solution
or, conversely, to identify areas where the model deviates from
current understanding. For example, a practitioner may want
to see how well the gene associations found by a genomics
model align with the literature and which associations are
novel. This domain knowledge can be provided in the form
of expert rules, constraints, or structured data, such as a graph
structure or a tree from which metrics can be defined for
model evaluation. Domain knowledge can also be incorporated
into the model-building process to improve interpretability, for
instance, by constraining the models to focus on associations
known to be plausible (e.g., by incorporating causality) or
excluding irrelevant features. We believe that EC methods are
particularly suited for effectively leveraging domain knowl-
edge for building better models because of (1) their global
search capacity enabling robust and complex optimization
processes, (2) the possibility of hybridizing them with local
search mechanisms tailored to exploit domain knowledge, and
(3) their flexibility in exploration mechanisms, which provide
yet more opportunities to use the domain knowledge.

B. Opportunities

We see some additional opportunities for future work em-
ploying EC for XAI One promising direction in current
research is the use of multiple objectives to optimize explana-
tions. Explainability is inherently a multi-objective problem,
requiring the explanation to be both faithful to the ML model
and simple enough to be interpretable. EC is well-suited to
explicitly optimizing for this. Thus, we believe introducing
these ideas into current and future explanation methods can be
a straightforward but effective way of improving the quality
of explanations.

Along similar lines, diversity metrics and novelty search are
another unique strength available to evolutionary algorithms
that can help improve the explanations provided. The use
of quality-diversity (illumination) algorithms can produce a
range of explanations that are both accurate and provide
different perspectives on the model’s behavior. For example,
a quality-diversity approach to counterfactual explanations
could ensure that a range of behaviors are showcased in the
examples. Existing work [[192]-[194] has already shown some
explanatory value of search space illumination for optimization
problems, but there are still many opportunities to identify
ways to interpret and analyze sets of solutions to better
support decision-making. New approaches to visualization,
interactivity, and sensitivity analysis on solutions will all add
to the XAl picture for EC.

Another opportunity for EC — both in the EC for XAI and
XA for EC settings — is the incorporation of user feedback,



considering the evolution of explanations as an open-ended
evolution process. Explainability is intended for the human
user, and, as such, explanation quality is ultimately subjective
and can only be approximated by metrics. Users may also have
their own unique preferences for what constitutes a useful
explanation. Incorporating user feedback into the evolution
process can allow better-tailored explanations that continue
to improve. At the same time, better metrics measuring an
explanation’s quality are also necessary to avoid overwhelm-
ing the user. The design of new operators and algorithmic
approaches that explicitly generate explanations as part of the
search would also be an interesting direction for future EC.

C. Real-world Impacts

As Al becomes increasingly integrated into real-world ap-
plications, developing better methods for providing explana-
tions is essential for ensuring safety and trust across various
domains. With this in mind, it is also crucial to consider the
practical effects and benefits that XAI research can have. We
would like to highlight here a few application areas where
work on evolutionary approaches to XAl can have a substantial
impact.

Healthcare is a domain where the consequences of errors
can be especially high. Untrusted models may be ignored by
clinicians, wasting resources and providing no benefit. Even
worse, seemingly trustworthy but flawed models may cause
harm to patients. Even models with few errors may exhibit
systematic biases, such as diagnostic models under-diagnosing
certain patient groups while appearing accurate [195]. Ex-
plainability can help identify these systematic errors and
biases [[196]. Al models are employed in the financial sector
for fraud detection and risk assessment. Similar systematic
biases in these models can also be harmful, for example, by
disproportionately denying loans to certain groups. In addition,
regulatory bodies often require explanations for these models
to ensure compliance and maintain transparency.

Explainability also holds significant potential to advance
engineering and scientific discovery. Al models are used in
various engineering applications, such as Al-driven materials
design and drug discovery, and to produce scientific insights
in fields like genomics and astrophysics. Explanations can
offer insight into the underlying mechanisms and relation-
ships, improving hypothesis generation and validating domain
knowledge.

Natural language processing has experienced many recent
breakthroughs, with the development and deployment of mod-
els of unprecedented size. In particular, there is an emerging
paradigm of building “foundation models”, generalist deep
learning models that are trained on a wide range of data
for general capabilities and can be further fine-tuned for
downstream tasks [197]. These models can perform tasks
they are not specifically trained for, but it is still unclear
how they make decisions or generate outputs. Any flaws in
these foundation models may be carried over to application-
specific models built on top of them. As these models become
more pervasive and their applications expand, understanding
them and identifying their failure modes becomes increasingly
important.

VI. CONCLUSION

We have shown that there is a strong mutual connection
between XAI and EC. However, we believe that there are still
several research opportunities that have not been thoroughly
explored yet, which should mainly aim at: 1) devising tools,
be them analytical, visual, data-driven, model-based, etc., to
explain EC methods, i.e., their internal functioning, their re-
sults, and what properties/settings/instances make an algorithm
suitable for achieving the result; 2) defining how solutions
provided by EC methods should be checked and verified, and
evaluating how much problem knowledge is actually needed
to understand these solutions; and 3) fully exploiting the main
features of EC methods (e.g., their exploration of “illumi-
nation” capabilities) to either provide post-hoc explanations
(e.g., in the form of local explanations, or approximations
of black-box models) or generate white-box models that are
explainable by design. Another important challenge relates
to the connection between XAI and neuroevolution (and, in
general, neural architecture search): for instance, is there any
link between optimized architectures and explainability? (e.g.,
smaller networks may be easier to explain). We consider
these opportunities the basis for a potential bridge between
EC and general AI (where machine/deep learning is currently
mainstream) and believe that the EC community may play a
fundamental role in the promising research area of XAl

Evidently, XAl is an emerging field with important impli-
cations for Al as a whole. With the increasing use of systems
built on ML and optimization in real-world applications, it is
more important than ever that we understand such systems
and what they learn. EC is well-poised to contribute to the
field, bringing a rich toolbox of tools for performing black-box
optimization. In this paper, we introduced various paradigms
for explaining an ML model and the current methods of
doing so. We then discussed how EC can fit into these
paradigms and the advantages of employing it. In particular,
EC as an optimizer is well suited for tricky interpretability
metrics that are difficult to handle due to reasons such as
non-differentiability, as well as for population-based metrics
such as diversity, and for optimizing a multitude of these
metrics at the same time. We highlighted a few methods in
each category that leverage some of these strengths. However,
there is still significant room for more exploration and more
advanced evolutionary algorithms.

To conclude, much knowledge remains locked away within
trained models that we still do not have the means to decipher.
The use of EC for XAl is still uncommon, but there are many
opportunities ripe for the picking, and we believe that it has
the potential to play a key part in the future of XAL
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