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Abstract 3 

There is little evidence in speed-dating studies that stated preferences – what people say they 4 

prefer in a partner – are associated with revealed preferences – what people actually find 5 

attractive in a partner. In Study 1, a high-powered speed-dating study (n = 1145) revealed that 6 

four out of nine traits provided evidence of a correspondence between stated and revealed 7 

preferences. In Study 2, simulations based on the constraints of Study 1’s speed-dating design 8 

showed that when attractiveness depends on multiple independent traits, the stated preference 9 

for an individual trait can only be, on average, minimally related to the revealed preference 10 

for that trait. In Study 3, we investigated methods that simultaneously combine multiple traits 11 

when testing the association between stated and revealed preferences (e.g. Euclidean 12 

distance, pattern metric). All four omnibus methods indicated an apparent association 13 

between stated and revealed preferences in our speed-dating data. However, additional 14 

analyses and permutation tests suggest that these significant associations reflect statistical 15 

artefacts rather than true correspondences. We conclude that detecting any association 16 

between stated and revealed preferences will be difficult under realistic assumptions about 17 

the number of traits involved in partner evaluation. In this light, we discuss previous findings 18 

and provide suggestions for future studies in this vein.19 
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General Introduction 20 

We have preferences for almost everything in life, and there is the implicit assumption 21 

that we act according to these preferences. From an evolutionary perspective, the choice of a 22 

romantic partner is one of the most important decisions an individual can make: it determines 23 

the genetic makeup of one’s offspring and can affect the resources and protection they 24 

receive. Mate preferences are thought to be an adaptation that guides individuals to choose 25 

high-fitness mates (e.g. Darwin, 1859). Assuming that fitness is heritable, an individual who 26 

chooses a high-fitness mate will tend to have fitter offspring than if they had chosen 27 

randomly, thereby increasing the likelihood of the individual’s genes being passed on to 28 

subsequent generations.  29 

Much of human mate attraction research relies on stated preferences (e.g. Buss, 1989; 30 

Fletcher et al., 1999) — the traits and attributes that an individual states they desire in an 31 

ideal partner (although we later discuss that these preferences are not well defined). This 32 

body of research assumes that preferences have evolved to guide mate selection, and we 33 

would expect that stated preferences should correspond with revealed preferences – which we 34 

broadly define as preferences that are revealed by mate choice or attraction.  35 

A focus of mate attraction research is whether stated preferences correspond with 36 

revealed preferences (often referred to as predictive validity (Eastwick et al., 2019)). This 37 

question is not well-defined in the literature and broadly refers to whether the match, 38 

similarity, fit, or congruence between single (or multiple) stated preferences and a partner’s 39 

trait rating (or ratings) is associated with positive romantic outcomes (e.g. attraction, 40 

romantic partner selection) (Conroy-Beam et al., 2022; Eastwick et al., 2019). From this point 41 

onwards, we will refer to this estimand as the correspondence between stated and revealed 42 

preferences.  43 
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While there is an expectation that stated preferences correspond with revealed 44 

preferences, there has been little evidence for such correspondence in speed-dating studies 45 

(e.g. Eastwick, 2009; Eastwick, Eagly, et al., 2011; Eastwick & Finkel, 2008; Eastwick et al., 46 

2013; Li et al., 2013; Sparks et al., 2020; Valentine et al., 2020; Wu et al., 2018). Here, we 47 

review the current state of findings in speed-dating research as well as the analysis methods 48 

used to achieve such findings.  49 

Trait-By-Trait Methods 50 

The level metric is a trait-by-trait method commonly used to assess the 51 

correspondence between stated and revealed preferences (e.g. Eastwick, Eagly, et al., 2011; 52 

Li et al., 2013; Wood & Brumbaugh, 2009). We call this a trait-by-trait method because it 53 

only considers the attributes (i.e. stated preference and trait rating) for a single trait within a 54 

single analysis. The level metric measures the moderation effect of an individual’s stated 55 

preference on the association between the partner’s trait rating and romantic outcomes (e.g. 56 

overall attractiveness ratings, or agreement to go on another date (Eastwick et al., 2019; 57 

Eastwick & Neff, 2012). For example, if individuals with a higher stated preference for facial 58 

attractiveness also tended to show a stronger association between facial attractiveness ratings 59 

and overall attractiveness ratings relative to individuals with a lower stated preference for 60 

facial attractiveness, we could conclude that there was a correspondence between stated and 61 

revealed preferences for facial attractiveness.  62 

Speed-Dating Paradigms 63 

Using the level metric, speed-dating studies have found little to no evidence of a 64 

correspondence between stated and revealed preferences. For example, Eastwick and Finkel 65 

(2008) investigated the traits physical attractiveness, earning prospects, and personability 66 

along with the outcomes romantic desire, chemistry, and saying yes to a date. Stated 67 

preferences did not moderate the association between participant ratings of a partner’s traits 68 
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and different romantic outcomes (i.e. there was no correspondence between stated and 69 

revealed preferences across any traits). Further, Eastwick, Eagly, et al. (2011) found no 70 

association between stated and revealed preferences for physical attractiveness in a speed-71 

dating context. Similarly, Wu et al. (2018) found that stated ingroup preferences did not 72 

significantly predict revealed ingroup preferences in Asian-Americans participating in a 73 

speed-dating study. 74 

Sparks et al. (2020) detected no correspondence between stated and revealed 75 

preferences in an unrestricted, one-hour blind-date-style study. Participants were “yoked” 76 

with another same-sex participant such that both individuals rated their blind-date partners 77 

according to both their own most valued traits, as well as those of the “yoked” participant. 78 

There was no difference in the effect size of the revealed preferences in the self-valued traits 79 

relative to that of the yoked participant (n = 138). Given the longer interaction time, these 80 

results suggest that the duration of the date is unlikely a contributing factor in the lack of 81 

correspondence seen in speed-dating studies. 82 

In contrast, Li et al. (2013) found a significant correspondence between stated and 83 

revealed preferences for social status (n = 142) and physical attractiveness (n = 93) in a 84 

speed-dating context. Their methodology differed from typical speed-dating studies in that 85 

the speed-dating partners were chosen by the researchers to ensure that the participants only 86 

met with two low-and two medium-trait individuals to increase statistical power. Li et al. 87 

(2013)’s study demonstrated that participant traits had to be exaggerated to facilitate the 88 

detection of such an effect, while unmanipulated dating pools in past speed-dating studies did 89 

not tend to find the same correspondence between stated and revealed preferences (e.g. 90 

Eastwick et al., 2013).  91 

More recently, Valentine et al. (2020) found a significant correspondence between 92 

stated and revealed preferences for the trait warmth-trustworthiness in a speed-dating 93 
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paradigm (n = 216). The significant effect obtained in this study may be attributed to a larger 94 

sample size (relative to past studies), as well as the larger number of interactions within each 95 

speed-dating event yielding a larger number of speed-dating observations.  96 

Overall, the limited positive evidence from Li et al. (2013) and Valentine et al. (2020) 97 

suggests that if a correspondence between stated and revealed preferences does exist, high-98 

powered studies are required to detect such effects. However, with few positive findings 99 

among a large body of negative speed-dating studies (Eastwick, Eagly, et al., 2011; Eastwick 100 

& Finkel, 2008; Eastwick et al., 2013; Sparks et al., 2020; Wu et al., 2018), some researchers 101 

have taken these null results to indicate that stated preferences are not informative of revealed 102 

preferences (Campbell & Stanton, 2014; Eastwick et al., 2013).  103 

Hypothetical and Couple Paradigms 104 

Other paradigms yield results more favourable to the possibility of a correspondence 105 

between stated and revealed preferences. For instance, we see evidence from the level metric 106 

when participants rate portrayals of hypothetical partners (e.g. DeBruine et al., 2006; Wood 107 

& Brumbaugh, 2009). However, studies using the hypothetical paradigm are problematic due 108 

to the abstract manner in which information regarding a potential partner is presented (e.g. 109 

images, profiles, vignettes). These stimuli only vary across a few dimensions of interest and 110 

do not capture the mate-attraction complexity involved in evaluating a potential partner.  111 

We also see correspondence in studies that investigate couples in committed 112 

relationships (e.g. Campbell et al., 2013; Eastwick, Finkel, et al., 2011; Fletcher et al., 1999). 113 

However, several longitudinal studies suggest that individuals in relationships adjust their 114 

preferences over time (Driebe et al., 2023). Specifically, there is evidence that individuals 115 

lowered their stated preferences when their partner fell short of initial stated preferences 116 

(Gerlach et al., 2019). Selection bias may also explain the observed effect; if stated 117 

preferences related not to initial choice but to likelihood of relationship dissolution, then 118 
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couples consisting of individuals unmatched on stated preferences would be less likely to 119 

participate in a relationship study (Gerlach et al., 2019). 120 

Evaluating the Speed-Dating Paradigm 121 

While we acknowledge that speed-dating paradigms do not completely mimic natural 122 

courtship behaviour, this approach offers many advantages over the aforementioned research 123 

paradigms. This paradigm allows us to efficiently collect data using short dates between 124 

many people in a live, controlled environment. A common criticism is that the “speed” in 125 

speed-dating prevents the accurate assessment of internal traits that are only likely to be 126 

revealed over time (e.g. kindness and understanding (Buss, 1989)). However, there is 127 

evidence that initial speed-dating ratings are predictive of longer-term romantic interest and 128 

romantic outcomes (Baxter et al., 2022). In-person interactions allow individuals to 129 

experience more complex facets of an individual compared to a simplified portrayal (e.g. an 130 

image). Participants can also control the level and extent of personal interests shared with 131 

their partner which can increase the amount of attraction-relevant information that is 132 

communicated over a controlled period of time. Individual self-reports are also less likely to 133 

be influenced by cognitive dissonance since there is no existing commitment to each speed-134 

dating partner, and therefore we prevent the possibility that individuals may adjust their 135 

preferences to suit the traits of a potential partner that they are with/attracted to (e.g. Gerlach 136 

et al., 2019).  137 

Do Stated Preferences Inform Revealed Preferences? 138 

In all, the inconsistencies in findings across these paradigms call into question 139 

whether stated preferences predict romantic behaviour. And if they do, then why are these 140 

effects so difficult to detect (e.g. Li et al., 2013; Valentine et al., 2020)? Given that there is a 141 

genetic basis for stated preferences (Verweij et al., 2012; Zietsch et al., 2012) and there is a 142 

cross-cultural consensus on traits desired in an ideal partner (Buss, 1989; Walter, 2020), then 143 
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we would expect that preferences are an adaptation relevant to mate choice. Therefore, a 144 

major unresolved issue in mate preference research is the lack of evidence demonstrating that 145 

these preferences translate to actual mate selection. Here, we aim to clarify the situation in 146 

several ways. 147 

Ambiguity in Stated Preference Measures 148 

Stated preferences have typically been measured in one of two ways. We call the first 149 

type preference importance: this measures the extent to which an individual finds it important 150 

that a partner possesses a certain quality or trait, e.g. “Participants rated the importance of 151 

[various] characteristics in an ideal romantic partner on a scale from 1 (not at all) to 9 152 

(extremely)” (Eastwick, 2009). The second measure we call preference level: this measures 153 

the preferred level of a trait that an individual’s ideal partner would possess, e.g. “Each 154 

preference variable was rated on a 7-point bipolar adjective scale with each pole representing 155 

extreme levels of the relevant trait, for instance “very unkind” to “very kind.”(Conroy-Beam 156 

& Buss, 2017). 157 

While preference importance and preference level measures for the same trait are 158 

correlated (.55 ≤ r ≤ .71, see Supplemental materials), these two measures are conceptually 159 

distinct (Conroy-Beam et al., 2016; Driebe et al., 2023). Preference importance relates to the 160 

extent to which a partner’s trait is considered in the evaluation of overall attractiveness, 161 

whereas preference levels relate to the level of a trait desired in an ideal partner. Some 162 

attraction studies have measured preference importance (e.g. Eastwick, 2009; Eastwick & 163 

Neff, 2012; Lam et al., 2016; Li et al., 2013; Valentine et al., 2020), while others have 164 

measured preference level (e.g. Botwin et al., 1997; Conroy-Beam, 2021; Conroy-Beam & 165 

Buss, 2017; Eastwick, Eagly, et al., 2011; Eastwick, Finkel, et al., 2011; Wu et al., 2018). 166 

However, it is possible that these preference types could have implications for how the 167 
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correspondence between stated and revealed preferences should be assessed (Conroy-Beam et 168 

al., 2022). 169 

Stated Preferences and Analyses 170 

 The level metric relies on the implicit assumption that stated preferences are linearly 171 

proportional to revealed preferences; that is, if stated preferences correspond to revealed 172 

preferences, then a higher stated preference is linearly associated with a higher revealed 173 

preference (Conroy-Beam & Buss, 2020). This assumption makes sense for preference 174 

importance, but not for preference level. We can imagine that as preference importance 175 

increases, the importance should be proportional to the increase in the association between 176 

the trait rating and overall attractiveness. But for preference level, no such linear relationship 177 

makes sense. A partner can deviate from the desired trait level in either direction (e.g. higher 178 

or lower than the desired trait level), so we cannot sensibly use the linear interaction between 179 

the stated preference level and trait level to predict overall attractiveness. Inappropriate use of 180 

the level metric of the latter kind in past studies may be a contributor to null findings in the 181 

literature (e.g. Eastwick, Eagly, et al., 2011; Wu et al., 2018).  182 

Since preference levels lend themselves to preference matching (e.g. a partner should 183 

be the most attractive when their traits match your preference levels), we suggest that the 184 

Euclidean distance between stated preference and trait rating can be used to investigate the 185 

correspondence between stated and revealed preferences. The Euclidean distance is a 186 

measure of distance between coordinates in multidimensional space. In a mate selection 187 

context, the Euclidean distance is a measure of preference fulfilment, where the number of 188 

dimensions reflects the number of traits assessed (e.g. Conroy-Beam, 2018; Conroy-Beam & 189 

Buss, 2017). Euclidean distance is a non-linear measure that is suited for preference 190 

matching; distance is minimised when the preference level is equal to the rating given, and 191 

the distance increases if the trait exceeds or falls below the preference level. (There is no 192 
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clear way to assess a distance between a trait’s preference importance and its rated level in a 193 

partner since the desired level of the trait is not specified.) If stated preferences do in fact 194 

correspond to revealed preferences, then we would expect a negative association between the 195 

Euclidean distance (between a preference and trait rating) with overall attractiveness scores.  196 

We propose a one-dimensional Euclidean distance measure (i.e. the absolute 197 

difference between a preference level and its corresponding trait rating) as a suitable trait-by-198 

trait alternative to the level metric when preference levels are measured. This approach has 199 

advantages over a similar method called the direct-estimation method (Campbell et al., 2013) 200 

where participants rate the extent to which their partner matches their stated preferences 201 

(Fletcher et al., 2020). The direct-estimation method can be subject to biases given that 202 

participants are explicitly stating the extent to which their partner matches their preferences, 203 

and so the direct-estimate measure may correlate highly with perceptions (or ratings of their 204 

partners) (Eastwick et al., 2019; Fletcher et al., 2020).  205 

Trait Type 206 

 The type of preference measure must also be appropriate for the type of trait that is 207 

measured. It only makes sense to measure preference importance for universally desirable 208 

traits (see Buss (1989)) as it is assumed that the revealed preferences for these traits are in the 209 

positive direction (i.e. higher physical attractiveness in a partner is associated with higher 210 

romantic attraction overall). However, for idiosyncratic trait preferences (e.g. extraversion), 211 

revealed preferences may be in opposite directions: one individual may find high extraversion 212 

attractive, whereas another may find low extraversion (i.e. introversion) attractive. It is not 213 

meaningful to measure preference importance in these instances, because asking, “How 214 

important is extraversion in an ideal partner?” is unanswerable for someone for whom 215 

introversion is an important trait in an ideal partner. In contrast, preference level items would 216 
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capture idiosyncratic preferences well – the preferer of introverts can directly state their 217 

desired extraversion level (i.e. low). 218 

Human Mate Choice is Complex 219 

 Another potential explanation for the apparent lack of correspondence between stated 220 

and revealed preferences is the multivariate nature of mate evaluation (Conroy-Beam & Buss, 221 

2020; Conroy-Beam et al., 2022). Individuals evaluate potential partners across multiple traits 222 

(Lee et al., 2014). Assuming humans do indeed use stated preferences to evaluate mates, and 223 

mate evaluation involves multiple independent traits, then it is mathematically inevitable that, 224 

on average, a single stated preference will explain only a small amount of variance in the 225 

overall evaluation of a potential partner. (Note that intercorrelated traits and variation in the 226 

importance of different trait preferences could still allow for substantial contributions of some 227 

individual trait preferences.). For example, a partner may rate highly in one highly preferred 228 

trait but may be lacking in many other traits, and in turn, it can reduce a partner’s overall 229 

attractiveness score. The consideration of simultaneous traits limits the apparent effects of 230 

individual mate preferences on attraction and mate choice (Conroy-Beam & Buss, 2020). 231 

This would explain why the level metric – which assesses the correspondence between stated 232 

and revealed preferences on a trait-by-trait basis – could often yield null results, especially in 233 

relatively small sample sizes. 234 

Omnibus Measures 235 

 Some past attraction studies have investigated measures that simultaneously consider 236 

multiple preferences and trait ratings; we call these omnibus measures. These measures have 237 

included the pattern metric (Eastwick, Finkel, et al., 2011; Fletcher et al., 2000; Fletcher et 238 

al., 1999), multidimensional Euclidean distance (Conroy-Beam, 2018; Conroy-Beam & Buss, 239 

2016; Conroy-Beam & Buss, 2017), and trait appeal (or weighted sum) (Brandner et al., 240 

2020; Conroy-Beam et al., 2022).  241 
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While it is intuitive to consider omnibus measures as an alternative approach to 242 

traditional trait-by-trait approaches, there has been little consideration of the assumptions and 243 

biases implicitly associated with their use. When multiple preferences and trait ratings are 244 

combined to create an omnibus measure (e.g. the pattern metric, Euclidean distance), the 245 

resulting value can drastically oversimplify or fail to fully represent the intended nuanced 246 

combination of the input values. Here we will describe the aforementioned omnibus 247 

measures, as well as identify potential limitations. 248 

Raw and Corrected Pattern Metric 249 

The (raw) pattern metric (also known as “ideal-perception consistency”, “profile 250 

correlation”, “pattern match”, and “Q”) measures the extent to which an individual’s 251 

preferences align with the trait ratings of a (potential) partner {Fletcher, 2000 #15;Fletcher, 252 

1999 #14;Eastwick, 2011 #66;Edwards, 1994 #189}. For example, if an individual prefers 253 

intelligence over facial attractiveness in a partner, the partner would be a better match if she 254 

is more intelligent than she is facially attractive. The raw pattern metric is calculated using 255 

the within-person correlations between an individual's stated preferences and their trait 256 

ratings of potential partners across multiple traits (and then typically transformed using a 257 

Fisher’s Z transformation).  258 

The intended purpose of the pattern metric is to assess the extent that the pattern of an 259 

individual’s preferences match partner ratings. Either preference levels or importances are 260 

relevant measures against which rating patterns could be assessed. We note, though, that the 261 

original use of the pattern metric in an attraction context involved preference importances 262 

(Fletcher et al., 2000; Fletcher et al., 1999). 263 

To date, few studies have evaluated the pattern metric in a live interaction context 264 

(e.g. speed-dating), and such studies have found no association between the pattern metric 265 
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and romantic evaluation ratings (Eastwick & Finkel, 20081; Eastwick, Finkel, et al., 2011). 266 

The pattern metric also did not significantly predict romantic interest in contexts where single 267 

participants rated opposite-sex individuals from their daily lives (Eastwick, 2009) or 268 

individuals they wished to be in a relationship with (Eastwick, Finkel, et al., 2011).  269 

In relationship contexts, the pattern metric has been associated with relationship 270 

quality and satisfaction (Eastwick, Finkel, et al., 2011; Fletcher et al., 2020; Fletcher et al., 271 

2000; Fletcher et al., 1999)2, and the likelihood of reduced breakup (Fletcher et al., 2000). 272 

However, as mentioned earlier (see Hypothetical and Couple Paradigms), conclusions from 273 

relationship studies may be contaminated by participant self-selection bias as well as 274 

individuals in relationships tending to change their preferences over the course of their 275 

relationship (Driebe et al., 2023; Gerlach et al., 2019).  276 

A commonly identified limitation of the pattern metric is that the measure can be 277 

conflated with the average desirability of the items used in the calculation of the pattern 278 

metric, i.e. failing to account for the “normative desirability” of these traits (Wood & Furr, 279 

2016). Therefore, any association between the pattern metric and overall attractiveness may 280 

be driven by the general desirability of the traits that are being rated. A proposed solution is 281 

the corrected pattern metric where each item response is mean-centered to remove the 282 

normative desirability of each trait rating or preference (Wood & Furr, 2016).  283 

It is unclear whether the corrected pattern metric is more or less predictive of 284 

romantic outcomes than the raw pattern metric. Eastwick et al. (2019)3 and Eastwick et al. 285 

(2022) found that the corrected pattern metric yielded weaker (and non-significant) results 286 

relative to the raw pattern metric when predicting romantic outcomes for participants in 287 

relationships, while Fletcher et al. (2020) found the opposite pattern of results. There are also 288 

 
1Although not originally reported, Eastwick et al. (2013) stated that the pattern metric did not predict romantic 

interest in a speed-dating context in the study by Eastwick and Finkel (2008) 
2 We note that Fletcher et al. (2020) analysed data from Campbell et al. (2013) 
3 Using data from Eastwick, Finkel, et al. (2011) 
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inconsistencies across different samples; Lam et al. (2016) found positive and null evidence 289 

for the association between the corrected pattern metric and various romantic outcomes in 290 

Taiwanese and American couples, respectively. In addition, no such studies have investigated 291 

whether the corrected pattern metric holds any predictive validity in face-to-face interactions 292 

with non-couples, especially in a speed-dating paradigm.  293 

Euclidean Distance 294 

Euclidean distance is used to measure the multidimensional distance between 295 

preferences and trait ratings, with the number of dimensions given by the number of traits 296 

measured. Euclidean distance has been robustly associated with romantic outcomes in both 297 

hypothetical and relationship paradigms. The Euclidean distance measure was the most 298 

effective algorithm compared to six other preference fulfilment measures for selecting high-299 

fitness mates over many generations in a simulation (Conroy-Beam, 2018). Euclidean 300 

distance was predictive of participant romantic attraction to hypothetical online dating 301 

profiles (Conroy-Beam & Buss, 2017). In a relationship paradigm, those in committed long-302 

term relationships had a higher fulfilment of long-term preferences (smaller Euclidean 303 

distance) than short-term preferences (Conroy-Beam, 2018). And higher preference 304 

fulfilment (via Euclidean distance) was associated with higher relationship quality, 305 

commitment, and longer relationship duration (Driebe et al., 2023). However, no studies to 306 

date have investigated whether Euclidean distance measures predict ratings of overall 307 

attractiveness in a real-life speed-dating context.  308 

Trait Appeal 309 

We devised a measure called “trait appeal” which is the average weighted sum of 310 

partner trait ratings weighted by individual preference importances (we also subtract the 311 

midpoint of the rating for reasons explained in the Study 2 methods). An individual’s rating 312 

of a highly valued trait should be more influential and weighted more highly compared to 313 
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other less valued traits, which is then reflected in the resulting trait appeal score for that 314 

partner. Given that trait appeal is the multivariate extension of the level metric (see 315 

Ambiguity in Stated Preference Measures), we believe that preference importances are the 316 

most appropriate preference type for trait appeal calculations. 317 

Trait appeal is a variation of the “weighted sum” measure (also known as “importance 318 

weighting”). Few studies have evaluated the weighted sum measure in an attraction context, 319 

and the findings of these studies have been mixed. Brandner et al. (2020) found that the 320 

weighted sum measure outperformed Euclidean distance (and many other measures) in 321 

predicting the most attractive hypothetical partner profiles across multiple rounds of decision 322 

tasks (each involving two trait profiles). In contrast, Conroy-Beam et al. (2022) found that 323 

distance measures (including Euclidean distance) outperformed the weighted sum measure in 324 

reproducing pairings of real couples.  325 

The weighted sum method has also received considerable attention in the subjective 326 

well-being literature (e.g. Campbell et al., 1976). Rohrer and Schmukle (2018) found that 327 

satisfaction scores weighted by an individual’s importance for those domains did not exhibit 328 

higher correlation scores with overall life satisfaction measures compared to the unweighted 329 

satisfaction scores. Similarly Hsieh and Li (2020), found that satisfaction scores weighted by 330 

importance ratings only resulted in significantly higher correlations for one out of three 331 

outcome variables compared to unweighted scores. Here, it is clear that there is much 332 

confusion regarding the benefit of preference importance weighting across a variety of 333 

research areas. 334 

The Present Study 335 

We aim to clarify the apparent lack of correspondence between stated and revealed 336 

preferences in several ways. In Study 1, we investigate whether a correspondence exists using 337 

trait-by-trait analyses in a large speed-dating sample (n = 1145). The large sample allows 338 
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more power to detect and precisely estimate the effect of stated preferences on behaviour. We 339 

also account for preference importance and preference level by using the level metric and 340 

absolute difference measure, respectively, to investigate this research question. 341 

We assess a broader range of traits compared to past studies which have often 342 

focussed on physical attractiveness and social status/earning potential (e.g. Eastwick, Eagly, 343 

et al., 2011; Li et al., 2013; Todd et al., 2007). We measure trait ratings of facial 344 

attractiveness, body attractiveness, kindness and understanding, ambitiousness, intelligence, 345 

confidence, funniness, perceived as funny, and creativity. Previous research involving 346 

variables in the current dataset has demonstrated the validity of these ratings: body 347 

attractiveness ratings correlate with body measurements (Sidari et al., 2020), intelligence 348 

ratings correlate with actual intelligence (Driebe et al., 2021), funniness ratings correlate with 349 

laughter (Wainwright et al., 2023), and facial attractiveness ratings correlate with measured 350 

facial averageness (Zhao et al., 2023).  351 

In Study 2, we conduct simulations of speed-dating individuals to investigate how the 352 

number of traits considered when making a mate choice judgement impacts the power to 353 

detect the trait-by-trait association between stated and revealed preferences. In turn, we 354 

provide power analyses to guide the design of future speed-dating studies.  355 

In Study 3, using the speed-dating data from Study 1, we investigate whether omnibus 356 

measures – that simultaneously integrate multiple preferences and trait ratings – predict 357 

overall attractiveness ratings. We investigate existing omnibus measures used to assess 358 

congruence: the raw and corrected pattern metric, (multidimensional) Euclidean distance, and 359 

an importance-weighting method we call trait appeal. We use multilevel modelling, 360 

computer simulations, and permutation tests to investigate whether such omnibus measures 361 

demonstrate a correspondence between stated and revealed preferences, as well as the role of 362 

mate-attraction complexity on the ability to detect such correspondences. In addition, we 363 
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evaluate and critique the viability of omnibus measures in light of our findings and extant 364 

literature. 365 

Study 1: Trait-by-Trait Methods 366 

Method 367 

Participants 368 

This speed-dating study was part of a broader project investigating attraction, running 369 

from 2010 to 2019. Between 2014 to 2019, 1145 (587 female) first-year psychology students 370 

at the University of Queensland (females: M =19.26, SD = 2.81; males: M =19.84, SD = 2.85) 371 

answered items regarding preference importance. A subset of participants from 2017 onwards 372 

answered both preference level and preference importance items: 561 (296 female) 373 

participants (females age: M = 19.11, SD = 2.62; males: M = 19.76, SD = 2.60). Participants 374 

were recruited via the first-year research participation program in exchange for one credit 375 

towards a research participation course, or through word of mouth. Participants were eligible 376 

if English was their first language, they were single, heterosexual, and open to answering 377 

sensitive questions about topics such as their sexual history.  378 

Materials 379 

Stated Preferences Questionnaire 380 

Two 12-item questionnaires assessed participants’ stated preferences regarding their 381 

preference importance and preference levels across 12 traits. We note that we only used 382 

variables for which we had data in multiple years, meaning that we used preference and trait 383 

rating data for nine traits of interest. The traits were facial attractiveness, bodily 384 

attractiveness, kindness and understanding, ambitiousness, intelligence, confidence, 385 

creativity, funniness, and being perceived as funny by the partner. Preference importance was 386 

measured by asking how important each trait was for an ideal partner: ‘Thinking about 387 

your ideal partner, please indicate the importance you place on each of the traits below’ (1 = 388 
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Not at all to 7 = Extremely important). Preference level was measured by asking: “Thinking 389 

about your ideal partner, please indicate your preference for each of the traits below” (1 = 390 

Well below average, 7 = Well above average).  391 

Speed-Dating Ratings 392 

Participants completed a questionnaire about each partner they had a speed-dating 393 

interaction with. They were asked, “Please rate this partner on the following statements 394 

below” and were given a series of statements (e.g. “They are confident”). The relevant traits 395 

were the same as those assessed in the stated preferences questionnaire. Participants also 396 

rated their partners’ overall attractiveness, “Overall, I would rate their attractiveness as…”. 397 

All items were rated on a 7-point scale (1 = Well Below Average to 7 = Well Above Average). 398 

Procedure 399 

The study was conducted in a laboratory with speed-dating stations. There were a 400 

minimum of two and a maximum of five participants of each sex per speed-dating session 401 

(depending on sign-up and attendance rates). Before the speed-dating session, participants 402 

were each provided a tablet to answer a questionnaire containing demographic information. 403 

During the speed-dates, participants were then given three minutes to get to know a person of 404 

the opposite sex, and after their interactions, they answered questions about each interaction 405 

on their tablets. Participants without a partner sat by themselves during the current interaction 406 

and skipped the partner ratings questionnaire. Once all dyads had interacted, participants 407 

completed the rest of the questionnaire including the stated preference items. We then 408 

debriefed participants on the purpose of the study.  409 

Results and Discussion 410 

The following multilevel modelling analyses were conducted using R with the lme4 411 

and lmerTest libraries (Bates et al., 2011; Kuznetsova et al., 2020). Random intercepts for the 412 

speed-dating session were included to account for the variance contributed by varying factors 413 
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such as the time of day and different experimenters running each event. Random intercepts 414 

for the year of the speed-dating session were included to account for variance that may be due 415 

to the annual inclusion and exclusion of questionnaires that were not relevant to the current 416 

study as well as possible cohort effects. Participant and partner random intercepts were 417 

included due to the dyadic nature of the data – these account for individual and partner 418 

differences. All numeric variables were scaled for the multilevel modelling analyses such that 419 

M = 0 and SD = 1. 420 

We aimed to include maximal random effects, as the failure to include these can 421 

inflate Type I error (Barr, 2013; Barr et al., 2013). We assumed that each individual may 422 

have different revealed preferences (the association between trait ratings and overall 423 

attractiveness), and so a random slope grouped by each participant was included. Sex is a 424 

known confound, so it was included as a main effect for both the level metric and absolute 425 

difference analyses. We also controlled for the main effects of stated preference and trait 426 

rating of their partner. We found significant main effects of sex, but these will not be 427 

discussed as they are not relevant to the present study (see Supplemental materials). The 428 

descriptive statistics are reported below in Table 1. 429 

Level Metric 430 

The relevant γ coefficients for the interaction between a stated preference and trait 431 

ratings on overall attractiveness – that is, the association between stated and revealed partner 432 

preferences (using preference importance) – are reported in Table 2. Here, we find general 433 

evidence for a correspondence between stated and revealed preferences when using the level 434 

metric. There were significant interactions detected for four out of the nine traits tested 435 

(kindness and understanding, intelligence, confidence, and creativity). For example, 436 

individuals who highly valued confidence were significantly more likely to give a higher 437 
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overall attractiveness score to a partner they rated highly on confidence relative to 438 

individuals who valued confidence less.  439 

We conducted an additional analysis to investigate whether there was general 440 

evidence of a correspondence between stated and revealed preferences across all nine traits 441 

using the level metric (as opposed to performing nine separate level metric analyses) . This 442 

involved restructuring the data so that preferences and trait ratings were nested under the 443 

traits they measured. We accounted for this nesting by introducing random intercepts and 444 

slopes for ratings and preferences grouped by trait. This allows us to simultaneously assess 445 

for the presence of a correspondence between stated and revealed preferences across the nine 446 

traits. Here, we found a significant interaction of preference importance on the association 447 

between trait ratings and overall attractiveness, meaning that we have general evidence for a 448 

correspondence between stated and revealed preferences (γ(SE) = 0.011 (0.003), t(2248) = 449 

3.220, p = .001).  450 

Absolute Difference 451 

We investigated whether the absolute difference measure predicted ratings of overall 452 

attractiveness (Table 3). In all, the absolute difference between preference levels and trait 453 

ratings for facial attractiveness, intelligence and funniness were significantly associated with 454 

ratings of overall attractiveness. Again, we investigated whether there was an effect overall 455 

when we consider all traits at once while introducing relevant random intercepts and slopes 456 

(described previously for the level metric). We found that there was a significant association 457 

between the absolute difference between preferences and trait ratings and overall 458 

attractiveness (γ(SE) = -0.017 (0.004), t(704.1) = -4.392, p < .001). That is, a higher 459 

discrepancy between a participant’s preference level and trait rating of their partner is 460 

associated with a lower rating of overall attractiveness. In sum, our analyses using two types 461 
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of preferences demonstrate evidence of a correspondence between stated and revealed 462 

preferences using trait-by-trait measures. 463 

In the General Introduction, we proposed that null results in past studies could also be 464 

attributed to the use of incongruent preference and analysis type, such as using preference 465 

levels with the level metric (e.g. Eastwick, Eagly, et al., 2011; Wu et al., 2018). We 466 

conducted additional analyses with such preference analysis and measure combinations to 467 

test these claims. When we use preference levels for the level metric, and preference 468 

importances for the absolute difference measure, both approaches yielded generally smaller 469 

effects4 relative to their congruent counterparts (see Supplemental materials). Given that the 470 

level metric and absolute difference measures make different assumptions about how 471 

preferences correspond to evaluations of overall attraction, it is feasible that null effects in 472 

past studies may have been attributed to a discordance between the preference type and 473 

measure type.  474 

We acknowledge that our speed-dating sample is limited as it is not representative of 475 

the general population. A majority of our participants were first-year psychology students at a 476 

top Australian university, raising the likelihood that our sample was more intelligent and 477 

conscientious than the general population. This also meant that the age of the participants 478 

tended to be young on average, and we speculate that we may see stronger effects of stated 479 

preferences on revealed preferences in older participants who would be more serious and/or 480 

discerning about a potential romantic partner.  481 

Although our sample size is large in absolute terms, one limitation of Study 1 was that 482 

we had a small number of participants of each sex (ranging from two to five) per speed-483 

dating session. The small number of participants per speed-dating session may offset the 484 

 
4 Given we have far more preference importance observations from 2014 onwards, and preference level data 

from 2017 onwards, we only analysed data from 2017 onwards so that we could make fair comparisons for the 

level metric and absolute difference analyses. 
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power gains from a larger sample size because larger sessions with more speed-dating 485 

interactions yield more individual and partner variance that can be controlled via random 486 

intercepts due to the higher number of partner ratings for each individual. To assess the 487 

degree to which this issue affected our power, we ran additional simulations in which the 488 

sample size remained constant, but the number of males and females per session increased 489 

while the total number of sessions decreased (see Supplemental materials). For the level 490 

metric, we found that the smaller number of participants per speed-dating session yielded 491 

somewhat less power than larger sessions with the same overall sample size. However, the 492 

size of our preference importance (n = 1145) and preference level samples (n = 561) still 493 

ensured considerably more statistical power compared to previous studies. We did not run 494 

additional simulations for the absolute difference method as we assumed the pattern of results 495 

would be similar. 496 

Using a large sample, we find evidence that stated preferences exhibit some 497 

correspondence to attraction in a speed-dating context, though we obtain small effect sizes. 498 

While we identified that a mismatch between preference type and analysis method may 499 

contribute to the difficulty of detecting such a correspondence, this only occurs in a few 500 

studies (i.e. Eastwick, Eagly, et al., 2011; Wu et al., 2018). In Study 2, we propose a broader 501 

explanation for the limited correspondence seen here and in past studies. 502 

Study 2: Trait-by-Trait Speed-dating Simulations 503 

 Past studies have concluded that there may not be a correspondence between stated 504 

preferences and revealed preferences. Some have explained null results with the hot-to-cold 505 

empathy gap (Eastwick & Finkel, 2008) or construal theory (Trope & Liberman, 2003; Trope 506 

et al., 2007). Null effects have even been taken as evidence that stated preferences are invalid 507 

or meaningless (e.g. Campbell & Stanton, 2014; Eastwick et al., 2013). In Study 1, we found 508 
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correspondences between stated and revealed preferences using the level metric and absolute 509 

difference analyses, which were likely detected thanks to large sample sizes.  510 

Our findings still maintain the question of why the associations between stated and 511 

revealed preferences would be so small. One possible explanation is that humans vary across 512 

a number of dimensions and may use a large number of traits to romantically evaluate a 513 

potential partner. As the number of traits involved in partner evaluation increases, the relative 514 

contribution of each stated preference to the individual’s corresponding revealed preference 515 

decreases (Conroy-Beam & Buss, 2020).  516 

The Present Study 517 

Here, we use computer simulations to replicate the constraints and parameters of our 518 

speed-dating study and demonstrate how the association of stated preferences with revealed 519 

preferences decreases as the number of preferred traits increases. We closely replicate the 520 

design of our real-life speed-dating study so that direct comparisons can be made between the 521 

estimates obtained from simulated and real-life speed-dating data. This technique also allows 522 

for the exploration of ideas without being constrained by the practical limitations of data 523 

collection. 524 

We conduct a set of simulations for each preference type because we make different 525 

assumptions regarding how overall attractiveness is calculated. For preference importance, 526 

we assume that the overall attractiveness of a potential partner is given by trait appeal. For 527 

preference level, we assume that the overall attractiveness of a potential partner is best 528 

approximated using Euclidean distance; a participant should perceive their partner as most 529 

attractive when a partner’s traits match a participant’s preference levels.  530 

We simulate the conditions of the speed-dating sessions in Study 1 and empirically 531 

test the effects of changing: 1) the number of traits used to evaluate a potential partner, and 2) 532 

the extent to which stated preferences drive attraction to potential partners. When we define 533 
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ratings of overall attraction to be completely driven by stated preferences, we can observe the 534 

maximum association that can be attained between stated and revealed preferences. In 535 

addition, we can estimate the power required to detect statistically significant associations 536 

between stated and revealed preferences under differing degrees to which attraction is driven 537 

by stated preferences. These analyses allow us to inform new interpretations of null findings 538 

in past studies.  539 

Method 540 

This simulation involves male and female participants rating opposite-sex partner 541 

attractiveness according to the constraints of the real-life speed-dating environment. The 542 

resulting data have been generated in the same structure as the real-life speed-dating data (see 543 

Figure 1) so that direct comparisons can be made between the γ obtained from simulated and 544 

real-life speed-dating data using multilevel modelling. 545 

Variable definitions 546 

Participanti: Denotes the specific individual who gives the rating within the 547 

simulation, this is given by their ID number (1000, 1001, …). 548 

Partnerj: Denotes another participant j who receives trait, trait appeal, and overall 549 

attractiveness ratings by participant i, this is given by their ID number (1000, 1001, …). 550 

Traitk: Denotes the kth trait, where k ranges from 1 to n (the maximum number of 551 

traits used to determine overall attractiveness in the simulation). Examples of traits may be 552 

facial attractiveness, intelligence, confidence, etc. It is assumed that all traits are independent 553 

of one another.  554 

Latent trait scorejk: The extent to which partner j possesses a certain trait k on a scale 555 

from 1 = Well below average to 7 = Well above average. Each participant’s latent trait value 556 

has been sampled from a normal distribution (M = 4.00, SD = 1.50). 557 
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Stated trait preferenceik: Preference importance is defined as the extent that 558 

participant i believes it is important for an ideal partner to possess trait k. Preference level is 559 

participant i’s preferred level of a trait k possessed by an ideal partner. Each participant’s 560 

stated preference value has been sampled from a normal distribution (M = 4.00, SD = 1.50), 561 

where values were rounded and ranged from 1 = Not at all to 7 = Extremely important. We 562 

note that we generate preference importances and levels in the same way. 563 

Rating biasi: Each participant i may exhibit a systematic tendency to over or 564 

underestimate their rating of their partners’ traits. This bias has been sampled from a normal 565 

distribution (M = 0.00, SD = 1.50) and will add variation to each participant’s trait ratings. 566 

Parameters 567 

The simulation has several parameters that may be changed to suit different scenarios: 568 

• The number of traits used by each participant to determine overall attractiveness, 569 

varying from 2 to 25. 570 

• The number of speed-dating sessions within each simulation.  571 

o For simulations regarding the level metric, there were 171 speed-dating 572 

sessions, as per the maximum number of sessions in the real-life speed-dating 573 

data which measured preference importances (see Table 2). 574 

o For simulations regarding the absolute difference method, there were 89 575 

speed-dating sessions which measured preference levels (see Table 3) 576 

• The number of males and females per session was generated according to a normal 577 

distribution, rounded to the nearest integer, and restricted between 2 and 5 as per the 578 

real-life speed-dating data. For the level metric, males: M = 3.582, SD = 0.902, and 579 

females: M = 3.693, SD = 0.839. For the absolute difference measure, M = 3.157, SD 580 

= 0.732, females: M = 3.433, SD = 0.641. 581 
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• A noise term is the magnification of the random error included in the calculation of 582 

overall attractiveness. We only manipulate noise here, so that we can directly 583 

manipulate the extent that preference-trait rating combinations have on the judgement 584 

of overall attractiveness. For each preference-trait rating combination, random error 585 

(M = 0, SD = 1) is multiplied by the noise term ranging from 0 to 50. A noise value of 586 

0 would mean that stated preferences were perfectly measured and completely drove 587 

attraction to a partner depending on their traits. A higher noise value corresponds to a 588 

simulation in which there is a decreased degree of participants acting in accordance 589 

with their stated preferences.  590 

Generation of Speed-Dating Interactions  591 

The number of males and females per speed-dating session was generated according 592 

to parameters obtained from the real speed-dating data. Participant IDs were generated for 593 

each individual where males had IDs starting from 1000 and female IDs starting from 2000. 594 

Combinations for each participant and partner were generated for each session and 595 

‘Interaction’ is the order in which a participant meets their partner (see Table 4). 596 

Assigning participant traits  597 

Each participant was assigned latent trait scores, a rating bias, and stated preferences. 598 

Latent trait scores and stated preferences were generated for the specified number of traits 599 

according to the distribution of preferences from the speed-dating data and rounded to the 600 

nearest integer between 1 and 7. A rating bias was then generated for each individual. These 601 

resulted in a table of Level-2 data (see Table 5). 602 

Partner ratings 603 

 The data from Table 4 and Table 5 were combined to create a data-frame for partner 604 

ratings (Level-1). This data-frame was filled with participants’ ratings of their partners. 605 

Participant i’s rating for partner j’s kth trait was a function of the partner’s latent score for 606 
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trait k, the participant i’s rating bias, and a normally distributed error term (M = 0.00, SD = 607 

1.00) to mimic rating variability across partners.  608 

𝑅𝑎𝑡𝑖𝑛𝑔 𝑜𝑓 𝑝𝑎𝑟𝑡𝑛𝑒𝑟𝑖𝑗𝑘 = 𝐿𝑎𝑡𝑒𝑛𝑡 𝑡𝑟𝑎𝑖𝑡 𝑠𝑐𝑜𝑟𝑒𝑗𝑘 + 𝑅𝑎𝑡𝑖𝑛𝑔 𝑏𝑖𝑎𝑠𝑖 + 𝐸𝑟𝑟𝑜𝑟 609 

The partner rating was rounded to the nearest integer between 1 to 7 as per the real-610 

life speed-dating data. 611 

Calculation of overall attractiveness using preference importance 612 

 Similar to the level metric, we assume that the higher a participant’s preference 613 

importance for a trait, the more appealing a partner becomes when they possess that trait. 614 

Here, we assume that overall attractiveness is estimated using trait appeal. The trait appeal 615 

score is the extent to which partner j’s kth trait is attractive to participant i, given by the 616 

participant’s preference importance for the trait multiplied by the participant’s rating of the 617 

partner on the trait minus the midpoint (i.e. 4). These weighted values are then averaged by 618 

the number of traits considered. 619 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑖𝑗620 

=
∑ (𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝑖𝑘 ∗ (𝑟𝑎𝑡𝑖𝑛𝑔𝑖𝑗𝑘 − 𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡) + 𝑛𝑜𝑖𝑠𝑒 × 𝑒𝑟𝑟𝑜𝑟𝑖𝑗𝑘)𝑛

𝑖𝑗𝑘

𝑛
 621 

The reason for this latter subtraction is that we assume high ratings on these traits are 622 

universally valued. A trait rating below the scale midpoint (“average”) (See Study 1 623 

Materials) detracts from a potential partner’s appeal, conversely, a trait rating above the 624 

midpoint adds to their appeal (the extent to which this occurs is proportional to the 625 

importance of the trait). We do not make the same adjustment for preference importance as 626 

there is no midpoint, and the traits in question are universally desirable, therefore any 627 

importance assigned to these traits can be treated as a positive weight for the calculation of 628 

trait appeal.  629 

Consider the following scenario (Table 6): If we did not subtract the midpoint, an 630 

individual who greatly valued a certain trait (e.g. 7) who was evaluating a potential partner 631 
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that was well below average on that trait (e.g. 2) would find the same potential partner more 632 

appealing than someone who valued the trait less (e.g. 3) – which does not make sense. It 633 

would also be odd that a partner could be equally appealing compared to the former if an 634 

individual did not value a trait to a large extent (e.g. 2), but the partner scored highly on the 635 

corresponding trait (e.g. 7). We would expect that an individual’s attraction to their partner 636 

would diminish due to their partner falling below average on an important trait, whereas a 637 

participant’s attraction to a partner should increase (to a lesser extent) on a trait that is less 638 

important if the partner is rated above average for that trait. We adjust for this by subtracting 639 

the midpoint (Table 7).  640 

We then added a noise term to vary the extent to which a participant “acts” in 641 

accordance with their stated preferences. This term is a multiplier that varies the amount of 642 

normally distributed random error (M = 0.00, SD = 1.00) added in the calculation of overall 643 

attractiveness (estimated via trait appeal) (note: an error term is generated for each speed-644 

dating interaction). When noise is 0, there is no error, and trait appeal is purely the product of 645 

the partner trait rating and the stated preference for a particular trait. The overall 646 

attractiveness rating is given by this trait appeal score (Table 8). We average across the traits 647 

so that the resulting value is not biased by the number of traits involved in the simulation. 648 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑖𝑗649 

=
∑ (𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝑖𝑘 ∗ (𝑟𝑎𝑡𝑖𝑛𝑔𝑖𝑗𝑘 − 𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡) + 𝑛𝑜𝑖𝑠𝑒 × 𝑒𝑟𝑟𝑜𝑟𝑖𝑗𝑘)𝑛

𝑖𝑗𝑘

𝑛
 650 

Calculation of overall attractiveness using preference level 651 

When using preference levels and the absolute difference measure, we assume that 652 

overall attractiveness is best modelled using the Euclidean distance, where a partner should 653 

be maximally attractive when a partner’s trait ratings match an individual’s preference levels. 654 

The following formula describes the Euclidean distance calculation for each interaction 655 

between participant i and partner j where n is the total number of traits, and k is the kth trait. 656 
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We also added a noise term to vary the extent to which a participant “acts” in accordance 657 

with their stated preferences. This term is a multiplier that varies the amount of normally 658 

distributed random error (M = 0.00, SD = 1.00) added in the calculation of overall 659 

attractiveness (estimated via Euclidean distance) (note: an error term is generated for each 660 

preference-trait rating pair). Given that Euclidean distance indicates a multidimensional 661 

discrepancy between preferences and trait ratings, when calculating our overall attractiveness 662 

rating, the Euclidean distance was multiplied by -1 so that a lower Euclidean distance score 663 

indicates higher attractiveness. 664 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑖𝑗 = − √∑(𝑝𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖𝑘 − 𝑟𝑎𝑡𝑖𝑛𝑔𝑖𝑗𝑘  + 𝑛𝑜𝑖𝑠𝑒 × 𝑒𝑟𝑟𝑜𝑟𝑖𝑗𝑘)2

𝑛

𝑘

 665 

Calculation of the predictive validity of stated preferences. 666 

The same level composition was used as per Study 1. We used multilevel modelling 667 

to investigate the extent that preference importances are associated with revealed preferences 668 

when using the level metric and preference importance responses; or in the case of preference 669 

level, the extent to which the absolute difference between a preference level and trait rating is 670 

associated with overall attractiveness; given by γ. For each simulation, we conduct one 671 

analysis using the preference and trait rating for Trait 1, with the dependent variable being 672 

overall attractiveness. This is because the traits were independently generated with no 673 

distinguishing characteristics between them. We assume that the results of one analysis 674 

regarding Trait 1 are representative of the results for up to Trait n. 675 

Results and Discussion 676 

Level Metric 677 

The simulation was run with 171 sessions to replicate the maximum number of 678 

sessions available from the real speed-dating data for which we had preference importance 679 

responses. We initially simulated a scenario where overall attractiveness ratings were 680 
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completely driven by participants’ stated preferences and their partners’ traits – that is, the 681 

noise term was set to 0. Figure 2 shows the effect of the number of traits used to judge the 682 

overall attractiveness of a partner, and the interaction term γ, which is a measure of the 683 

relationship between stated and revealed preferences for a given trait. 684 

Figure 2 shows that even when participants behave entirely in accordance with their 685 

stated preferences, the magnitude of the interaction effects are not necessarily substantial. We 686 

obtain a maximum median interaction estimate of γ = 0.210 when participants only use two 687 

traits to judge overall attractiveness. As the number of traits increase, γ continues to decrease, 688 

reaching γ = 0.023 at 25 traits. For reference, the largest γ in Study 1 was 0.050. To better 689 

visualise the effect of interaction size, Figure 3 shows an interaction plot that demonstrates 690 

the maximum interaction estimate γ = 0.210. For every 1 standard deviation increase in 691 

preferences, the slope coefficient between trait rating and overall attractiveness additionally 692 

increases by 0.210. We note that an interaction estimate of γ = 0 would be represented by 693 

parallel lines in the same plot, indicating no correspondence between stated and revealed 694 

preferences. 695 

Again, Figure 2 demonstrates a scenario where participants act entirely in accordance 696 

with their stated preferences. A more realistic scenario is that individuals’ actions are 697 

influenced but not completely driven by their stated preferences. We created several models 698 

to investigate the effect of changing the extent to which an individual’s revealed preferences 699 

are driven by their stated preferences (see Figure 4). 700 

Figure 4 shows how increasing noise decreases γ. The shape of this decrease differs 701 

depending on how many trait preferences are involved in attraction, but in general, it can be 702 

seen that when both noise is substantial and there are more than a few traits involved, effects 703 

are very small. 704 
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The proportion of significant γ estimates for each set of 1000 simulations has been 705 

calculated to estimate statistical power – the probability of obtaining a significant estimate 706 

given that a true effect exists (α = .05) (Figure 5). Across all the trait numbers tested, as noise 707 

increased, the proportion of significant estimates detected decreased. When 9 traits 708 

influenced the evaluation of overall attraction (as per the real-life speed-dating data), noise 709 

terms of 0, 5, 10, 20, 30, 40, and 50 corresponded to the following proportion of estimates 710 

detected to be significant 1.000, .573, .099, .055, .064, .047, and .041, respectively.  711 

In a real-life speed-date, it is likely that participant behaviours are not completely 712 

driven by their stated preferences. Factors such as measurement error or other extraneous 713 

variables within the study are likely to contribute to error. This has been modelled in the 714 

simulation where we demonstrate that noise dramatically decreases both the magnitude of γ 715 

and the power to detect a significant γ (Figure 4 and Figure 5). And when factors such as 716 

mate-attraction complexity (i.e. the number of traits involved in judging a partner’s overall 717 

attractiveness) are taken into consideration, we see a more dramatic decrease in the 718 

magnitude of γ and power. 719 

Absolute Difference 720 

The simulation was run with 89 sessions to replicate the maximum number of 721 

sessions available from the real speed-dating data for which we had preference level 722 

responses. We found that as the number of traits used to judge the overall attractiveness of a 723 

partner increased, the size of the effect γ, as well as power decreased. We also see this is the 724 

case across all noise values, where increasing noise further decreases the effect size and 725 

power (see Supplemental materials for full figures). 726 
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Study 3: Omnibus Measures 727 

 From Studies 1 and 2, it becomes apparent that the lack of correspondence between 728 

stated and revealed preferences may not be due to an absence of an effect but could be 729 

attributed to an exclusive focus on individual trait-by-trait analyses. Examining traits in 730 

isolation does not reflect the real-life multivariate way in which individuals evaluate other 731 

potential partners (Lee et al., 2014). In Study 3, we investigate commonly used omnibus 732 

measures that allow us to explore the combined impact of multiple mate preferences on 733 

overall partner evaluation. As mentioned in the General Introduction: Omnibus Measures, 734 

the implicit assumptions of omnibus measures are seldom considered in past applications. 735 

Here, we discuss and evaluate various omnibus measures, and identify problems that may 736 

arise from their use.  737 

Considerations Regarding Omnibus Measures 738 

When we find a significant association between an omnibus measure and a romantic 739 

outcome (e.g. rating of overall attractiveness), we assume that this indicates a correspondence 740 

between stated and revealed preferences. Specifically, a correspondence would imply the 741 

congruent combination of preference-trait rating pairs (e.g. stated preferences for intelligence 742 

paired with partner ratings of intelligence, and so on). Here we consider the possibility that 743 

the observed association could arise as an artefact, independent of a true correspondence 744 

between stated and revealed preferences5. We investigate whether the results of various 745 

omnibus tests do indeed reflect a specific preference-trait rating correspondence. 746 

The Present Study 747 

 We aim to investigate whether stated preferences correspond to revealed preferences 748 

using various omnibus measures. We evaluate whether the (raw and corrected) pattern metric, 749 

 
5 This idea occurred to us after some preliminary analyses when we obtained a significant association between 

trait appeal and overall attractiveness even when we replaced stated preferences with randomly generated 

preferences in our speed-dating data. 
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Euclidean distance, and trait appeal are associated with ratings of overall attractiveness in our 750 

speed-dating sample. Expanding on Study 2, we also use simulations to investigate how the 751 

number of traits involved in partner judgement influences the effect size and power to detect 752 

a correspondence between stated and revealed preferences using omnibus measures.  753 

Previous studies have identified that omnibus measures may be more likely to 754 

encounter Type I errors due to limitations such as the normative desirability bias. Here, we 755 

explore a bias that has not been identified in the past. When we use any omnibus test, we 756 

assume that a positive association between an omnibus measure and overall attractiveness can 757 

be attributed to the congruent combination of preference-trait rating pairs. (e.g. stated 758 

preferences for intelligence and ratings of potential partners’ intelligence and so on). We test 759 

this assumption with the novel use of permutation tests; these tests estimate the probability 760 

that a correspondence observed in our speed-dating data could be obtained through a random 761 

combination of preference-trait rating pairs (e.g. preference for intelligence paired with 762 

ratings of facial attractiveness). Permutation tests offer the advantage of maintaining the 763 

exact distribution of measured preferences and trait ratings, unlike simulation techniques that 764 

sample from an approximate distribution of the observed data. 765 

Expanding on Study 2, we use simulations to investigate how the number of traits 766 

involved in partner judgement influence the effect size and power to detect a correspondence 767 

between stated and revealed preferences. We specifically estimate overall attractiveness using 768 

a large number of traits (i.e. 25) and investigate the effect of varying the number of traits used 769 

to calculate our omnibus measures. Conroy-Beam and Buss (2020) similarly investigated 770 

mate-attraction complexity, calculating preference fulfilment (average Euclidean distance 771 

across each participant’s interactions) and predictive power (average correlation between 772 

each preference and partner trait), but they did not investigate the association between these 773 

measures and a romantic outcome (Eastwick et al., 2019). In addition, no studies to date have 774 
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explored the role of mate-attraction complexity using other omnibus measures such as the 775 

(raw and corrected) pattern metric or trait appeal. Further, we evaluate and critique the 776 

viability of omnibus measures in light of our findings and extant literature. 777 

Methods  778 

Speed-Dating Data Analyses  779 

 Stated preferences (both preference importance and level), trait ratings, and overall 780 

attractiveness were measured as per Study 1.  781 

Pattern Metric 782 

We excluded speed-dating interactions if they were missing any responses to the 783 

preference level or rating items, resulting in 561 participants included in this analysis. We 784 

calculated the raw pattern metric score by calculating Pearson’s r correlations for each speed-785 

dating interaction, and mean-centred each individual’s preferences and trait ratings prior to 786 

the Pearson’s r correlations for the corrected pattern metric. The resulting pattern metric 787 

values (Pearson’s r) were then scaled (such that M = 0, and SD =1) prior to analysis. 788 

Contrary to Eastwick et al. (2019) and Fletcher et al. (2020), who apply a Fisher Z-789 

transform of the obtained r values to ensure the normal distribution of the resulting pattern 790 

metric scores, we did not perform this transformation for several reasons. First, the r values 791 

obtained were roughly normal (see Supplemental materials). Second, the Fisher Z-transform 792 

is undefined when r = -1 or r = 1, which would result in the unnecessary exclusion of 16 793 

valid observations when using preference importances.  794 

Euclidean Distance 795 

The omnibus Euclidean distance was calculated as per Study 2. As it is not 796 

appropriate to compare Euclidean distances calculated using different dimensions (i.e. 797 

different numbers of traits), we excluded speed-dating interactions if they were missing any 798 

responses to the preference level or trait rating items, resulting in 561 participants in this 799 
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analysis. A Euclidean distance was calculated for each speed-dating interaction between 800 

participant i and partner j across each kth trait, for n = 9 traits. The resulting Euclidean 801 

distance values were scaled prior to analysis. 802 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗 =  √∑(𝑝𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖𝑘 − 𝑟𝑎𝑡𝑖𝑛𝑔𝑖𝑗𝑘)
2

𝑛

𝑘

 803 

We do not control for the normative desirability bias as it does not make sense to 804 

mean-center preference level responses and trait ratings before calculating the difference 805 

between these two values. The preference levels and trait ratings are assessed on the same 806 

scale (1 = Well below average, 7 = Well above average), so mean-centering responses would 807 

shift the relative scales of responses. The intended purpose of using a Euclidean distance 808 

measure is to model how a potential partner is optimally attractive when preference levels are 809 

satisfied. Since the participant would have no knowledge or awareness of what the mean-810 

centred ratings would be, it would not make sense that overall attractiveness is optimised 811 

when the mean-centered preference matches the mean-centered trait rating.  812 

Trait appeal 813 

 Trait appeal was calculated for each speed-dating interaction between participant i 814 

and partner j across each kth trait, for n = 9 traits. Only the data from 2017-2019 were used 815 

where we had a complete set of 9 preference importances and trait ratings (n = 561). The 816 

resulting trait appeal values were scaled prior to analysis. 817 

𝑇𝑟𝑎𝑖𝑡 𝑎𝑝𝑝𝑒𝑎𝑙𝑖𝑗 =
∑ (𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝑖𝑘 ∗ (𝑟𝑎𝑡𝑖𝑛𝑔𝑖𝑗𝑘 − 𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡)𝑛

𝑖𝑗𝑘

𝑛
 818 

Speed-Dating Simulations 819 

We explore how the number of traits considered in the evaluation of a speed-dating 820 

partner in an omnibus measure affects the effect size and power to detect an association 821 

between our omnibus measures and overall attractiveness in a simulation. We also accounted 822 
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for the conceptual difference between preference importance and preference, by using 823 

different measures to approximate overall attractiveness for different preference types. 824 

Similar to Study 2, we use trait appeal to estimate the overall attractiveness score in 825 

simulations where preference importances are generated, and we use Euclidean distance to 826 

estimate the attractiveness in simulations where preference levels are generated. However, 827 

the number of traits used to calculate overall attractiveness was constant, where we assume 828 

that overall attractiveness is judged on a large number of traits (i.e. 25 traits). For simulations 829 

involving preference importance, we calculated trait appeal, as well as both the raw and 830 

corrected pattern metric. And for simulations using preference level, we calculated both 831 

pattern metrics and the Euclidean distance.  832 

Multilevel modelling was used to calculate the association between each omnibus 833 

measure and overall attractiveness, given by γ. We calculated trait appeal and Euclidean 834 

distance across 2, 3, 5, 9, 10, 15, 20, and 25 traits. For the pattern metric, we performed 835 

simulations for 3 or more traits; calculating Pearson’s correlation coefficient between any two 836 

observations will always result in r equal to 1 or -1, which would not be meaningful. We 837 

varied the amount of noise for the pattern metric, Euclidean distance, and trait appeal 838 

simulations. We used noise parameters 0, 5, 10, 20, 30, 40, and 50 for the pattern metric, but 839 

we used a noise value of 1 instead of 0 for the Euclidean distance and trait appeal simulations 840 

due to singularities between the omnibus measure and the overall attractiveness value (the 841 

omnibus measure we are analysing is the same measure used to approximate overall 842 

attractiveness).  843 

Permutation Test 844 

Given that omnibus measures combine multiple preferences and trait ratings, it is 845 

essential to determine if the observed effect is a genuine reflection of a unique connection 846 

between preferences and trait rating pairs or whether these observed effects are spurious (e.g. 847 
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due to some unforeseen bias). To quantify the extent to which individual preferences are 848 

meaningful in these omnibus measures, we conducted permutation tests for each measure.  849 

A permutation test does not require assumptions about the distribution of the data and 850 

only requires that each simulation is independent and identically distributed under the null 851 

hypothesis (Fisher, 1935). A permutation test estimates the p-value of obtaining our observed 852 

effect (in the real data) by shuffling stated preferences across traits while keeping other 853 

variables constant. Here, we repeatedly simulate the scenario where preferences have no 854 

actual correspondence to trait ratings. The p-value is the estimated probability of obtaining an 855 

association (between the omnibus measure and overall attractiveness) as extreme or more 856 

extreme than what is obtained in the real speed-dating data (Fisher, 1935). A low p-value 857 

suggests that the observed result in the speed-dating data was unlikely to have occurred by 858 

chance, reinforcing the meaningfulness of the specific preference-trait rating pairs. 859 

Conversely, a high p-value suggests that the result was likely to have occurred by the chance 860 

combination of trait ratings and their preferences.  861 

We carried out 50,000 simulations for each of the omnibus measures. For each 862 

simulation, numbers from 1 to 9 were selected randomly and without replacement. The 863 

resulting sequence of numbers represented the new order of preferences (with the order of the 864 

original preferences being 1, 2, … 9). Preferences were randomised once for each simulation. 865 

Within each simulation, the same order of preferences was applied for all participants such 866 

that the distributions of each preference were not affected. The same omnibus measures and 867 

multilevel modelling analysis were then conducted on the randomised data (See 868 

Supplemental materials for example). The p-value was estimated by counting the number of 869 

instances in which we obtained a t-statistic as extreme or more extreme than the one obtained 870 

in the real speed-dating data and then dividing this number by the total number of simulations 871 

(50,000). 872 
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Results 873 

Pattern Metric 874 

 Using preference levels, both the raw and corrected pattern metric were associated 875 

with overall attractiveness (γ(SE) = 0.049 (0.023), t(1494.65) = 2.118, p = 0.034, and γ(SE) = 876 

0.079 (0.021), t(1501.46) = 3.719, p < 0.001, respectively). When we conducted the 877 

permutation test for the raw pattern metric, we obtained a t-statistic as extreme or more 878 

extreme than our result obtained from the real speed-dating data with a probability of 0.314, 879 

indicating that the association between the raw pattern metric and overall attractiveness in the 880 

speed-dating data is spurious and were likely to have been observed even if discordant 881 

preferences and trait ratings were used in the calculation of the raw pattern metric. 882 

Performing the permutation test on the corrected pattern metric, we obtained an estimated p-883 

value of 0.002, indicating that it is likely that the corrected pattern metric’s association with 884 

overall attractiveness could indeed depend on the concordance between preferences and trait 885 

ratings.  886 

Using preference importances instead of preference levels, the raw pattern metric did 887 

not predict overall attractiveness, but the corrected pattern did (γ(SE) = 0.001 (0.018), 888 

t(3297.68) = -0.525, p = .600, and γ(SE) = 0.065 (0.014), t(3248.89) = 4.684, p < .001, 889 

respectively). Using the permutation tests, we obtained an estimated p-value of 0.496 for the 890 

raw pattern metric, and <.001 for the corrected pattern metric.  891 

Across both preference types, the corrected pattern metric yielded larger effect sizes 892 

than the raw pattern metric, contradicting Eastwick et al. (2019) and Eastwick et al. (2022), 893 

but is consistent with Fletcher et al. (2020). Overall, we found that out of these four pattern 894 

metric permutation tests, 17 to 71% of simulations produced significant associations between 895 

the pattern metric and overall attractiveness, even with discordant preference-trait rating 896 

combinations. In addition, our permutation tests imply that the specific combination of stated 897 
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preferences and trait ratings do contribute to the prediction of overall attractiveness when 898 

using the corrected pattern metric, even across two preference types (importances and 899 

preference levels). 900 

Euclidean Distance 901 

Euclidean distance was negatively associated with overall attractiveness (γ(SE) = -902 

0.546(0.022), t(1632.24) = -25.195, p < .001). That is, the closer an individual’s preferences 903 

were to a partner’s trait ratings across all nine traits, the higher the ratings of overall 904 

attractiveness received by the speed-dating partner. Using a permutation test, we obtained a t-905 

statistic as extreme or more extreme than the real speed-dating data (in this case, a t-statistic 906 

as negative or more negative than the one obtained) with a probability of 0.240. Therefore the 907 

association between Euclidean distance and overall attractiveness was unlikely to be 908 

meaningful. We also note that in all 50,000 simulations, Euclidean distance was significantly 909 

associated with overall attractiveness despite discordance between preferences and trait 910 

ratings. 911 

Trait Appeal 912 

Trait appeal significantly predicted overall attractiveness in the real speed-dating data 913 

(γ(SE) = 0.657 (0.019), t(1620.53) = 34.842, p < .001). However, a permutation test 914 

demonstrated that the probability of obtaining a t-statistic as extreme or more extreme than 915 

the one from the data was 0.495. Therefore, the unique combination of preference importance 916 

and trait rating did not meaningfully affect the association between trait appeal and overall 917 

attractiveness. In all 50,000 simulations, trait appeal was significantly associated with overall 918 

attractiveness despite discordance between preferences and trait ratings. 919 

Simulations 920 

 We investigated the effect of mate-attraction complexity on the size of and power to 921 

detect an association between omnibus measures and overall attractiveness using simulations 922 
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(all results and figures are provided in the Supplemental materials). Overall, we found similar 923 

results across all omnibus measures; both the effect size and power increased as the number 924 

of traits considered in the omnibus measure increased. However, for the trait appeal method, 925 

power consistently reached 100% across all trait and noise parameters. In all, these 926 

simulation results are intuitive and follow from Study 2. Assuming that overall attractiveness 927 

is judged on a large set of traits, the larger the subset of that information in an omnibus 928 

measure, the better an omnibus measure can predict overall attractiveness.  929 

Additional Analyses Controlling for Individual Effects of Preferences and Trait Ratings 930 

Here, we explore the possibility that the significant associations we observed between 931 

omnibus measures and overall attractiveness are driven by the main effects of individual 932 

preferences and trait ratings. It is doubtful, and at best unclear, as to whether past studies 933 

simultaneously control for the effects of individual preferences and trait ratings in their 934 

omnibus analyses. When we control for the nine individual preferences and trait ratings, we 935 

find no evidence that omnibus tests associate with ratings of overall attractiveness (p ≥ .142). 936 

Model fit tests further indicated that models including the omnibus measure, alongside 937 

individual preferences and ratings, did not significantly outperform models without the 938 

omnibus measure (p ≥ .142) (see Supplemental materials for full tables). These results are 939 

generally consistent with the permutation test results, suggesting that the configuration of 940 

preferences and trait ratings have little to no relevance in the omnibus measure, and that it is 941 

actually the main effects of individual preferences and ratings that drive the association 942 

between the omnibus measure and overall attractiveness. 943 

Discussion 944 

In all, we found that all four omnibus measures (pattern metric, corrected pattern 945 

metric, Euclidean distance, and trait appeal) predicted overall attractiveness in the real speed-946 

dating data when only the sex of the participant was controlled for. No studies to date have 947 
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applied these measures to a speed-dating sample of this size (n = 561). While we found 948 

apparent evidence for the predictive validity of stated preferences using omnibus measures, 949 

further investigations suggested that omnibus measures did not predict overall attractiveness 950 

above and beyond the individual effects of preferences and partner trait ratings alone. In 951 

models containing individual preferences and traits alone, we found multiple instances where 952 

these preferences and trait ratings significantly associate with ratings of overall attractiveness 953 

(i.e. preference importance for ambitiousness, preference levels for kindness and 954 

understanding, and partner ratings of facial attractiveness, bodily attractiveness, intelligence, 955 

confidence, and funniness (see Supplemental materials for full tables)). These results imply 956 

that omnibus measures do not uniquely predict overall attractiveness, but rather, the effects of 957 

individual preferences and ratings drive the observed associations between omnibus measures 958 

and overall attractiveness. This also explains why discordant preference-trait rating 959 

combinations (in our permutation tests) are likely to produce significant associations between 960 

omnibus measures. Specifically, we observed significant associations in all 50,000 961 

permutation test simulations for both the trait appeal and Euclidean distance measures. 962 

Therefore, we conclude that these omnibus measures do not provide evidence for a 963 

correspondence between stated and revealed preferences due to the flaws of omnibus 964 

measures.    965 

Omnibus measures have been designed to encapsulate various theoretical and 966 

conceptual elements to investigate congruence across multiple preferences and traits. While 967 

each element in the construction of an omnibus measure can be justified (e.g. we can subtract 968 

the trait rating from the preference to measure the extent to which a preference is fulfilled), 969 

these decisions result in important mathematical and statistical assumptions that are often not 970 

stated nor satisfied (Cronbach & Gleser, 1953; Edwards, 1994; Evans, 1991; Hewstone & 971 
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Young, 2006). Here, we summarise the criticisms that have been detailed against omnibus 972 

measures6 7.   973 

Omnibus measures are intended to measure the extent to which the fit or congruence 974 

between stated preferences and trait ratings can predict a romantic outcome such as overall 975 

attractiveness. The initial description of this problem describes some kind of moderation 976 

effect. However, in practice, conducting an analysis using an omnibus measure involves 977 

reducing this multivariate problem into a univariate problem, e.g. Does this omnibus measure 978 

associate with overall attractiveness? Conducting this univariate analysis is akin to 979 

introducing an opaque interaction-like term without accounting for the main effects of its 980 

individual components, or the interactions between components (or even higher order 981 

effects).  982 

In addition, combining multiple variables into a single measure subsequently reduces 983 

the number of parameters that can be used to predict the outcome variable (Edwards, 1994), 984 

constraining the model's ability to accurately predict the dependent variable. Compared to a 985 

complete model that includes the individual components of the omnibus measure (potentially 986 

including other higher order terms such as interaction effects), the omnibus measure can 987 

explain, at most, the same amount of variance in the outcome variable (see Edwards (1994) 988 

for a mathematical explanation). Here we see that this is the case: omnibus measures alone 989 

explain significantly less variance in overall attractiveness compared to models containing 990 

only individual preferences and trait ratings (p < .001) (see Supplemental materials). 991 

 
6 We note that these criticisms concern composite measures in general. Composite measures involve combining 

two or more distinct measures into a single variable. While the absolute difference method has been introduced 

as a trait-by-trait method, it is considered a composite variable as it combines a single preference with a trait 

rating. Its limitations will be outlined and discussed in an example below.  

 
7 We recommend the paper by Edwards (1994) which offers comprehensive mathematical and statistical 

critiques, along with recommendations for the appropriate analysis of absolute difference, Euclidean distance, 

and pattern metric measures.  
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Composite measures (and by extension, omnibus measures) implicitly impose hidden 992 

assumptions and constraints on a model. Consider using an absolute difference score to 993 

describe preference fulfillment for a single trait (e.g. Study 1). As described by Edwards 994 

(1994), there is the implicit assumption that the preference and trait rating have the same 995 

variance. But in our case, we find that due to the consensus desirability of the traits in 996 

question, preference ratings exhibit a ceiling effect such that they have lower variance than 997 

partner trait ratings (Table 1) (see Supplemental materials for scatterplots). In cases where 998 

there is unequal variance between the individual components, the resulting difference score 999 

will primarily represent the component with the larger variance. And as we mentioned 1000 

previously, five out of nine partner trait ratings are significantly associated with overall 1001 

attractiveness, while only one preference level rating, and one preference importance rating is 1002 

associated with overall attractiveness. This means that absolute difference scores alone are 1003 

likely to significantly associate with overall attractiveness due to the existing associations 1004 

between trait ratings and overall attractiveness. Further, the variance in the outcome 1005 

explained by the absolute difference scores are constrained because the direction of the 1006 

difference is lost when the absolute value is taken. Similar issues occur for other non-1007 

directional difference measures such as the Euclidean distance measure.  1008 

Overall, it appears that the observed associations between omnibus measures and 1009 

overall attractiveness were primarily driven by trait ratings, as most ratings were associated 1010 

with overall attractiveness, whereas preferences were not. Given that trait appeal consisted of 1011 

ratings multiplied by preference importances, and Euclidean distance consisted of ratings 1012 

subtracted from preference levels, we can imagine that the preferences involved in these 1013 

calculations acted as noise.  1014 

We are unable to describe how preferences and trait ratings interact within the pattern 1015 

metric, as it incorporates a set of elaborate constraints that are difficult to describe, let alone 1016 
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test (Edwards, 1994). Further, the pattern metric is ambiguous as it only describes the relative 1017 

shape of a profile between preference and traits, but does not describe aspects such as the 1018 

distance between preferences and traits (Cronbach & Gleser, 1953). For example, large 1019 

discrepancies between preferences and trait ratings with similar shapes could yield high 1020 

pattern metric values, whereas small discrepancies and similar shapes can produce low or 1021 

negative pattern metric values (Edwards, 1994). Overall, the concept behind the pattern 1022 

metric may make sense, but its elaborate construction makes the measure difficult to interpret 1023 

and evaluate. We also find evidence suggesting that the corrected pattern metric does not 1024 

fully correct for the normative desirability bias. The significant effects initially observed 1025 

between the corrected pattern metric and overall attractiveness disappear once we control for 1026 

individual preferences and trait ratings.  1027 

Response surface analysis (Box & Draper, 1987; Edwards, 1994) is an alternative 1028 

method that has been recommended for investigating the congruence or similarity between 1029 

stated preferences and trait ratings on overall attractiveness. Response surface analysis is a 1030 

complex method that can model on a trait-by-trait basis or across multiple traits at once. 1031 

When individual preferences and ratings are collapsed into a single omnibus measure, the 1032 

interpretability of the original components is lost, whereas the original components are 1033 

maintained with response surface analysis (Edwards, 1994). Response surface analysis may 1034 

also yield increases in explained variance due to the relaxing of constraints that would 1035 

normally be imposed by difference methods (i.e. the assumption that x = y) (Edwards, 1994). 1036 

Similar to the issues we have outlined here with omnibus methods, there are also many 1037 

misconceptions about response surface analyses regarding their use, their assumptions, as 1038 

well as interpretation of their results (Eastwick et al., 2019; Humberg et al., 2018).  1039 



 

45 

 

General Discussion 1040 

There has been much debate about whether stated preferences correspond with 1041 

revealed preferences, especially in a speed-dating context. Here, we identified several reasons 1042 

for the reported lack of correspondence. We demonstrated, first, that the correspondence 1043 

between stated and revealed preferences for individual traits is small. In a very large sample 1044 

size relative to previous studies of this kind (n = 1145), four out of nine traits demonstrated a 1045 

significant correspondence when using the level metric, and three out of nine traits 1046 

demonstrated a significant correspondence using the absolute difference measure. When we 1047 

test whether there is evidence of a correspondence across all traits, we find significant effects 1048 

using both the level metric and the absolute difference analysis (Study 1). Second, we showed 1049 

that when attractiveness depends on multiple independent traits, the stated preference for an 1050 

individual trait can only be, on average, minimally related to the revealed preference for that 1051 

trait, even when stated preferences are strongly influencing behaviour (Study 2). And third, 1052 

when using omnibus measures that simultaneously incorporate multiple stated preferences 1053 

and partner trait ratings, we find each of our four omnibus measures were significantly 1054 

associated with overall attractiveness. Further analyses and permutation tests suggest that 1055 

these apparent associations are driven by the individual effects of trait ratings rather than a 1056 

specific congruence between preference-trait rating pairs (Study 3).  1057 

We identified that past studies do not discriminate between the use of preference 1058 

levels (regarding the preferred level of a trait) and preference importances (regarding the 1059 

importance of a trait), despite these preferences measuring different constructs. Given that 1060 

preference levels lend themselves to a preference matching model, and that preference 1061 

importances lend themselves to a linear weighting model, it is possible that past null results 1062 

can be explained by a potential mismatch between preference type and analysis method e.g. 1063 

using preference levels with the level metric (e.g. Eastwick, Eagly, et al., 2011; Wu et al., 1064 
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2018). This was supported by our additional analyses in Study 1 which showed generally 1065 

smaller effects and less significant results when there was a discordance between preference 1066 

type and analysis method. We also identified that the preference type implicates what kind of 1067 

traits may be measured (see General Introduction). Future studies examining idiosyncratic 1068 

preferences — traits that are not universally desired — should use preference levels as 1069 

opposed to preference importances.  1070 

Our findings regarding the level metric in Study 1 warrant a reconsideration of both 1071 

positive and negative findings in past studies. Positive findings from Li et al. (2013) and 1072 

Valentine et al. (2020) would have been greatly underpowered to detect realistic effect sizes 1073 

(Li et al.: n = 142, and n = 93; Valentine et al.: n = 216). A smaller sample size can lead to 1074 

inflated effect sizes when the true effect is small due to greater sampling error. Negative 1075 

studies, also being greatly underpowered by smaller sample sizes, have often been taken as 1076 

evidence that stated preferences are invalid or meaningless (e.g. Campbell & Stanton, 2014; 1077 

Eastwick et al., 2013), while some have explained null results with the hot-to-cold empathy 1078 

gap (Eastwick & Finkel, 2008) or construal theory (Trope & Liberman, 2003; Trope et al., 1079 

2007). It is likely that the primarily null results from past studies could be attributed to Type 1080 

II errors. These errors can occur when the sample size is not sufficiently large to detect small 1081 

effects. In Study 2, we demonstrate that these small effects are mathematically inevitable 1082 

under realistic mate evaluation scenarios. Given our minimal simulation assumptions, this 1083 

explanation is more parsimonious than, though not mutually exclusive from, other 1084 

explanations. To further investigate our explanation, we used simulations to determine the 1085 

power of the largest previous study (n = 187) to obtain null results in a speed-dating context 1086 

(i.e. Eastwick, Eagly, et al., 2011) (see Supplemental materials for further information). We 1087 

found that if we assume no measurement or other extraneous error (meaning that individual 1088 

preferences completely drove behaviour (noise = 0)), we obtained 100% power to detect a 1089 
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significant correspondence if individuals use 10 traits to make attractiveness judgements. But 1090 

we observed a dramatic decline in power as noise increases. Psychological variables are 1091 

usually measured with a considerable amount of error, and stated preferences can be 1092 

especially noisy because they are usually measured with only one item or suboptimal 1093 

preference type. Our study suggests that extant studies may not enable meaningful 1094 

conclusions about the correspondence between stated and revealed preferences due to a lack 1095 

of statistical power.  1096 

The current findings may also explain why stated preferences correspond to revealed 1097 

preferences in the hypothetical paradigm but not the speed-dating paradigm. In the 1098 

hypothetical paradigm, asking a participant to evaluate a hypothetical partner based on 1099 

limited information (such as a photograph or vignette) means other traits cannot be taken into 1100 

consideration. As demonstrated in the level metric simulation in Study 2, the fewer traits 1101 

involved in the evaluation of overall attractiveness, the higher the γ estimate, and the higher 1102 

the statistical power to detect a significant γ. This idea is not mutually exclusive to construal 1103 

theory where both the stated preferences and partner are rated in the same hypothetical 1104 

context, which is more likely to result in the correspondence between stated and revealed 1105 

preferences (Trope & Liberman, 2003; Trope et al., 2007).  1106 

In our simulations, we assumed that individuals in the real-life speed-dating study 1107 

used nine traits to judge overall attractiveness. The fact that all the means for the stated 1108 

preferences in Study 1 were above 1 (i.e. not at all important) (see Table 1) is sufficient to 1109 

indicate that on average, participants valued these traits to some extent. On one hand, it is 1110 

likely that there are many more traits that individuals use to evaluate potential partners. On 1111 

the other hand, preferences are to some extent correlated, so the number of independent 1112 

preferences will be smaller than the total number of preferences. We ran simulations using 1113 

real-life correlations between the preferences measured in this study (presented in the 1114 
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Supplemental materials). The nine traits we measured capture a smaller number of 1115 

independent trait preferences, but it remains unknown how many independent trait 1116 

preferences are at play in reality (Fletcher et al., 1999; Marlowe, 2004). We believe that 1117 

modelling the traits as independent allows a simpler general case to be illustrated regarding 1118 

the effects of multiple trait preferences on the correspondence between stated and revealed 1119 

preferences.  1120 

While there is value in using an omnibus measure to describe preference fulfilment 1121 

(e.g. the multidimensional distance between preferences and ratings), using these measures to 1122 

test hypotheses regarding the correspondence between stated and revealed preferences leaves 1123 

much to be desired. First, permutation tests point to a large limitation: when using discordant 1124 

preference-trait rating pairs (e.g. pairing the preference for creativity with the rating for 1125 

confidence) to calculate our omnibus measures, analysing the association between the 1126 

omnibus measure and overall attractiveness is likely to yield significant associations 1127 

regardless of any genuine association between actual preference fulfilment and attractiveness 1128 

ratings. Second, when we include individual effects from each of the nine preferences and 1129 

trait ratings, the initial significant results for all four omnibus measures disappear. Third, by 1130 

combining multiple variables into a single omnibus measure, the omnibus measure is at most 1131 

able to explain the same amount of variance in the outcome compared to a model that 1132 

consists of its individual constituent variables (and higher order combinations such as 1133 

interaction effects). Here, we show that omnibus measures alone explain significantly less 1134 

variance in overall attractiveness compared to a model containing only individual preferences 1135 

and trait ratings. And finally, when researchers construct omnibus measures according to 1136 

various theoretical and conceptual motivations, this imposes a variety of implicit 1137 

mathematical and statistical assumptions that are often neither checked nor satisfied (see 1138 

Edwards (1994)).  1139 
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In all, our findings warrant the reinterpretation of past trait-by-trait studies which 1140 

conclude that stated preferences do not inform revealed preferences in a speed-dating context. 1141 

We demonstrate that studies are likely to yield small effect sizes given the multivariate nature 1142 

of partner evaluation. We also found evidence that stated preferences inform revealed 1143 

preferences when using trait-by-trait analyses such as the level metric.  1144 

Positive omnibus results should also be reconsidered. When we analyse the combined 1145 

effect of multiple trait preferences and trait ratings simultaneously, we get equivocal results 1146 

that point to spurious positive associations across all four omnibus measures. We also 1147 

highlight limitations of omnibus measures that have not been mentioned in past attraction 1148 

research. Given the existing misuse and misinterpretation of omnibus measures, their future 1149 

use should be carefully considered. Overall, there does seem to be a correspondence between 1150 

stated and revealed preferences on a trait-by-trait basis, but its detection requires large 1151 

samples and presents conceptual and statistical challenges that we have clarified here but not 1152 

fully overcome.  1153 
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Table 1 

Means and standard deviations of Level-1 and Level-2 variables for trait ratings given by 

male and female participants. 

Variables Males Females 
 M (SD) M (SD) 

Level-1 Partner ratings   

Facial attractiveness 4.43 (1.20) 4.19 (1.15) 

Bodily attractiveness 4.52 (1.24) 4.21 (1.27) 

Kindness and understanding 5.14 (0.95) 5.01 (1.02) 

Ambitiousness 4.92 (1.08) 5.03 (1.19) 

Intelligence 5.27 (0.96) 5.36 (1.00) 

Confidence 5.08 (1.12) 5.01 (1.22) 

Funniness 4.80 (1.08) 4.65 (1.25) 

Being perceived as funny by the partner 4.24 (1.02) 3.91 (1.04) 

Creativity 4.66 (1.06) 4.32 (1.22) 

Overall attractiveness 4.71 (1.12) 4.52 (1.15) 

 

Level-2 Participant stated preferences 

(preference importance) 

  

Facial attractiveness 5.38 (0.94) 4.89 (0.98) 

Bodily attractiveness 5.10 (0.96) 4.72 (1.04) 

Kindness and understanding 6.20 (0.88) 6.47 (0.74) 

Ambitiousness 5.02 (1.31) 5.49 (1.14) 

Intelligence 5.65 (1.01) 5.75 (0.97) 

Confidence 5.01 (1.19) 5.34 (1.07) 

Funniness 5.38 (1.22) 5.24 (1.19) 

Being perceived as funny by the partner 5.26 (1.21) 5.76 (1.01) 

Creativity 4.41 (1.30) 4.24 (1.27) 

 

Level-2 Participant stated preferences 

(preference level) 

  

Facial attractiveness 5.76 (0.85) 5.38 (0.83) 

Bodily attractiveness 5.53 (0.93) 5.16 (0.94) 

Kindness and understanding 6.13 (0.92) 6.37 (0.76) 

Ambitiousness 5.41 (1.08) 5.73 (0.93) 

Intelligence 5.83 (0.87) 5.74 (0.83) 

Confidence 5.33 (0.99) 5.41 (0.96) 

Funniness 5.58 (0.98) 5.89 (0.85) 

Being perceived as funny by the partner 5.95 (0.90) 5.65 (0.98) 

Creativity  4.99 (1.19) 4.73 (1.15) 
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Table 2 

Multilevel modelling coefficients(γ) for the association between stated and revealed 

preferences using stated importance for various traits. We note that each row of this table 

pertains to a separate model. 

Stated preference × 

Partner ratings 

Overall Attractiveness 

 γ (SE) 95% CI t df Sessions n p-value 

Facial attractiveness 0.017 (0.011) [-0.005, 0.038] 1.551 884.33 171 1130 .1213 

Bodily attractiveness 0.005 (0.012) [-0.019, 0.029] 0.459 764.09 171 1132 .6466 

Kindness and 

understanding 

0.030 (0.015) [0.001, 0.059] 1.983 670.71 171 1132 .0478 

Ambitiousness 0.026 (0.015) [-0.003, 0.055] 1.756 838.30 171 1131 .0795 

Intelligence 0.036 (0.015) [0.007, 0.065] 2.334 619.51 171 1132 .0199 

Confidence 0.050 (0.018) [0.015, 0.085] 2.829 439.30 123 753 .0049 

Funniness 0.005 (0.022) [-0.038, 0.048] 0.216 350.66 89 554 .8293 

Perceived as funny 0.004 (0.024) [-0.043, 0.051] 0.161 247.70 89 554 .8720 

Creativity 0.050 (0.020) [0.011, 0.089] 2.472 517.08 123 752 .0136 

Note. Sessions refer to the number of speed-dating sessions where relevant data for 

each trait was collected, and n refers to sample size. 
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Table 3 

Multilevel modelling coefficients (γ) for the association between scaled absolute difference 

values and rated overall attractiveness for various traits. These Euclidean distances were 

calculated using preference levels. Sessions refer to the number of speed-dating sessions 

where relevant data for each trait was collected, and n refers to sample size. Note that the 

preferences and trait ratings are scaled. We note that each row of this table pertains to a 

separate model. 

Absolute 

difference 

measures 

Overall Attractiveness 

 γ (SE) 95% CI t df Sessions n p-value 

Facial 

attractiveness 
-0.051(0.025) [-0.100, -0.002] -2.027 1559.12 89 561 .0429 

Bodily 

attractiveness 
-0.043(0.025) [-0.092, 0.006] -1.712 1614.20 89 561 .0871 

Kindness and 

understanding 
-0.033(0.038) [-0.107, 0.041] -0.874 1348.83 89 561 .3823 

Ambitiousness -0.036(0.024) [-0.083, 0.011] -1.495 1533.45 89 561 .1352 

Intelligence -0.072(0.024) [-0.119, -0.025] -2.996 1521.94 89 561 .0028 

Confidence -0.036(0.022) [-0.071, 0.007] -1.623 1567.80 89 561 .1050 

Funniness -0.068(0.032) [-0.131, -0.005] -2.103 1603.17 89 561 .0356 

Perceived as 

funny 
0.062(0.064) [-0.063, 0.187] 0.962 1523.73 89 561 .3362 

Creativity -0.029(0.024) [-0.076, 0.018] -1.210 1488.02 89 561 .2266 
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Table 4 

All possible participant-partner combinations for each speed-dating session 

Participant ID Session ID Interaction Partner ID 

1000 1 1 2000 

1000 1 2 2001 

1000 1 3 2002 

1001 1 1 2000 

… … … … 
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Table 5 

Participant-level data containing individual bias, latent trait, and stated preference scores 

for each participant across n traits.  

Participa

nt ID 

Session 

ID 
Bias 

Trait 

1 
… 

Trait 

n 

Stated 

preference 

for trait 1 

… 

Stated 

preference 

for trait n 

1000 1 0.43 6  5 3  4 

1001 1 -0.12 2  7 5  1 

1002 1 0.20 4  4 7  6 

… … … …  … …  … 
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Table 6 

Overall attractiveness calculation when the midpoint is not subtracted from a trait rating.  

Participant ID Partner ID 
Importance of 

trait 1 

Rating of 

trait 1 

Overall attractiveness rating (trait 

appeal) 

1000 2000 7 2 
7 × 2

1
= 14 

1001 2000 3 2 
3 × 2

1
= 6 

2000 1000 2 7 
2 × 7

1
= 14 

Note. For the purposes of this example, only one trait is involved in the calculation. 
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Table 7 

Overall attractiveness calculation when the midpoint is subtracted from a trait rating.  

Participant ID Partner ID 
Importance of 

trait 1 

Rating of 

trait 1 
Overall attractiveness rating 

1000 2000 7 2 
7 × (2 − 4)

1
= −14 

1001 2000 3 2 
3 × (2 − 4)

1
= −6 

2000 2000 2 7 
2 × (7 − 4)

1
= 6 
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Table 8 

Ratings and overall attractiveness scores given by participants to partners for n traits. 

Participant ID Session ID Interaction Partner ID 
Rating of 

trait 1 
… 

Rating of 

trait n 

Overall 

attractiveness 

rating 

1000 1 1 2000 5  2 8.65 

1000 1 2 2001 7  6 12.76 

1000 1 3 2002 1  5 -5.93 

1001 1 1 2000 5  2 -7.80 

… … … … … … … … 
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Figure 1. 
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Figure 2. 
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Figure 3. 
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Figure 4. 
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Figure 5. 

 


