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Abstract

Immune activation is generally acknowledged to be costly. These costs are frequently assumed to result from trade-offs arising due to the reallocation of resources from other life-history traits to be invested in immunity. Here, I investigated the energetic basis of the costs associated with immune activation in *Drosophila melanogaster*. I found that immune activation significantly reduced fly fecundity (45%) and also caused a decline in metabolic rate (6%) but had no effect on body weight. To understand the factors behind reduced fecundity and metabolic rate I measured feeding and found that food intake was reduced by almost 31% in immune-challenged *D. melanogaster*. These findings suggest that fecundity costs of immune activation result not from the commonly accepted resource reallocation hypothesis but probably because resource acquisition is impaired during immune responses.

The individuals of any animal population generally vary greatly in their ability to resist infectious disease. This variation arises due to both environmental heterogeneity and genetic diversity. Genetic variation in disease susceptibility has generally been considered to lie in the nuclear genome. Here, for the first time, I explored the influence of mitochondrial genetic (mtDNA) variation on disease susceptibility. I crossed 22 mitochondrial haplotypes onto a single nuclear genome and also studied epistasis interactions between mitochondrial and nuclear genomes (mitonuclear epistasis) by crossing five haplotypes onto five different genetic backgrounds. I found that fly susceptibility to *Serratia marcescens* was influenced significantly by mtDNA allelic variation. Furthermore, the effect of mitonuclear epistasis on fly susceptibility to *S. marcescens* was twice as great as
the individual effects of either mitochondrial or nuclear genome. However, susceptibility to Beauveria bassiana was not affected by mtDNA allelic variation. These findings suggest the mitochondrial genome may play an important role in host-parasite coevolution.

The Mother’s Curse hypothesis suggests that sex-specific selection due to maternal mitochondrial inheritance means that mitochondria are poorly adapted to function in males, resulting in impaired male fitness. Mother’s Curse effects have previously only been studied for two phenotypic traits (sperm-infertility and ageing) and their generality for broader life-history has not been explored. I investigated the impact of mtDNA allelic variation on 10 phenotypic traits and tested whether the patterns of phenotypic variation in males and females conformed to the expectations of the Mother’s Curse hypothesis. I found that seven of the 10 traits were significantly influenced by mtDNA allelic variation. However, there was no evidence that the effects of this variation differed between males and females. I therefore concluded that Mother’s Curse is unlikely to be a general phenomenon, nor to provide a general explanation for sexual dimorphism in life-history traits.

Overall, this thesis explored the impacts of immunity costs, mitochondrial genetic variation, mitonuclear epistasis and sex-specific mitochondrial selection on D. melanogaster life-history.
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Chapter 1: General Introduction

In this section I review the literature to discuss the mechanisms and importance of the innate immune system in invertebrates. I describe the costs that are associated with activating the immune response during infection, with particular focus on the mechanisms underpinning these costs. The factors influencing variability amongst individuals in natural populations to resist pathogenic attack will also be discussed, with particular emphasis on host-parasite genetic variation, environmental heterogeneity and their interactions. Energetic demands may play a role shaping the performance of the immune system and other biochemical/physiological processes. I move on to discuss the mitochondrion, its unique genome and its influence on phenotypic variability in various life-history traits. Finally I introduce the theory of why male fitness may be compromised due to maternal inheritance of mitochondrial DNA (mtDNA).

1. The immune system and immune responses

The immune system is essential to defend an organism against potentially pathogenic attack from a wide range of microbes and other parasitic organisms. Immune responses can broadly be divided into innate immune responses and acquired immune responses (Janeway et al. 2001). Innate immunity ranges from protection by barrier epithelia, through to complex responses such as phagocytosis for clearing invading microbes. The vertebrate acquired or adaptive immune response displays highly specific pathogen recognition by specialised immune cells and the molecules they secrete. Both responses involve homoral
and cell-mediated immune system components. Invertebrates solely rely on the innate arm of the immune system and lack adaptive immunity; whereas vertebrates depend on both innate and acquired immune response for their defence against pathogenic attack (Janeway et al. 2001).

There is strong homology between vertebrate and invertebrate innate immune systems (Hoebe et al. 2004). Most of these homologies are found in the signalling pathways/receptors such as the Toll molecule (Hoffmann 2003). A wide variety of invertebrate model organisms, such as earthworms, oysters, horseshoe crabs, beetles and the fruit fly D. melanogaster have been employed in immunological research, although of these, research on the insect immune system is most advanced (Yamaura et al. 2008, Cavaliere et al. 2010, Valanne et al. 2011). Strong immunological homology across organisms’ means that research with generalised significance for human and animal health can be performed on many organisms in addition to the most widely used animal model, the mouse.

1.1. General features of invertebrate immunity

The innate immune system is a general and ancient form of host defence, which provides the first line of inducible protection against pathogenic attack by bacteria, fungi and viruses (Hoebe et al. 2004). For vertebrates, the innate immune response not only protects directly against pathogens but also preceded and guides the adaptive immune response (Beckage 2011). Invertebrate innate defensive mechanisms involve physical barriers (epithelia), local immune molecule synthesis, systemic humoral responses and specialised immune cells
(haemocytes) (Medzhitov and Janeway 1997). Epithelia provide the front line of defence against pathogens: the lining of the tracheae, malpighian tubules and reproductive tract all produce antimicrobial peptides (AMP) that suppress and manage microbial growth; however, the highest concentration of AMP is produced by the fat body and secreted into the haemolymph (Beckage 2011).

1.1.1. Cellular and humoral immune responses

Microbes and other macroparasites that are not excluded by front line immune defences and successfully enter the haemocoel are then dealt with by both the cellular and humoral responses. The cellular response is based on coagulation, agglutination, encapsulation and phagocytosis of parasites. Whereas, humoral immune responses consist of AMP production, synthesis of lectins and activation of the pro-phenoloxidase (proPO) system. However, it is difficult to perfectly discriminate humoral and cellular immune system components because humoral factors also influence cellular defence and vice versa. Thus, insects are capable of mounting a multi-faceted immune response directed at the type of parasitic organism that needs to be attacked (Lemaitre and Hoffmann 2007, Beckage 2011).
1.1.2. Coagulation

Invertebrates possess an open circulatory system; therefore, coagulation is not only important to prevent blood loss but also to contain microbes that have entered the host body through wounds (Theopold et al. 2004, Dushay 2009). In general, coagulation is triggered by factors released from injured tissues and/or foreign material, which initiate biochemical changes in plasma proteins. In some animals, due to their low levels of plasma proteins, the blood cells form a thick cellular clot by adhering to each other, for example coelomocyte clots in sea urchins and Themiste petricola (a marine worm) (Hillier and Vacquier 2003, Lombardo and Blanco 2012). However, many invertebrates display true coagulation that is triggered by haemocyte-derived factors, for example freshwater crayfish and horseshoe crabs (Kawabata and Muta 2010). Lipophorin is a common coagulation factor in insects: apolipophorins I and II have been identified as putative coagulation factors in Drosophila larva (Scherfer et al. 2004). The immune function of coagulation is well demonstrated in many invertebrates including horseshoe crabs (Isakova and Armstrong 2003) and Drosophila (Bidla et al. 2005) this highlights the importance of coagulation as a basic and well defined immune process across the animal kingdom.
1.1.3. Agglutination

Agglutination is an immune mechanism that triggers pathogen aggregation by binding pathogen-associated molecules with host immune molecules, thereby preventing microbial spread within the body. In invertebrates lectins and cytokines are involved in the agglutination of microbes. Lectins are glycoproteins that are divided into many types based on their structure and function. Lectins involved in immune defense can be soluble or surface bound and are found in circulating haemocytes and in the haemolymph (Malagoli et al. 2010). The C-type lectins and ‘Pentraxin’ lectins are common in invertebrates and play a crucial role in innate immunity (Wang et al. 2011). Another lectin, galectin, occurs in D. melanogaster and Anopheles gambiae (Pace and Baum 2002). Several cytokine-like molecules are found in invertebrates such as molluscs, annelids, tunicates, echinoderms and insects (Malagoli et al. 2010). A variety of structural and functional studies have demonstrated that these invertebrate cytokines are homologues of mammalian cytokines, for example interleukin-2 (IL-2), interleukin-8 (IL-8) and growth factors (Franchini et al. 1996, Ottaviani et al. 2004). These cytokine-like molecules are involved in many immunological functions, such as triggering agglutination, phagocytosis, cytotoxicity, chemotaxis, wound repair and cell death (Ottaviani et al. 2004).
1.1.4. Phagocytosis and encapsulation

Most invertebrates have a population of immune cells that assist in clearing infection (Williams 2007). Cell morphology and classification varies considerably between different invertebrate groups. In *D. melanogaster* there are four cell types that defend against foreign invaders. 1) Plasmatocytes, which phagocytose microbes, have functional similarity to macrophages and make up 95% of circulating haemocytes. 2) Crystal cells, which constitute nearly 5% of circulating haemocytes and are involved in melanization. 3) Lamellocytes, which are rarely found in healthy larvae, differentiate in response to parasitism and are responsible for encapsulation. 4) Prohaemocytes, which are present in all larvae and are the precursors of the mature haemocyte classes (Williams 2007, Wood and Jacinto 2007). Encapsulation is a common invertebrate defence mechanism against multicellular parasites that are too large to be phagocytized. The lamellocytes encapsulate multicellular parasites and release cytotoxic products, such as free radicals and degradative enzymes, to destroy the foreign body (Batista *et al.* 2009, Siddiqui and Al-Khalifa 2014). During invertebrate phagocytosis the recognition of non-self invaders is achieved by either lectins, soluble factors present in plasma (which play a role as opsonins) and/or other membrane bound receptors to trigger engulfment. Over four decades ago the role of serum proteins as opsonins was documented by Mckay and Jenkin (1970); using an in-vitro phagocytosis study they showed that crayfish haemocytes phagocytosed erythrocytes more rapidly when they were incubated with crayfish serum, compared to those that were not exposed to serum. In *Drosophila* the transmembrane protein eater was shown to be involved in bacterial phagocytosis: studies in a haemocyte-derived cell line
demonstrated that silencing transcription of the gene *eater* caused significantly reduced bacterial binding and engulfment (Kocks *et al.* 2005).

1.1.5. **Humoral immunity**

The humoral immune response is characterized by the systemic production of a variety of antimicrobial peptides. These antimicrobial peptides are produced by the fat body (an organ equivalent to mammalian liver) and secreted into the haemolymph; in infected flies the combined concentration of antimicrobial peptides can reach 300µM (Boman 2003). Seven antimicrobial peptide gene families have been found in *D. melanogaster*: diptericin, drosocin, defensin, attacin, cecropin, drosomycin and metchnikowin. The promoter sequence for all these antimicrobial peptide genes contains κB sites that are the binding site for transcription factors of the NF-κB/Rel family: factors that also play an important role in mammalian inflammatory responses (Hoffmann *et al.* 1999, Hoffmann 2003). Mostly these antimicrobial peptides consist of 15-45 amino acid residues and contain a positive net charge. The expression of antimicrobial peptide genes depends on the nature of microbial attack; antifungal peptides are dominant during fungal attack, whereas antibacterial peptides are strongly induced by bacterial pathogens. Drosocin and defensin exhibit anti-bacterial activity and provide defence against gram-negative and gram-positive bacteria respectively (Diamond *et al.* 2009). Drosomycin is exclusively associated with antifungal defence, however, cecropin and metchnikowin are effective against both fungal and bacterial pathogens (Diamond *et al.* 2009). Attacin and diptericin are close homologues of related antibacterial peptides in other insects (Diamond *et al.* 2009). *D. melanogaster* mutants that
are unable to produce antimicrobial peptides are more susceptible to microbial infection: it was demonstrated that a mutation in the 18-wheeler receptor (a D. melanogaster protein related to IL-1R) makes larvae more vulnerable to infection (Williams 1997). Thus, antimicrobial peptides are crucial in invertebrate innate immune defence.

1.1.6. The phenoloxidase cascade

In addition to antimicrobial peptide production, humoral defence in invertebrates depends strongly on the activation of the ProPO cascade. The Drosophila genome codes for three forms of Phenoloxidase (PO); out of these, two (PO1 and PO2) are produced by crystal cells as a zymogen or prophenoloxidase (ProPO1 and ProPO2), which are then converted into active PO by the action of ProPO-activating enzyme. Activated PO catalyses the oxidation of phenolic compounds to quinones: these have joint roles in pathogen killing and, following polymerisation into melanin, in wound healing. Recently, it was demonstrated in Drosophila larvae that all PO activity in the haemolymph is down to ProPO1 and ProPO2: ProPO1 is responsible in early delivery of PO and ProPO2 is stored in crystal cells to be provided for later-phase responses. Both of these ProPO forms play a crucial role in survival following bacterial and fungal infections (Binggeli et al. 2014). Mutations in the β-1, 3-glucan recognition protein receptor, which initiates melanisation via the ProPO cascade after binding β-1, 3-glucan on the surface of fungal cells, significantly reduced survival following fungal and bacterial infection in Locusts (Zheng and Xia 2012).
1.1.7. Immune recognition in *D. melanogaster*

The recognition step is the hallmark of immune system; immune cells and soluble receptors differentiate between self and non-self, recognising foreign intruders and efficiently inducing immune responses against them. In invertebrates recognition of foreign intruders is carried out by microbial recognition receptors (MRR) such as peptidoglycan recognition proteins (PGRPs) and gram-negative binding proteins (GNBPs) (Kim 2000, Werner 2000).

1.1.8. Toll and IMD signalling pathways

The involvement of the Toll signalling pathway in *Drosophila* immunity was identified in 1996, when it was demonstrated that induction of drosomycin requires a wild-type Toll transmembrane receptor (Lemaitre *et al.* 1996). The Toll pathway is predominantly triggered by PGRP receptors following infection by gram-positive bacterial or fungal infections. The Toll receptor shares structural and some functional homology with the mammalian Toll-like receptors (Hoebe *et al.* 2004). The Toll receptor is a transmembrane protein, the extracellular domain consist of lucine-rich repeats and the intra-cytoplasmic region demonstrates high sequence homology with part of the interleukin 1 receptor (IL-1R) and is known as a Toll/IL-1R (TIR) domain (Valanne *et al.* 2011). Spätzle (a cystine-knot cytokine-growth factor) functions to activate the Toll pathway (Mizuguchi *et al.* 1998).

The IMD pathway is primarily stimulated by GNBPs, mainly in response to gram-
negative bacterial infection and is a relish-dependent pathway (Hetru and Hoffmann 2009). The gene product of IMD is a 25-kD protein comprising of a death domain which has close homology with mammalian tumor necrosis factor alpha (TNF-α) receptor interacting protein (Georgel et al. 2001). The transcription of some antimicrobial peptides is driven by both Toll and IMD signalling pathways, such as drosomycin.

Once a bacterium or fungus enters the fly's body the innate immune response is activated by either PGRPs or GNBP s, recognising the repetitive microbial surface determinants which are conserved in microbes but not found in the host genome, such as peptidoglycans, β glucans and manan (Hetru and Hoffmann 2009). Upon recognition of infection the host receptors activate the appropriate signalling cascade for the transcription of effectors molecules to target that particular invader.

In all organisms an efficient immune system is crucial to defend against infections. However, mounting an effective immune response is costly. Our understanding of the immune system, its mechanism and functionality is considerably more advanced compared to our knowledge of immune system costs and the mechanisms underlying these costs. Nevertheless, adequate understanding of the mechanistic basis of immune costs is important because the optimum level of defence depends on the balance between benefits and costs.
1.2. Costs of immunity

The optimal degree to which an organism should invest in parasite defence is shaped by the risk of being attacked, the virulence of infections, the efficiency of defence responses, and the magnitude of the costs of these responses. Immune system costs can be divided into two types. First, those related to constitutive immunity: costs associated with forming, maintaining and indeed evolving the immune system. These costs arise through negative genetic correlations between the immune response and other life-history traits (Rolff and Siva-Jothy 2003), and need to be paid even in the absence of infection. Selection for increased encapsulation ability against parasitoids has been shown to result in such constitutive costs, reducing larval competitive ability (Kraaijeveld and Godfray 1997) and lowering survival rates (Fellowes et al. 1998). The second type of cost is related to inducing the immune response upon infection (Ahmed et al. 2002, Derting and Compton 2003, Schwartz and Koella 2004, Graham et al. 2011). For example, in D. melanogaster reduced longevity was associated with increased resistance against Pseudomonas aeruginosa infection (Yixin et al. 2009). The costs related to induced immunity are only paid following pathogen attack, thus selection to minimise their magnitude may be weaker than for constitutive costs. However, these costs have proven difficult to quantify experimentally for various reasons, such as the nature of the pathogen, timing of immune responses (Fellowes and Travis 2000, Schwartz and Koella 2004), and difficulty in experimental manipulation of defence level in the field or the laboratory (Graham et al. 2011).
There are two potential mechanisms that might explain the costs of activating the immune response: firstly, the energetic (or resource) costs of immune molecule and cell synthesis; secondly, the non-energetic costs associated with pleiotropic effects of immune system activity. Life-history theories commonly propose that immune activation costs are mainly energetic or nutritional, and involve the transfer of energy or reallocation of resources between the immune system and other fitness-related traits (Freitak et al. 2003, Schwartz and Koella 2004, Boggs 2009). In addition, specific non-energetic costs may also apply to the activated immune system: molecules produced to attack parasites may cause collateral damage to host tissues, and many immune responses lead to acute or chronic inflammation (Sitkovsky and Ohta 2005, Licastro et al. 2005, Sadd and Siva-Jothy 2006). Innate immune effectors such as haemolymph cells and phenoloxidase (PO) defend against microbial attack but cause self-harm as well (Sadd and Siva-Jothy 2006). The non-energetic costs of activated immune response have been studied in invertebrates (Markovic et al. 2009, Eleftherianos and Castillo 2012) as well as in vertebrates (Svensson et al. 1998). Reactive oxygen species and other free radicals produced by activated immune cells (phagocytes) can cause severe damage to biomolecules such as lipids, proteins and nucleic acids (Splettstoesser and Schuff-Werner 2002, Halliwell 2005).
1.2.1. Resource-based mechanisms underlying the costs of immune activation

If resources are invested in one physiological function such as immunity, they will be unavailable for other processes. This life-history hypothesis, termed resource reallocation, is principally based on the transfer of energy and resources between life-history traits depending on the demands placed on an organism. For example, during immune activation energy or resources may be drawn away from other non-essential traits to fuel the immune response and help fight against a parasitic infection (Freitak et al. 2003, Boggs 2009). A decrease in survival of bumblebees was observed upon immune activation triggered by lipopolysaccharide (LPS) and micro-latex beads, which was exacerbated by nutritional limitation (Moret and Schmid-Hempel 2000). Resource reallocation underpinning immune activation costs may also result from competition between physiological processes for limiting bio-molecules, as well as from energetic resource constraints. For example, immune function and flying are both energy demanding life-history traits that compete for the protein apolipopophorin III (apoLpIII) in crickets (Adamo et al. 2008). Similarly, the shared role of PO in immune defence and creating a sexually selected cuticular melanisation pattern in damselflies results in a potential trade-off between immunity and reproductive success (Siva-Jothy 2000).

An alternative paradigm to explain resource-mediated life-history costs is that investment in one trait may impair the ability of the organism to acquire resources to fuel other physiological processes. The resource-reallocation vs resource acquisition framework has been used to provide general explanations for phenotypic diversity between individuals, as well as the presence and
absence of trade-offs between life-history traits (van Noordwijk and de Jong 1986, Reznick et al. 2000). Impaired resource acquisition, for example reduced food intake, in immune-challenged individuals could be a primary factor that limits function of other life-history traits during immune responses.

Infection-induced anorexia is a phylogenetically conserved general response following pathogen attack, where food intake is reduced during the time an individual is mounting an immune response (Scrimshaw 1991). These decreases in food intake even occur following mild immune challenges related to vaccination (Gandra and Scrimsha 1961). This leads to energy depletion, during which catabolic responses in the host start to break down large molecules like lipids, proteins and nucleotides to release energy to fuel energetic demands. There are several hypotheses to explain the adaptive significance of the infection-induced anorexia response. One states that reduced feeding enhances host survival by increasing host tolerance to parasite infection (that is, the ability of infected hosts to limit the fitness costs of infection) (Exton 1997, Ayres and Schneider 2009, Medzhitov et al. 2012). A second hypothesis suggests that infected hosts become more selective in their feeding habits to diminish the risk of further oral infections (Kyriazakis et al. 1998).

There are two main approaches to measure these energetic costs of immunity. First, the indirect approach: investigating the trade-offs between immunity and other physiological systems such as reproduction, growth and life span. Second, the direct approach: by making metabolic measurements that take energetic parameters as a potential currency for the cost of immunity (e.g. metabolic rate).
The details of these approaches are discussed below.

1.2.2. **The indirect approach to measure the energetic cost of immunity**

Triggering the immune response alters other life traits, such as reproduction, growth, food intake and ageing (Kraaijeveld *et al.* 2001, Ahmed *et al.* 2002, Schwartz and Koella 2004, Zerofsky *et al.* 2005). Furthermore, experimentally manipulating the investment of animals in non-immune parameters has been shown to reduce immune function (Siva-Jothy *et al.* 1998, Fedorka *et al.* 2004). Alterations in fecundity can be seen as the fundamental cost of immune upregulation. Organisms utilise a major proportion of their energy budget in growth, maintenance and reproduction (Kearney 2012). Immune upregulation either against infectious agents (Gwynn *et al.* 2005) or immune activators (Ahmed *et al.* 2002) can significantly reduce host fecundity and growth. In female *Drosophila*, immune challenge with *Escherichia coli* and *Micrococcus luteus* triggered reduced fecundity through innate immune activation. Females receiving the same treatments but with essential immune pathways inactivated (IMD and relish deficient) did not display fecundity declines, confirming that fecundity costs originated from immune activation (Zerofsky *et al.* 2005).

Ahmed *et al.* (2002) reported reduced yolk protein content in the ovaries and lower egg output following injection of LPS in *Anopheles gambiae*. Mouatcho *et al.* (2011) found that the fungal infections *B. bassiana* and *Metarhizium anisopliae* caused reproductive costs in *Anopheles funestus*. Female *D. melanogaster*
artificially selected for ability to survive *P. aeruginosa* infection over 10 generations showed stronger Toll and IMD immune responses at the cost of shortened life span and reduced larval viability (Yixin et al. 2009). In addition to this, there is evidence that when animals undertake physiologically challenging activities this can cause a decline in the efficiency of the immune system. For example, increased reproductive activity (copulation and oviposition) caused reduced rates of encapsulation in damselflies (Siva-Jothy et al. 1998); in male crickets decreased PO-activity and impaired resistance to bacterial infections were correlated with reproductive activities (Adamo et al. 2001).

The trade-off between immunity and other life-history traits has been observed in higher animals as well as in invertebrates. In house sparrows (*Passer domesticus*), LPS injection resulted in a significant reduction in feeding rate, body mass and reproductive success (Bonneaud et al. 2003). House sparrows also suffer compromised feather regrowth following immune challenge (Martin 2005), which may mean that passerines with elevated immune system activity show reduced development of sexual ornaments. Studies in pied flycatchers (*Ficedula hypoleuca*) (Ilmonen et al. 2000) and blue tits (*Parus caeruleu*) (Råberg et al. 2000) have also shown trade-offs between immune activation and reproductive traits. In mice, adult immune challenge resulted in reduced mass of the testes and small intestine (Derting and Compton 2003); similarly, reduced somatic and reproductive tissue growth was reported in peripubertal Siberian hamsters (Prendergast et al. 2004) and Western bluebirds (*Sialia sialis*) (Fair and Myers 2002).
1.2.3. Direct approaches to measure the energetic costs of immunity

If immune responses are energetically costly to maintain or mount then it should be possible to make direct measures of altered metabolism. However this phenomenon is rarely studied in either vertebrates or invertebrates; thus far only a few studies have taken this approach. The implantation of nylon filaments into pupae of white cabbage butterfly to induce an encapsulation response increased their standard metabolic rate by 8% compared to controls (Freitak et al. 2003). Antibody production against a non-pathogenic immune stimulus (sheep red blood cells) increased basal metabolic rate (BMR) by 8.5% in immune stimulated collared doves compared to controls 7 days after injection (Eraud et al. 2005). In contrast, immune activation by diphtheria-tetanus vaccine injection in blue tits had no significant metabolic cost over 42 days following immune challenge (Svensson et al. 1998). Another study, on mice, failed to find a metabolic cost of immune response induction following challenge with LPS and keyhole limpet hemocyanin (KHL); this research also shown that hypoxia enhanced the immune response in mice, but that mice with elevated immune responses had lower metabolic rate compared to controls (Baze et al. 2011). Furthermore, the prediction that there would be a significant dose-dependent correlation between immune upregulation and metabolic rate was not supported in great tits injected with different doses of phytohemagglutinin (Nilsson et al. 2007).

In summary, studies using the direct approach to investigate the energetic cost of mounting an immune response have produced contradictory results. It is therefore
unclear whether energy limitation during immune responses is a universal cause of the life-history costs of immune activation (Mendes et al. 2006, Scantlebury et al. 2007).

1.3. Natural variation in disease susceptibility

Variation in host defence systems for resisting pathogens is a ubiquitous feature of natural populations (Lazzaro et al. 2004, Auld et al. 2010). This phenotypic variation originates in genetic differences between host and parasite, differences in the environmental conditions that individuals experience, and the combination of these factors.

1.3.1. Genetic variation for disease susceptibility

Genetic variation for disease resistance is well documented in many species (Hill 1998, Kover and Schaal 2002, Tinsley et al. 2006). Lazzaro and colleagues (2004) found that genetic polymorphism between 101 D. melanogaster chromosome 2 genotypes caused considerable variation in the ability to suppress systemic growth of S. marcescens. This study went on to associate this variation with nucleotide polymorphism in 16 immune system genes, demonstrating that variation in genes responsible for intracellular signaling and pathogen recognition influenced pathogen resistance. To generalise these results to other pathogens, Lazzaro et al. (2006) later demonstrated that sequence polymorphism in these genes was also associated with resistance variation against three additional bacterial
pathogens, *Enterococcus faecalis*, *Lactococcus lactis* and *Providencia burhodograria*. Variation in the nuclear genome also influences susceptibility to fungal pathogens: genetic variation for ability to survive *Beauveria bassiana* infection existed in flies from six different *D. melanogaster* populations (Tinsley et al. 2006). The extensive influence of host nuclear genetic variation on resistance to pathogen infection is also well established in vertebrates (Hill 1998) and plants (Rausher 2001).

1.3.2. **Host-parasite coevolution and the maintenance of genetic variation for disease susceptibility**

Immunology is an important life-history trait and is therefore thought to be under strong selection pressure. However, genetic variability for defending against infections is a common observation in natural populations. This suggests that, despite strong selection, there are mechanisms which maintain genetic variability for host susceptibility. First of these is environmental heterogeneity: in most laboratory-based immunological studies environmental variables are kept constant and genotypes are assumed to display fixed susceptibility phenotypes to infection. The environment plays a crucial role in host defence: for example, the availability of food resources to the host can affect host tolerance to infection or improve their resistance to pathogens, as well as affecting the development and function of the immune system (Coop 2001). Even more importantly, the interaction between genotype and environment (G x E) is a key player in maintaining genetic variability in susceptibility to disease. This means that in variable environmental conditions
(spatial and temporal), the optimum host genome for efficient defence differs; selection is therefore too inconsistent to erode the genetic variation for disease susceptibility present in a population (Lazzaro and Little 2009). For instance, interactions between ambient temperature and host genotype determine host resistance to microbial infection in D. melanogaster (Lazzaro et al. 2008). Daphnia magna provides an excellent example of disease resistance variation determined by host-environment interactions: host genotypes dramatically changed their susceptibility when temperature increased from 15 to 25 °C (Mitchell and Read 2005).

Another important factor in the maintenance of genetic variation for disease susceptibility is the interaction between host and parasite genomes, which has been studied in many species (Schulenburg and Ewbank 2004, Lambrechts et al. 2005, Dubuffet et al. 2006). Specific interactions between the genomes of hosts and parasites have very strong impacts on the outcome of infections: a particular host genotype may only be susceptible to a small subset of all genotypes of a particular parasite species (Lazzaro and Little 2009). There are two principal paradigms of the evolutionary effects of these interactions, one of these reduces genetic variation, whereas the other maintains it. Arms race dynamics in host-parasite interactions suggest that selective sweeps cause the optimal defence allele to spread through populations, reaching high frequency and eroding genetic variability for disease susceptibility (Obbard et al. 2011). Alternatively, according to red queen theory, host-parasite interactions are a mechanism that maintains genetic variation through negative frequency-dependent selection (Lazzaro and Little 2009). A study in D. magna, revealed not only significant genetic variation
for resistance to its bacterial parasite (*Pasteuria ramosa*), but also considerable variation in the ability of the parasite to infect its host and a significant host genotype – parasite genotype interaction (Carius *et al.* 2001).

Finally, the maintenance of genetic variation in natural populations is made more complex by three-way interactions between the host genome, the parasite genome and environmental conditions: G x G x E, (Tack *et al.* 2012). A study of the fungus *Cryphonectria parasitica* and its parasitic virus at different temperatures demonstrated strong effects of G x G x E interactions in determining virulence (Bryner and Rigling 2011). This highlights the potentially important role of G x G x E interactions for maintaining genetic variation for disease resistance.

Environmental inconsistency creates variation in the phenotypes produced by host and parasite genotypes, reducing the long term efficiency of selection in driving directional adaptive change. However, antagonistic coevolutionary interactions are probably the reason that immune genes undergo more rapid adaptive evolution than non-immune genes, as has been reported in *Daphnia pulex*, in which adaptive evolution in 30 immune genes was compared with 24 non-immune system genes (McTaggart *et al.* 2012). Host-parasite genetic interactions are therefore important, not only because they can maintain genetic variation in host resistance or parasite virulence, but also because they provide strong directional selective forces that shape organismal life-history.

So far in this introduction I have described the mechanisms of immune defence and how immune system activity can invoke costs on other physiological functions
of an organism. I have reviewed the evidence that costs of immunity arise due to resource-mediated trade-offs with other fitness traits. At the most fundamental level, the energy budget of an organism is determined by the mitochondria within each cell, which generate adenosine triphosphate (ATP) to power all cellular processes. For this reason, I focused part of my PhD research on how variation in mitochondrial function influences immune defence phenotypes.

1.4. The biology of mitochondria

1.4.1. Mitochondrial structure biology

Mitochondria are descended from prokaryotic ancestors following an ancient endosymbiotic event and are one of the key organelles found in the cells of eukaryotic organisms. The numbers of mitochondria per cell vary from just one to 10,000 mitochondria depending on the structure and function of the cell; however, more typically 200 mitochondria are present. Mitochondria are usually elongated cylinders 1-2 μm in length and 0.5-1 μm in diameter. However, they are plastic in nature and have the ability to reshape, fuse and then separate. Mitochondria consist of an inner and an outer membrane, cristae (folds of the inner membrane), an inter-membrane space and the mitochondrial matrix. The mitochondrial ribosomes are of 70s nature rather than 80s, indicative of their prokaryotic ancestry. Unlike all other animal cell organelles mitochondria possess their own deoxyribonucleic acid (DNA); they also have the ability to synthesize ribonucleic acids (RNA) and proteins.
1.4.2. Functional biology of mitochondria

Mitochondria are involved in a variety of functions depending on the cell type they are present in. In animal cells mitochondria are not only involved in the vital function of energy production to generate ATP by oxidative phosphorylation (Kinosita et al. 2004) but also work as an important reservoir for calcium ions and thus help to maintain the correct concentration of calcium inside the cell (Menon et al. 1985). In liver cells mitochondria possess an enzyme that is crucial to detoxify ammonia. Mitochondrial play a central role in apoptosis (programmed cell death of unwanted and excess cells) (Jeong and Seol 2008). Mitochondria also contribute in building, breaking and recycling of different products required for proper cell function. For example, mitochondria are a site for biosynthesis of certain haem molecules (Oh-Hama 1997) as well as steroid sex hormones such as estrogen and the testosterone precursor pregnenolone (Papadopoulos and Miller 2012, Miller 2013). Mitochondria are also critical in neurotransmitter (Stavrovskaya and Kristal 2005) and cholesterol (Duchen 2004) metabolism.

1.4.3. Molecular biology of mitochondrial DNA

The size of the mitochondrial DNA (mtDNA) genome is far smaller than the size of the nuclear genome in any organism. For example, the human nuclear genome consists of almost 3.9 billion base pairs (bp), whereas there are only 16,500 bp of mtDNA; in Drosophila, the nuclear DNA consists of 122 million bp, whereas the mitochondrial genome is only 19,500 bp. In the vast majority of animal species the
mitochondrial genome is between 15 and 20 kb. However, in some exceptional cases much larger mtDNA genomes are found; this increased size is not due to variation in gene content but to duplications in mtDNA genes (Fuller and Zouros 1993). Each mitochondrion contains 2-10 copies of the mtDNA genome.

In contrast to nuclear DNA, mtDNA is a circular, covalently closed and double stranded; however, in many unicellular (green algae) and a few multicellular organisms (such as cnidarian species in the Hydrozoa, Scyphozoa and Cubozoa), the mtDNA is linearly organised (Bridge et al. 1992). Mostly the animal mitochondrial genome consists of 37 genes: two code for the 12S and 16S rRNAs of the mitochondrial ribosome, 13 code mRNAs of 13 polypeptides involved in oxidative phosphorylation, and 22 genes are for tRNAs that are crucial for translation of mtDNA-encoded proteins (Boore 1999). These 37 mtDNA genes are homologous in animals, plants, fungi and protists (Boore and Brown 1994, Levings III and Vasil 1995, Paquin et al. 1997). The two strands of mtDNA are distinguished by their nucleotide content, the heavy strand is rich in guanine and light strand is rich in cytosine. The mtDNA also contains a large non-coding region called the D-loop, which in some animals is believed to contain replication and transcription controlling elements (Shadel and Clayton 1997). The exact function of D-loop is not yet well studied, however, recent work proposes a role in the organisation of mtDNA nucleotides (He et al. 2007).
1.5. Characteristics of mtDNA

Mitochondrial DNA is often described as being uniquely different from the nuclear genome in a number of ways: 1) the mtDNA mutation rate, 2) mtDNA is uniparentally inherited, 3) in general it lacks recombination, and 4) mtDNA polymorphism has been considered to be largely neutral, not strongly affecting fitness. However, a good body of evidence has emerging to contradict most of these conventional concepts of mtDNA biology (Ballard and Whitlock 2004).

1.5.1. Higher mtDNA mutation rate

Mitochondrial DNA has a higher mutation rate than nuclear DNA. The rate of mutation in mtDNA varies across species, but on average it is 10 times faster than nuclear DNA (Galtier et al. 2009). This high rate of mutation in mtDNA is due to the damage caused by free radicals, lack of repair mechanisms and proofreading capabilities. Together these factors make mtDNA sensitive to base substitution that leads to a high mutation rate. However, within mtDNA all regions are not equally variable; some regions are hyper-variable, such as the control region that has double the mutation rate of the rest of the mtDNA (Galtier et al. 2009). Because of the absence of recombination, the haploid nature of mtDNA and its asexuality, natural selection is inefficient at purging mitochondrial mutations (Neiman and Taylor 2009). Therefore, deleterious mtDNA mutations are eradicated slowly from the population and cause a greater fitness loss. The high mutation rate of mtDNA (combined with inefficient selection) makes it more variable than the nuclear genome. A number of specific mutations in mtDNA are
the cause of non-communicable hereditary diseases in humans (Bender et al. 2006).

1.5.2. Maternal mitochondrial inheritance

The concept that mitochondria are transmitted through the maternal lineage in animals was originally founded on parallel evidence of chloroplast inheritance in plants (Weier and Stocking 1952), and mitochondrial inheritance in plants and fungi (Barr et al. 2005). Support for the cytoplasmic, maternal mode of mitochondrial inheritance initially came from the work of yeast researchers in the 1950s, when they observed petite colonies of baker’s yeast, *Saccharomyces cerevisiae*, caused by defects in the respiratory chain (reviewed by Williamson 2002). In the 1960s mtDNA was formally identified and localised (Mounolou and Lacroute 2005), and the first direct evidence for maternal inheritance of mtDNA in animals was presented in 1972 (Dawid and Blackler 1972). The hypothesis of strict mitochondrial maternal transmission in animals received additional support from many early studies that failed to identify paternal mtDNA transfer across a range of animal species (Hayashi et al. 1978, Reilly and Thomas 1980, Gyllensten et al. 1985).

Despite the broad principle of maternal mitochondrial transmission, occasional paternal leakage has been observed in various vertebrate and invertebrate species (Gyllensten et al. 1991, Kvist et al. 2003, Nunes et al. 2013). The rate of paternal leakage has not been well studied across the animal kingdom. However, there is a range of animal species where the paternal transmission of
mtDNA has been reported: *Drosophila* (Kondo *et al*. 1992), birds including great tits (*Kvist et al*. 2003), mice (*Gyllensten et al*. 1991) and humans (*Bandelt et al*. 2005). These studies suggest an approximate estimate of $10^{-3}$ to $10^{-4}$ incidents of paternal leakage per fertilisation; in contrast a high paternal leakage (about 14%) was found in *D. melanogaster* (*Nunes et al*. 2013). Besides low rate paternal leakage, paternal inheritance of mtDNA occurs in some species. For example in bivalve mussels, such as *Mytiloida* (marine) and *Unionoida* (freshwater), female progeny inherit mitochondria from their mothers but both parents transmit it to male offspring. This phenomenon is known as doubly uniparental mtDNA inheritance, meaning that female offspring are homoplasmic and male offspring are heteroplasmic (*Zouros et al*. 1994).

### 1.5.3. Mechanisms that underpin maternal inheritance

Maternal mitochondrial transmission might be due to several different reasons (Sato and Sato 2013). Firstly, the numbers of mitochondria are greater in eggs (from $10^5$ to $10^6$) than in a sperm (from $10^1$ to $10^2$). Secondly, sperm mitochondria may fail to enter the egg during fertilisation. Thirdly, mitochondria from sperm that do enter the egg may be denatured due to the presence of ubiquitin, a universal proteolytic marker. Overall, uniparental mitochondrial inheritance has probably evolved as a mechanism to reduce cytonuclear genetic conflict.

In most mammalian species, during fertilisation some sperm mitochondria enter the oocyte and are then present in the zygote (Ankel-Simons and Cummins...
However, because sperm mitochondria are relatively uncondensed, it is likely they are easily damaged by reactive oxygen species during the fertilisation process (Aitken et al. 2012). A recent study in *Drosophila* demonstrated the destruction of paternally-derived mitochondria after fertilisation by endocytic and autophagic pathways (Politi et al. 2014). This supports the viewpoint that sperm mitochondria and their mtDNA are eliminated at the early embryo stage to protect embryos and offspring from the effects of damaged paternal mtDNA (Marchesi and Feng 2007). Nevertheless, other studies provided evidence for the pre-elimination of mtDNA from sperm mitochondria during spermatogenesis. For example, a study of *Drosophila* showed that sperm mtDNA was eliminated in the early stages of spermatogenesis by the action of endonuclease G and cell remodelling processes (DeLuca and O'Farrell 2012). This was not only found in insects, but a recent study in mice confirmed sperm mitochondria were not eliminated through early embryonic degradation (Luo and Sun 2013); instead, sperm mitochondria could persist in several cells until the morula stage. Luo and Sun (2013) used allele-specific nested PCR and restriction digest analysis, and demonstrated that most of the active motile sperm cells eliminated their mtDNA during spermatogenesis. They also found that if mtDNA occasionally remained and entered the zygote, it could be transmitted to offspring.

### 1.5.4. Mitochondria as selfish genetic elements

Selfish genetic elements are genes within, or genomes associated with, an organism that evolves to favour their own fitness, with detrimental consequences for the fitness of the organism as a whole. The non-nuclear inheritance of
mitochondria has led to the evolution of mitochondrial genotypes, which favour their own replication or transmission at the expense of their host's fitness. The best known example of mitochondrial selfish elements in plants is the group of genes responsible for cytoplasmic male sterility (CMS): the phenomenon of total or partial male sterility that is determined by either the mitochondrial genome or an interaction between mitochondrial and nuclear genomes to abolish the development of pollen in plants; subsequently enhancing seed development (Frank 1989). However, the nuclear genome has evolved suppression genes for CMS called restoration of fertility genes (Rf), which suppress the CMS phenotype in plants. This gene is only expressed when sterile cytoplasm is present (Schnable and Wise 1998). Another well-known example of a mitochondrial selfish genetic element is petite yeast mutants (S. cerevisiae): these are characterised by their inability to undertake oxidative respiration, resulting in no growth in the presence of a non-fermentable carbon source and compromised small colonies in the presence of fermentable carbon. As the mtDNA of petite mutants has many more origins of replication than wildtype mtDNA, these mitochondria outcompete wildtype mitochondria in heteroplasmic cells and subsequently have an inheritance advantage (Williamson 2002).

1.5.5. Lack of recombination in mtDNA

The other broadly established feature of animal mtDNA is the lack of recombination, which decreases the efficacy of natural selection and can lead to the accumulation of deleterious mutations (Felsenstein and Yokoyama 1976). However, some evidence disputes this link between recombination frequency
and the efficacy of selection (Bullaughey et al. 2008). Initially, it was believed that mtDNA lacked recombination, primarily due to the failure to find clear evidence of mitochondrial heteroplasmy in natural populations (Avise 2000). Due to the lack of normal recombination, the mitochondrial genome is supposed to have a single genealogical history that is shared by all genes. Therefore, evolutionary forces acting on one site in the mtDNA will affect the entire genome equally, potentially driving a hitchhiking effect when selection acts on any one locus (Galtier et al. 2009). However, the absence of mtDNA recombination is now in debate. Heteroplasmy of mtDNA is important to facilitate recombination (Tsaousis et al. 2005). A recent study demonstrated a high frequency (~14%) of heteroplasmy in natural populations of D. melanogaster (Nunes et al. 2013). Heteroplasmy is the rule in bivalve mussels, where recombination is common (Ladoukakis and Zouros 2001). Overall, evidence for mtDNA recombination is growing in vertebrates (Kraytsberg et al. 2004) invertebrates (Ujvari et al. 2007) and plants (Barr et al. 2005, Hecht et al. 2011). While mtDNA recombination has been found across taxa, the extent to which it is widespread across species is still unclear.

1.5.6. MtDNA – a neutral or non-neutral marker?

Mitochondrial DNA has been widely embraced for phylogeographic studies. This was partly because of an implicit assumption that polymorphism in this genome, with such a conserved cellular function, would be selectively neutral. It was expected that haplotype frequencies should be determined principally by genetic drift and patterns of gene flow. The assumption of neutrality was based partially on
the observation that the mean rate of divergence over the whole mtDNA molecule is on average 5 to 10 times greater than nuclear DNA in various species, yet its function was assumed to be strongly conserved (Ferris et al. 1983). For sequences evolving under neutral processes, a positive correlation is expected between the amount of genetic variation with in population and population size (Gillespie 1999, Meiklejohn et al. 2007). However, Bazin et al. (2006) demonstrated extremely constant mtDNA polymorphism levels across a wide range of population sizes and taxa, casting doubt on the neutrality of mtDNA polymorphism.

The increasing number of studies demonstrating a significant influence of mtDNA sequence variation on many phenotypic traits across the animal kingdom has challenged the neutral nature of mtDNA polymorphism. MacRae and Anderson (1988) studied haplotype frequencies in 12 experimental populations of *Drosophila pseudoobscura*, which were polymorphic for their mtDNA haplotypes, to test mtDNA non-neutrality. In an initial population formed by two strains with different mtDNA haplotypes, they found the frequency of a one haplotype increased by 46% after 3 generations and subsequently reached equilibrium at 82% after 32 generations. The effects of mtDNA polymorphism on male infertility and reproduction are well established across animal and plant kingdoms (Kao et al. 1995, Rand et al. 2001, Venkatesh et al. 2009, Smith et al. 2010). The role of mtDNA variation in determining oxidative stress levels and apoptotic activity is also well established (Lee and Wei 2007), providing potentially important influences on animal ageing and carcinogenesis (Birch-Machin 2006, Clancy 2008).
A range of other studies have characterised the impact of mtDNA polymorphism on life-history traits and organism fitness. A study involving 11 mitochondrial haplotypes of *Drosophila subobscura* demonstrated a significant effect of mtDNA variation on survival time, fertility and larval-to-adult viability (Christie *et al*. 2011). A study in *Drosophila simulans* using three mitochondrial haplotypes, revealed that starvation resistance, recovery from chill coma, egg size, egg production and metabolism were significantly influenced by mtDNA sequence variation (Ballard *et al*. 2007). Additionally, mtDNA polymorphism has economic importance too: in livestock, variation in mtDNA has shown to be correlated with milk production (Schutz *et al*. 1994) carcass traits (Mannen *et al*. 1998) and reproduction efficiency (Reicher *et al*. 2012). Recently, a meta-analysis carried out by (Dobler *et al*. 2014) gathered data from 61 published studies of animals, fungi and plants and reported that in general the effects of cytoplasmic genome polymorphism (mtDNA in the case of animals and combined mtDNA and chloroplast DNA for plants) are of moderate size. Dobler *et al*. (2014) also found that the effects of variation in cytoplasmic genomes are stronger on morphological traits compared to traits associated with life-history or metabolism. It is therefore clear that mtDNA polymorphism frequently has measurable phenotypic effects; however, the extent to which mtDNA variation is generally strongly shaped by selection is still an ongoing debate (Mitrofanov *et al*. 2002, Dowling *et al*. 2008).

One arena in which it is well established that mtDNA polymorphism is non-neutral, is the role of rare mtDNA alleles and recurrent mutation in heredity human conditions associated with mitochondria. Mitochondrial disease is associated with
a broad range of non-communicable disorders. The first hereditary disease known to be caused by mtDNA mutation was reported over 20 years ago (Wallace et al. 1988). Since then, hundreds of mtDNA mutations (substitutions, deletions and insertions) have been studied and are associated to various diseases in humans and animals, such as myopathies, neurodegenerative diseases, Leber’s hereditary optic neuropathy, Kearns Sayre syndrome and ischemic reperfusion (Taylor and Turnbull 2005).

1.6. Mitochondrial-nuclear epistasis

Proper function of mitochondria depends on the physical interaction between proteins coded by both the nuclear and mitochondrial genomes. Therefore, studying the genetic interactions between the mitochondrial and nuclear genomes (mitonuclear epistasis) is crucial for understanding how mtDNA variation influences the phenotypic variability of traits in natural populations. Although high mtDNA mutation rates and relaxed purifying selection contribute to allelic variation in mtDNA genomes, selection for compensatory alleles in the nuclear genome may buffer the phenotypic effects of mtDNA variation and result in dynamic coevolution between these genomes.

Mitonuclear interactions influence metabolic rate because both genomes play vital roles in the formation of enzyme complexes that are responsible for ATP generation. In an insect model (Callosobruchus maculatus) whole organism metabolic rate was influenced by mitonuclear interactions in an
environment specific manner (Arnqvist et al. 2010). Recently, a study has shown, in *Drosophila* hybrids, that an epistatic interaction between an incompatible nuclear-encoded mitochondrial tyrosyl-tRNA (tRNA synthetase) of *D. melanogaster* and a mitochondrially encoded tRNA (tyr) of *D. simulans* led to reduced oxidative phosphorylation, resulting a compromised development, bristle formation and reproduction in flies. However, these fitness effects were strongly temperature dependent (Hoekstra et al. 2013). Dowling et al. (2007b) found that the main effects of either the mitochondrial or nuclear genome did not influence female fitness of *Drosophila*. However, mitonuclear epistasis had a strongly significant effect on fitness, which was also mediated by environmental variation between block replicates (Dowling et al. 2007b). An increasing body of evidence suggests that mitonuclear epistasis caused by naturally segregating genetic variants not only has a strong influence on mitochondrial function, but also affects a range cellular process and life-history traits (Zeyl et al. 2005, Dowling et al. 2007a, Montooth et al. 2010, Kenney et al. 2014).

1.7. Mother’s Curse

According to the Mother’s Curse hypothesis compromised male fitness may be associated with maternal inheritance of mitochondria. Because of the maternal mode of mtDNA inheritance, natural selection can only act on mitochondrially-associated mutations through females and deleterious mtDNA mutations that have male-specific effects cannot be purged by selection (Frank and Hurst 1996). This sex-specific selective sieve may result in phenotypic and fitness differences
between males and females and may therefore be responsible for sexual dimorphism. Nuclear DNA is transmitted through both parents, enabling selection to act on nuclear DNA in both sexes and to shape the evolution of sexually dimorphic and sex-specific traits. However, natural selection is unable to purge mtDNA mutations that are harmful when expressed in males but have beneficial, neutral or only mildly deleterious effects in females (Frank and Hurst 1996, Zeh and Zeh 2005, Burt and Trivers 2006). In contrast, selection on mtDNA may be relatively efficient at influencing the evolution of traits controlled by mtDNA that are either female-specific, or for which mtDNA mutations affect the phenotype in both sexes equally (Nielsen and Weinreich 1999, Stewart et al. 2008, Pereira et al. 2011). Whilst selection acts on mitochondria in females, males are an evolutionary dead end (Zeh and Zeh 2005, Nakada et al. 2006). The effect of this sex-specific selection on the mtDNA genome is known as Mother’s Curse (Gemmell et al. 2004).

To investigate the existence of Mother’s Curse, researchers have investigated whether the history of female-specific selection on mtDNA results in mtDNA causing fitness loss in males, but not in females. Apart from mitochondrial diseases good evidence of this effect only exists for two traits: male fertility and male longevity. Different studies in invertebrates (Dowling et al. 2007c) and vertebrates (Ruiz-Pesini et al. 2000) have demonstrated the link between specific mtDNA variants and impaired male reproductive fitness (Smith et al. 2010). Convincing support for these male-specific effects of mtDNA comes through a study where five mitochondrial variants of D. melanogaster were expressed on a
single nuclear background (Innocenti et al. 2011). Innocenti et al. (2011) examined genome-wide variation in expression levels of nuclear genes when the nuclear genome was expressed alongside five different mitochondrial haplotypes. They found clear asymmetry in the pattern of this variation between the sexes. The expression of 9.3% of nuclear genes varied between the haplotypes in males, whereas only 0.06% varied in females; most of the differential expression in males was driven by genes associated with male reproductive tissues (Innocenti et al. 2011). Generally, this study raises the possibility that mtDNA variation may have stronger effects on male fitness than female fitness.

Although it is not universal, in many species females exhibit longer life span than males. Some research suggests that this dimorphism may be the result of male-specific deleterious effects of mtDNA (Clancy 2008, Wolff and Gemmell 2013). In a recent study of D. melanogaster, 13 different mitochondrial haplotypes were crossed onto the same nuclear genome; in these flies there was greater variation in life span between the haplotypes in males than there was in females (Camus et al. 2012). Furthermore, this research suggested that these male-specific effects of mtDNA on male longevity were associated with the degree of sequence divergence in the mitochondrial genome. These authors concluded that mtDNA might also underpin the fact that females outlive males in humans (Camus et al. 2012).
Thesis overview

This PhD used *Drosophila melanogaster* as a model organism to study questions related to immune defence and the evolutionary biology of mitochondria. It is well established that immune activation is costly, I began by investigating the energetic cost of, and the mechanisms underpinning, immune activation. For this, I first measured trade-offs between immunity and fecundity in flies challenged with live and dead fungi and bacteria. To dissect the energetic basis of this trade-off I studied three aspects of energy flow: food consumption (energy intake rate), metabolic rate (the rate at which energy is utilised) and body weight (storage of energy) in immune challenged flies. This information helped me understand the primary mechanism underlying the costs of immune activation.

This developed my interest in the relationship between metabolism and parasite defence. I therefore moved on to study whether naturally segregating genetic variation in the mitochondrial genome influenced the ability of flies to survive infectious disease. Interactions between mitochondrial and nuclear genomes (mitonuclear epistasis) are commonly important in nature due to their effects on mitochondrial function. I used 22 mitochondrial haplotypes expressed on single nuclear genome, and 25 mitonuclear epistasis lines generated by backcrossing 5 mitochondrial variants onto 5 different nuclear genomes, to study the impact of mtDNA allelic variation and mitonuclear epistasis on susceptibility to fungal and bacterial pathogens in *D. melanogaster*.

Mitochondria are the powerhouse of the cell and all biological process from the
simplest to the most complicated require energy. The final section of this work involved considering the impacts of mitochondrial genome polymorphism more broadly. I studied 10 sexually different phenotypic traits in 22 mitochondrial haplotypes. By quantifying the extent to which mtDNA polymorphism differentially influenced phenotypic variation in males and females, I tested whether the mitochondrial Mother’s Curse hypothesis provides a general explanation for sexual dimorphism.
Chapter 2: Immune response costs are associated with changes in resource acquisition and not resource reallocation

This chapter has been published as:


2.1. Abstract

Evolutionary ecologists frequently argue that parasite defence is costly because resources must be reallocated from other life-history traits to fuel the immune response. However, this hypothesis is rarely explicitly tested. An alternative possibility is that immune responses impair an organism’s ability to acquire the resources it needs to support metabolism. Here we disentangle these opposing hypotheses for why the activation costs of parasite resistance arise. We studied fecundity costs associated with immune stimulation in *Drosophila melanogaster*. Then, by measuring correlated changes in metabolic rate, food consumption and body weight, we assessed whether responses were consistent with immunity costs originating from altered resource allocation or from impaired resource acquisition. Microbial injection resulted in a 45% fecundity decrease; it also triggered a mean decline in metabolic rate of 6% and a mean reduction in food intake of 31%, body
weight was unaffected. Metabolic rate down-regulation was greater in males than in females, whereas declines in food ingestion were of similar magnitude in both sexes. These physiological shifts did not depend on whether microbial challenges were alive or dead, thus they resulted from immune system activation not pathogenesis.

These costs of immune activation are significant for individuals that successfully resist infection and might also occur in other situations when immune responses are upregulated without infection. Whilst we found significant activation costs of resistance, our data provide no compelling evidence for the popularly argued hypothesis that immune deployment is costly because of reallocation of energetic resources to the immune system. Instead, reduction in resource acquisition due to ‘infection-induced anorexia’ may be the principal driver of metabolic changes and fecundity costs resulting from immune response activation.
2.2. Introduction

Immune responses are generally considered to be costly: a fact that is central to many fundamental concepts in evolutionary ecology, such as sexual selection (Hamilton and Zuk 1982), the maintenance of genetic variation for parasite resistance (Flor 1956) and host-parasite coevolution (Haldane 1949). These costs of immunity can be divided into two broad categories: First, the costs of forming and maintaining constitutive immune mechanisms, such as barrier defences and immune cell populations (Fellowes et al. 1998, Kraaijeveld et al. 2001). Second, the costs of activating inducible immune responses upon infection, such as immune molecule synthesis and fever development (Schulenburg et al. 2009, Martin et al. 2011). Here we focus on the activation costs of immunity.

Life-history concepts suggest that immune activation costs are principally energetic or nutritional, involving reallocation of resources to parasite defence at the expense of other fitness-related traits (Moret and Schmid-Hempel 2000, Schulenburg et al. 2009). However, evolutionary trade-offs may be governed both by variation in resource allocation between different traits and also by variation in resource acquisition ability (van Noordwijk and de Jogn 1986). The relative magnitudes of variation in resource allocation and resource acquisition can profoundly shape population responses to selection and the nature of associations between life-history traits (Reznick et al. 2000). Here we use this evolutionary framework to investigate the causes of immune activation costs, testing the relative importance of resource budget reallocation and alterations in resource acquisition ability in driving the costs of immune system deployment. This
distinction is important because resource reallocation can adaptively withdraw resources from particular traits to minimise overall fitness loss, whereas the consequences of impaired resource acquisition are potentially more widespread.

Costs of immunity are primarily realised as a decline in the quality or quantity of an individual’s offspring. In *Drosophila melanogaster*, immune-challenged females suffer reduced fecundity; study of flies with genetically manipulated immune responses demonstrates that this cost arises specifically from immune system activation (Zeroisky *et al.* 2005). Similarly, in *Anopheles gambiae* immune stimulation with lipopolysaccharide (LPS) significantly reduces fecundity (Ahmed *et al.* 2002). As well as fecundity effects, immune challenge by LPS injection reduced survival of bumblebee workers under starvation conditions (Moret and Schmid-Hempel 2000). However, it is not clear why activating the immune system to attack parasites should invoke these fitness costs.

Total resource expenditure can be assessed by measuring metabolic rate. Some studies suggest that energetic resources are indeed reallocated, perhaps from stored reserves, to support immune system activity. Antibody production following immune challenge in collared doves increased basal metabolic rate by 8.5% 7 days after injection (Eraud *et al.* 2005). Similarly, in invertebrates, cabbage white butterfly pupae increased metabolic thermogenesis by 8% in response to the immunogenic stimulus of a nylon filament implant (Freitak *et al.* 2003). Nevertheless, in the collared dove study the authors concluded this metabolic cost was small and of similar magnitude to other normal homeostatic processes (Eraud *et al.* 2005). Furthermore, mice did not experience elevated metabolic rate when
injected with immune elicitors, either in standard conditions, or under hypoxia designed to cause metabolic stress (Baze et al. 2011). Thus, immunity-induced increases in metabolism are not universal; whether increased resource expenditure in the immune system is the major factor which causes declines in other fitness traits remains to be determined.

Mounting an immune response may also alter resource acquisition, changing the ability of organisms to support fecundity. Some studies have suggested that organisms increase food consumption when infected by pathogens to fuel the immune response (Moret and Schmid-Hempel 2000). However, the opposite, reduced food intake, is a common behaviour in animals upon immune challenge; a phenomenon termed infection-induced anorexia (Exton 1997). It is counterintuitive that animals as diverse as humans, mice and flies should adaptively decrease their food intake when infected. Nevertheless, the suggestion that this is a maladaptive symptom of illness has been challenged by work in Drosophila, which indicated that survival of flies following infection by some (but not all) pathogens is enhanced by this anorexic response (Ayres and Schneider 2009).

Although immune costs are frequently argued to be resource-mediated (DiAngelo et al. 2009), non-energetic costs can have significant fitness effects. Immune defence molecules produced to attack parasites can also cause collateral damage to host tissues, including inflammatory responses. In invertebrates, the cellular encapsulation response can attack host tissues causing pseudo-tumours (Govind 1996, Minakhina and Steward 2006), the synthesis of melanin for immunity can cause dispersed tissue damage (Sadd and Siva-Jothy 2006) and immune
responses against enteric microbes frequently cause extensive damage to the gut lining (Buchon et al. 2009).

Here we investigate costs of immune upregulation in D. melanogaster. Studying this model ectothermic invertebrate enabled us to investigate metabolic changes specifically associated with immune system deployment whilst avoiding the potentially confounding thermal impact of fever, which is commonly associated with pathogen infection in endotherms. The D. melanogaster immune system mounts a complex attack on invading microbes comprising coordinated cellular and humoral responses. Two key signalling cascades principally drive this attack: the Toll and the immune deficiency (IMD) pathways. The Toll pathway is activated preferentially by fungi and Gram positive bacteria, whilst the IMD pathway is stimulated primarily by Gram negative bacteria (Lemaitre and Hoffmann 2007). Each pathway triggers transcription of an appropriate subset of the fly’s antimicrobial genes to defend against the type of microbe encountered (Hoffmann 2003). The enzyme phenoloxidase (PO) catalyses melanin production, which possesses cytotoxic properties as well as assist in wound healing and clotting (Eleftherianos and Revevis 2011). In adult Drosophila, cellular immune responses involve phagocytosis and parasite encapsulation by plasmatocyte cells circulating within the haemolymph (Williams 2007).

In this study we use a fungus (Beauveria bassiana) and a bacterium (Escherichia coli) to trigger either Toll-dependent or IMD-dependent immune responses. First we assess the magnitude of fecundity costs associated with these immune defences. Then we study how the resource budget of flies alters during immune
system deployment by quantifying correlated changes in metabolic rate, food intake and body mass. We use these measures to dissect the importance of altered resource allocation and resource acquisition in mediating fecundity declines. We predicted that if immune activation costs are principally due to resource reallocation, then either there would be no change in overall metabolic rate (if resources are withdrawn from non-essential traits and perfectly reallocated to immunity), or alternatively metabolic rate might go up if resources are reallocated from stored reserves to be spent on immune function. However, if compromised energy acquisition underpins immune costs, immune activation should be accompanied by reduced feeding rate and potentially a decline in other metabolic-related traits.
2.3. Materials and methods

2.3.1. Fly stocks and rearing

The wildtype genotype Samarkand (from Bloomington Stock Centre) was used throughout. Flies were bred in bottles; all rearing and experimentation was on Lewis food medium (Lewis 1960) at 25 °C, 70% RH on a 12 h L/D cycle. For all the experiments flies were allowed to mate following eclosion, then 3 day old flies were sorted into vials without additional live yeast, in single-sex groups of 10 using light CO₂ anaesthesia the day before immune challenge. Each vial of flies was only used in one of the following experiments.

2.3.2. Immune challenges

The impacts of microbial injection on fly fecundity, metabolic rate, food ingestion and body weight were studied. Microbes were prepared as both live and dead suspensions to permit separation of the physiological effects of immune activation from those of microbial replication. *B. bassiana* spores were grown on potato dextrose agar (PDA) from an existing strain using standard procedures (Tinsley *et al.* 2006); live and dead conidiospores were suspended in oil (87.5% Shellsol T, 12.5% Ondina EL). *E. coli* were cultured overnight in Luria Broth (LB) at 37 °C with continuous shaking, both live and dead *E. coli* were suspended in sterile LB. Heat-killed suspensions of *B. bassiana* and *E. coli* were prepared by boiling at 100 °C for 15 min. The absence of growth was confirmed for heat-killed suspensions by
plating 100 µl on PDA and LB agar respectively; the viability of live suspensions was similarly verified. Live fungal spores (2.0 x 10^6 spores ml^{-1}), heat-killed fungal spores (2.0 x 10^7 spores ml^{-1}) and 2.0 x 10^6 cells ml^{-1} of live and heat-killed bacteria were used to trigger immune responses in flies by injection into the thorax using a fine tungsten wire needle. The terminal 0.3 mm of the needle was bent slightly to provide a marker ensuring consistent penetration. Flies received CO_2 anaesthesia for injections, but then not during any subsequent assays. Four day old flies received one of six treatments: gas control (GC, flies anaesthetised with CO_2 but not injected), injection control (IC, flies injected with a needle dipped in blank oil), dead fungal (DF, dead *B. bassiana* injection), live fungal (LF, live *B. bassiana* injection), dead bacterial (DB, dead *E. coli* injection) and live bacterial injection (LB, live *E. coli* injection). Microbial suspensions were vortexed frequently to prevent microbes settling and needles were sterilised with ethanol and flaming.

### 2.3.3. Effect of immune challenge on fecundity

Immediately following the four immune challenge and two control treatments, groups of 10 female flies were allowed to oviposit in vials containing standard fly food containing blue food colouring (0.1% v/v) to aid egg counting. Flies were tipped into fresh vials after two 24 h periods, providing fecundity estimates for three consecutive days after immune treatment. Flies that escaped or died during vial transfers were recorded and fecundity measures adjusted accordingly. After oviposition vials were frozen and eggs counted later under a stereomicroscope. In total 300 flies were studied: five independent groups of 10 flies for each of treatment.
2.3.4. Measuring metabolic rate

This study was conducted using 410 independent 10-fly groups in seven blocks; each block contained multiple replicates of five or six of the different immune treatments. The effect of immune activation on fly metabolic rate was assessed by respirometry, measuring CO$_2$ production with an infrared gas analyser (IRGA: EGM-4, PP Systems). Day one measurements were made on 5-day old male and female flies 16-18 h after immune treatment; further measurements were made at 24 h intervals. Flies were housed in a plastic chamber connected in a circuit to an IRGA with tubing (total system volume 40.5 cm$^3$). Air circulated within this sealed system and CO$_2$ accumulation was measured. In each assay the metabolic rate of a group of 10 flies was measured at 25 °C over 5 min, recording CO$_2$ every 1.6 seconds; data from the first 2 min whilst flies settled were discarded. Measurements on each 10-fly group were repeated on three or four consecutive days. CO$_2$ efflux per minute was calculated by linear regression, then converted to nmole CO$_2$ min$^{-1}$ fly$^{-1}$ using knowledge of the apparatus volume.
2.3.5. Effect of immune challenge on food intake

Food consumption assays followed protocols of previous authors by measuring pigment intake from food (Libert et al. 2007, Ayres and Schneider 2009). Immediately after administering one of the six treatments, 70 groups of 10 flies were transferred to food medium comprising 0.5% v/v bromophenol blue (Sigma), 5% w/v sugar, 5% w/v yeast, 2% w/v agar, and water. After 24 h the head of each fly was removed using a scalpel (to exclude red eye pigments), then bodies were homogenised on ice in five-fly groups in 500 µl ice-cold TE buffer. Homogenate samples were centrifuged at 13362 x g at 4 °C for 10 min; the supernatant was then similarly re-centrifuged. The amount of blue pigment in 100 µl supernatant was measured in 96-well plates using a Versa Max microplate reader (Molecular Devices) to record absorbance at 520 nm. The flies in each original vial were split between two five-fly replicates; these replicates were measured in different 96-well plates. To convert absorbance values into food mass eaten per fly a calibration relationship was determined by measuring the absorbance of serial dilutions of a known food mass (n = 6 samples). The linear regression equation for this mass-absorbance plot (y=0.0008x-0.0048) had an $R^2$ value of 0.9998.

2.3.6. Effect of immune challenge on fly body mass

Flies were divided into 120 single-sex 10-fly groups when 3 days old and weighed whilst anaesthetised on a PI 225D balance (Denver Instruments) reading to 0.01 mg. The next day each group received one of three injection treatments: injection
control, dead fungal spores or dead bacteria. On the three subsequent days each
group was reweighed; flies that died or escaped were recorded and each weight
was converted to a per-fly mass. Flies were maintained on Lewis medium
throughout.

2.3.7. Statistical analysis

All analyses were conducted in R version 2.15.1 (R Development Core Team
2013); linear mixed effects models were executed using lmer from the lme4
package (Bates, Meachler and Bolker 2013). Our principal aim was to assess the
impact of the six immune challenge treatments on fly life-history traits. Data from
the six treatments were progressively pooled by a systematic process to produce
minimally complex models that adequately explained trait variation. We concluded
that the treatment differences were important if the more complex model had
improved explanatory power (see below). The impact of breaching the cuticle was
tested by pooling data from the gas control and injection control treatments. We
tested whether trait variation was due to pathogenesis or immune activity by
pooling data from live and dead microbial treatments, and we tested if microbial
identity influenced immune costs by pooling bacterial and fungal treatments.
Finally, tests for a general effect of immune stimulation compared control groups
to data pooled from across all microbial injected flies.

For analyses involving repeated measures on vials of flies over successive days
the term ‘vial’ was included as a random effect, whilst temporal changes were
assessed using the fixed effect of ‘day’ and its two-way interaction with treatment. With the exception of fecundity studies, models also included fly ‘gender’ and a ‘gender by treatment’ interaction. When analysing metabolic rate data, models contained an additional random effect of ‘block’, accounting for variation between the seven blocks over which the investigation was conducted. We also tested the impact of time of day and the air CO\(_2\) concentration when each metabolic rate measurement was made. Finally, for investigations of variation in food ingestion after immune challenge, ‘vial’ was used as a random effect to associate the two five-fly batches from each vial. The number of flies in assay vials for fecundity, metabolic rate and body weight experiments varied slightly due to escapes; in each case we tested whether fly number influenced the trait measured.

All models employed Gaussian errors. Models were serially simplified by eliminating terms for which inclusion did not enhance model explanatory power by 2 AIC units. Likelihood-ratio tests comparing models with and without the term of interest were used to calculate \(P\)-values. Results are presented as means ± standard errors.
2.4. Results

2.4.1 Fecundity costs of immune activation in *D. melanogaster*

Fecundity was recorded from 30 groups of 10 flies, observed daily for three days after receiving immune treatments. Immune stimulation by microbes was associated with a major reduction in fecundity (Figure 1; control vs immune challenged flies, $\chi^2 = 72.42$, $P = 2.2 \times 10^{-16}$). Mean fecundity of flies receiving a microbial injection of any type was 2.16 eggs fly$^{-1}$ day$^{-1}$ ($\pm 0.109$), approximately half that of flies receiving control treatments, which laid 4.16 eggs fly$^{-1}$ day$^{-1}$ ($\pm 0.150$). The egg output of control injected IC flies (4.22 eggs fly$^{-1}$ day$^{-1}$ $\pm 0.153$) was not different from the control anaesthetised GC flies (4.12 eggs fly$^{-1}$ day$^{-1}$ $\pm 0.146$), demonstrating the injection process itself had no significant effect on fecundity ($\chi^2 = 0.41$, $P = 0.521$). The flies receiving microbial immune challenges all responded similarly, with no individually significant differences between treatments ($\chi^2 = 3.44$, $P = 0.329$). Indeed there was no significant fecundity difference between flies injected with live and dead microbes ($\chi^2 = 3.08$, $P = 0.079$), nor between flies injected with bacteria and fungi ($\chi^2 = 0.26$, $P = 0.613$). Fecundity did not change notably across the days of the experiment (day, $\chi^2 = 1.71$, $P = 0.190$) and the fecundity reduction associated with immune stimulation remained significant three days after microbial injection ($\chi^2 = 17.71$, $P = 2.2 \times 10^{-5}$). The exact number of flies in each vial varied slightly (mean = 9.56, SE = 0.133), however this variation did not influence the per-fly fecundity ($\chi^2 = 0.27$, $P = 0.60$).
Figure. 1: Microbial injections decreased the fecundity of *D. melanogaster*. Eggs were counted from 30 groups of 10 flies for three consecutive days after immune treatments. Treatments were gas control (GC), injection control (IC), dead bacteria (*E. coli*: DB), live bacteria (LB), dead fungus (*B. bassiana*: DF) and live fungus (LF). Points represent daily means for each treatment and error bars show mean standard errors. Different letters (a/b) denote significantly different groups of treatments.

Figure. 2: Metabolic rate of *D. melanogaster* decreased after immune stimulation by microbial injection. Letters (a/b) indicate that the control treatments (GC and IC) differed significantly from the flies receiving bacterial (DB, LB) and fungal (DF, LF) immune challenges. Data points show means ± standard errors from 410 independent replicate groups of 10 flies assayed daily for between two and four days after treatment.
2.4.2. **Immune activation decreased the metabolic rate of *D. melanogaster***

To investigate the effects of immune upregulation on metabolic rate 4100 flies in single-sex groups of 10 were subjected to metabolic rate measurements after immune challenge or control treatment. The metabolic rate of immune activated flies was 6% lower than control flies (Figure. 2): a highly significant decline ($\chi^2 = 25.42, \ P < 4.0 \times 10^{-7}$). The four microbial treatments reduced metabolic rate by similar amounts ($\chi^2 = 1.16, \ P = 0.763$). There was no difference either between live and dead microbial injections ($\chi^2 = 0.67, \ P = 0.717$), or between fungal and bacterial injections ($\chi^2 = 0.80, \ P = 0.671$). As with fecundity experiments, metabolic rate declines were associated with microbe exposure, not the injection process: metabolic rate of control injected IC flies ($1.83 \text{ nmol min}^{-1} \text{ fly}^{-1} \pm 0.045$) was almost the same as anesthetised GC flies ($1.85 \text{ nmol min}^{-1} \text{ fly}^{-1} \pm 0.041$) and the difference was not significant ($\chi^2 = 1.60, \ P = 0.206$). The metabolic rate reduction associated with immune activation persisted during our experiment: following initial reduction there was no consistent metabolic rate change across the three days post-treatment ($\chi^2 = 0.63, \ P = 0.427$).

The CO$_2$ levels in the laboratory fluctuated naturally during the study; higher CO$_2$ concentrations at the start of an assay were associated with slightly lower metabolic rates ($\chi^2 = 8.40, \ P = 0.003$): an increase of 1 ppm CO$_2$ was associated with a metabolic rate decrease of 0.004 nmol min$^{-1}$ fly$^{-1}$ (95% CI 0.003-0.007). Time of day at which measurements were taken did not affect fly metabolic rate ($\chi^2 = 0.01, \ P = 0.918$). A very small number of flies escaped from vials during transfers, therefore the mean flies per vial was 9.99; (SE = 0.002), this variation
had no effect on the per-fly metabolic rate ($\chi^2_1 = 0.51, P = 0.477$). The metabolic rate of male flies was significantly less than females (Figure 3; $\chi^2_1 = 25.42, P = 2.2 \times 10^{-16}$).

Figure 3: Immune stimulation caused a greater metabolic rate decline in male flies than in females. Bars show mean metabolic rate of immune activated (DB, LB, DF, LF) and control (GC, IC) flies with their standard errors.

Furthermore, a significant gender by immune activation interaction demonstrated that immunity-induced metabolic declines were 50% greater in males than females (Figure 3; $\chi^2_1 = 8.55, P = 0.003$). For females, control metabolic rate was 2.14 nmol min$^{-1}$ fly$^{-1}$ (± 0.050), which declined by an average of 0.10 nmol min$^{-1}$ fly$^{-1}$ following immune activation; whereas in males control metabolic rate was 1.71 nmol min$^{-1}$ fly$^{-1}$ (± 0.050) and immune treatments caused a 0.16 nmol min$^{-1}$ fly$^{-1}$ decline.
2.4.3. Immune activation reduced the food intake of *D. melanogaster*

I measured food intake by assessing pigment uptake into the gut from coloured food. There were 70 independent feeding assays, each on a single-sex group of 10 flies; each group was then split in half for 140 pigment assays on five-fly samples. Microbe injected flies ate 72.4 µg fly\(^{-1}\) day\(^{-1}\) (± 2.65), 30.9% less than control flies, which ate 104.7 µg fly\(^{-1}\) day\(^{-1}\) (± 3.75) (Figure. 4; \(\chi^2_1 = 60.89, P = 6.0 \times 10^{-15}\)).

![Figure. 4: Microbial injection reduced food ingestion in *D. melanogaster*. Data points represent means (± standard errors) from 140 measurements of food consumption on five-fly pools. The letters (a/b) show that all immune challenged flies (DB, LB, DF, LF) responded similarly, but were significantly different from control treatments (GC, IC).](image)

There were no significant differences in feeding rate between bacterial and fungal treatments (\(\chi^2_1 = 1.41, P = 0.235\)), live and dead microbial injections (\(\chi^2_1 = 0.58, P = 0.445\)), nor between the IC and GC control groups (\(\chi^2_1 = 0.11, P = 0.74\)). Whilst male flies ate significantly less than females (\(\chi^2_1 = 34.98, P = 3.3 \times 10^{-9}\)).
the extent of the feeding decline was of similar magnitude in both sexes (Figure 5; \( \chi^2_1 = 0.02, P = 0.888 \)): males and females suffered 32.9 and 31.5 \( \mu g \) fly\(^{-1}\) day\(^{-1}\) reductions respectively.

Figure 5: The extent of feeding reduction caused by immune challenge was the same for males and females. Bars represent the mean food ingestion for immune activated (DB, LB, DF, LF) and control treatments (GC, IC) with their standard errors.

Figure 6: Immune activation had no detectable effect on the rate at which fly weight changed. Flies were weighed the day before immune treatment (Day -1) and for three days afterwards (Day 1, 2 & 3). Female flies gained weight, whilst male flies lost weight during this period. However, immune challenge with dead bacteria (DB) or dead fungi
(DF) did not influence this temporal pattern compared to controls. 120 independent 10-fly groups were repeatedly weighed; points show means ± 2 x the mean standard error.

2.4.4. Immune activation did not affect body mass in *D. melanogaster*

Experiments testing the impact of immune activation on fly body weight assessed mass for 10-fly groups of males (*n* = 64) and females (*n* = 62). In this case we only compared injection control, dead bacteria and dead fungal spore treatments. Flies were weighed the day before immune challenge and for three days afterwards. Female flies gained 7.6% weight during the experiment, whereas male flies lost 3.9% weight (Figure 6; sex by day interaction ($\chi^2_{1} = 327.97, P < 2.2 \times 10^{-16}$). However, considering just the post-injection data, the immune treatments had no effect on absolute weight, nor on the temporal pattern of weight change for either sex (treatment effect, males $\chi^2_{2} = 1.57, P = 0.456$, females: $\chi^2_{2} = 0.50, P = 0.778$; day by treatment interaction, males: $\chi^2_{2} = 0.74, P = 0.691$, females: $\chi^2_{2} = 0.32, P = 0.854$). There was slight variation in the exact number of flies in each vial (mean = 9.95, SE = 0.014) but this did not affect the per-fly body weight ($\chi^2_{1} = 0.29, P = 0.589$).
2.5. Discussion

In this study we investigated the validity of the hypothesis that the costs of defending against parasites arise because resources normally invested in other physiological processes must be diverted to fuel the demands of the immune response. We demonstrated clear immune system costs in female flies, which suffered a sustained 45% reduction in fecundity across the three days following immune challenge. However, our findings challenge the common notion that this fecundity decline results from reallocation of resources to immunity.

We studied the three corners of the energy budget triangle: the rate at which energy is used (metabolic rate), the rate at which energy is acquired (feeding) and the dynamics of resource accumulation (body weight). We predicted that if mounting an immune response requires mobilisation of additional stored resources then fly metabolic rate would increase during immune system activity. Instead, metabolic rate fell by an average of 6% and remained low up to four days after immune challenge. If resource expenditure were perfectly reallocated from fecundity to immunity then this need not require an overall increase in metabolic rate. However, at the same time, resource acquisition fell dramatically: flies entered an anorexic state after immune challenge, with feeding rate falling by an average of 31%. Against this backdrop of depressed physiological activity we detected no effect of immune stimulation on body weight, providing no evidence that metabolism during immune activation depletes stored reserves. Nevertheless, flies are 70% water (Burr and Hunter 1969) and may gain water and lose fat
during lethal pathogenic infections (Arnold et al. 2013). We cannot rule out that similar alterations could have occurred due to immune activation by dead microbes in our experiments, potentially confusing detailed interpretation of total body weight trends.

The most parsimonious explanation of our findings is that reduced food ingestion in response to immune challenge restricts resource availability, resulting in depressed metabolic rate and limited fecundity. Therefore, fecundity costs associated with immune stimulation are probably not because the immune response requires increased energy expenditure, but because anorexia induced by the immune system reduces acquisition of resources that are normally required for egg production. This interpretation is supported by comparison of physiological changes in males and females. The reduction in metabolic rate was significantly greater in males than females, whereas feeding reductions were similar in both sexes. We hypothesise that females mobilised energetic resources by resorbing eggs from the ovarioles, as has been shown in both *Drosophila* and mosquitoes suffering infections (Ahmed and Hurd 2006, Thomson et al. 2012). Egg resorption may provide females with additional energetic reserves, not available to males, which support metabolism when food acquisition is restricted during immune responses. We note that this is a form of resource reallocation, but emphasise our conclusion that immune activation costs originate from reduced food intake; if egg resorption occurs in this manner; it only partially ameliorates some of these costs.

Our experiments only measured food intake for 1-day post-immune challenge, whereas other traits were measured for three days. This was because the assay
involved sacrificing flies to measure food ingestion. This limits our understanding of how feeding behaviour is affected by immune challenge beyond 24 hours. However, immune response-dependent trends in fecundity, metabolic rate, and food intake established rapidly during the first day post-challenge, and at least for fecundity and metabolic rate did not reverse by day three.

If infection-induced anorexia is a key driver of the fecundity costs associated with immune upregulation, this questions why the anorexic response exists. This phenomenon is phylogenetically conserved, which perhaps points to a fundamental function and a variety of adaptive benefits have been proposed (Exton 1997). Experiments in insects suggest anorexia can enhance survival during pathogen attack (Ayres and Schneider 2009) and may function to mediate conflicts between processing food and immune activity (Adamo et al. 2010).

One mechanistic factor shaping these immune-induced metabolic shifts is that some immune system molecular pathways have pleiotropic roles in other physiological processes. For example, in crickets, the lipid transport molecule apolipophorin III is involved in immune function, as well as in fuelling energetic demands of locomotion. This generates a trade-off between lipid transport and immune defence causing immunosuppression following exercise (Adamo et al. 2008). Also, the Toll pathway’s immune activation role may conflict with nutrient storage and growth as Toll activity can depress insulin signalling (DiAngelo et al. 2009). Therefore, a variety of proximate mechanisms may be responsible for metabolic rate suppression in D. melanogaster following immune activation.
There were no differences in the responses of flies to live or dead microbes. Therefore, surprisingly, the fecundity, feeding and metabolic rate reductions apparently all resulted solely from activity of the immune response (or other downstream systems) and not from infection pathology. Whilst *B. bassiana* is highly pathogenic to flies (Tinsley *et al.* 2006), *E. coli* inoculation does not normally cause mortality (Lemaitre and Hoffmann 2007); immune responses caused by other pathogens or increased infection doses may cause different effects. Our studies revealed no impact of immune stimulation on body weight; however, here we only tested the effect of dead microbes, it remains possible that responses to live microbial infection might be different. Recent studies have used *D. melanogaster* as a model to understand the physiological changes which take place in the lead up to death by lethal bacterial and viral infections (Chambers *et al.* 2012, Arnold *et al.* 2013). Chambers *et al.* (2012) reported that flies dying of *Listeria monocytogenes* suffered depleted energy stores and underwent major changes in the transcription and activity of key metabolic pathways. Arnold *et al.* (2013) concluded that pathology caused by *Drosophila* C virus resulted in metabolic rate reduction. However, both these studies compared flies infected with live microbes to unmanipulated flies. Our data challenge these conclusions, as we have found that immune system activity alone can drive similar metabolic shifts of considerable magnitude. Furthermore, our data show very similar costs and metabolic responses to fungal and bacterial inoculation. Thus, it seems likely that these major physiological changes are not specifically triggered by either the Toll or IMD immune signalling pathways, but represent a generic response to immune activation.
The fitness reduction associated with immune system activation is potentially substantial. Our data show that, not only does fecundity fall by 45% following immune challenge, but also this fecundity depression persists for three days. Indeed Zerofsky et al. (2005) showed fecundity was reduced for up to six days after immune activation. Thus, depressed fecundity persists for a substantial fraction of a fly’s life after acute immune upregulation. Whilst some aspects of the fly immune response can be long-lived, IMD pathway transcriptional upregulation following Gram negative bacterial challenge generally only persists for ~24 hours (Lemaître and Hoffmann 2007). Thus, the persistent nature of these fecundity costs might possibly provide additional evidence against the hypothesis that resource reallocation to immune molecule synthesis drives fecundity reduction.

We note our measures of fecundity are low for D. melanogaster, probably because our food vials were not supplemented with live yeast. Fitness is determined by the quality as well as the quantity of offspring; further studies might address the trans-generational impacts of immune activation on general fitness traits.

For an organism that is infected by a potentially lethal microbe, these immune activation costs may be worth paying; the inducible nature of these defences protects the organism from these fitness consequences except when they are necessary. When epidemics sweep through population resistant individuals may survive, whilst susceptible individuals die. Our data suggest that the survivors may still suffer considerable fitness reduction as a consequence of resisting infection by deploying immune responses. Selection should shape the magnitude of immune defence costs; high costs of resisting pathogen infection may select for the alternative strategy of tolerance to the presence of microbes (Little et al. 2010).
Sizeable immunity costs may have profound consequences when the immune system is activated in anticipation of infection. Some organisms adaptively upregulate immune defence when environmental cues enable prediction of elevated pathogen risk: for example density dependent prophylaxis in desert locusts (Wilson et al. 2002). Immune responses are also activated in the absence of pathogen infection during courtship and in response to mating (McGraw et al. 2004, Immonen and Ritchie 2012). Thus, immune system upregulation may be a major cost of copulation that could generate selective forces governing the evolution of polyandry and female willingness to mate.

The sizeable nature of this immune response-induced fecundity cost has an important applied dimension. Entomopathogenic fungi, such as B. bassiana, which we used here, are currently being trialled for control of the mosquito vectors of human pathogens, such as the malaria parasite Plasmodium. Unlike the problems associated with the rapid evolution of resistance to chemical insecticides in vector populations, these biopesticides have been proposed to be ‘evolution proof’ (Read et al. 2009). This is because fungal biopesticides kill mosquitoes slowly. Thus although mosquitoes die before they can transmit human infections, they still have substantial opportunities to lay eggs post-exposure, reducing the fitness loss caused by pesticide control compared to conventional chemical insecticides. However, our data demonstrate that immune system activation by fungi results in a substantial fitness reduction. Similar findings have been reported for Anopheles mosquitoes (Mouatcho et al. 2011). We therefore urge caution that even if fungal biopesticides result in slow vector mortality, substantial fecundity loss following exposure could still generate strong selection pressure for the evolution of novel
mechanisms to reduce mortality from biopesticides. Nevertheless, we acknowledge that our experiments administered microbes by injection and that immune responses following infection by natural routes could differ.

We hope that this study stimulates further critical evaluation of the role resource-reallocation plays in generating the costs of life-history trait investment. It is appealing to assume that fitness costs result from switches in resource allocation decisions. However, for the activation costs of resisting parasite infection, immune system deployment causes major impairment of resource acquisition, of sufficient magnitude to explain fecundity costs.
Chapter 3: Disease susceptibility is influenced by mitochondrial DNA genetic variation and mitochondrial-nuclear epistasis

This chapter is in revision following review at PLoS Genetics as:

3.1. Abstract

Genetic differences cause substantial variation between individuals in ability to survive infectious disease. Until now, research has focussed on the nuclear genome as a source of this variation. We investigated whether polymorphism in the mitochondrial genome also influences infection susceptibility. We took 22 Drosophila melanogaster mitochondrial haplotypes originating from the same wild population, introgressed all haplotypes onto the same nuclear background, then compared their mortality following pathogen infection. There was striking variation between haplotypes in susceptibility to the bacterial pathogen Serratia marcescens, but not the fungus Beauveria bassiana. By taking the phylogeny of the haplotypes, derived from the whole mitochondrial genome sequence, We demonstrated that this variation in susceptibility to S. marcescens was associated with DNA sequence variation. we also crossed a set of haplotypes to a set of nuclear genotypes to investigate the impact of epistasis interactions between
nuclear and mitochondrial genomes. Susceptibility of mitotypes to *S. marcescens* was strongly dependent on the nuclear genotype with which they were expressed. The magnitudes of the nuclear and mitochondrial effects on infection susceptibility were similar, whereas epistasis explained twice the variance of each genome individually. Our finding that mtDNA polymorphism can strongly affect pathogen susceptibility informs medical and ecological science and suggests mitochondrial genes could be a hot-spot for host-parasite coevolution. Missing heritability in previous parasite resistance genome wide association studies may be explained by these mitochondrial effects.
3.2. Introduction

The relationships between parasites and their hosts generate some of the most intense evolutionary forces (Haldane 1949). Furthermore, segregating genetic variation in natural populations frequently causes considerable variability between individuals in their susceptibility to infectious diseases (Hill 1998, Lazzaro et al. 2004, Tinsley et al. 2006). However, to date, researchers have focused on the nuclear genome as the cause of genetic variation in pathogen resistance (Wilfert et al. 2007, Bangham et al. 2008, Abel et al. 2014). Here, to our knowledge for the first time, we test whether variation in the mitochondrial genome (mtDNA) causes differences between individuals in disease susceptibility.

Despite early opinions that most sequence variation in mitochondrial genomes was phenotypically neutral, it is now well established that this genetic variation influences a range of traits, including metabolic rate, lifespan and reproductive success (Chan 2006, Ballard et al. 2007, Clancy 2008, Arnqvist et al. 2010, Christie et al. 2011). Rare mtDNA variants also cause debilitating hereditary human diseases (Wallace et al. 1988, Taylor and Turnbull 2005) and influence the onset of a number of non-communicable conditions (Hudson et al. 2014). The extent to which this variation in mtDNA is maintained by selection, or whether it is governed principally by non-adaptive processes is debated (Meiklejohn et al. 2007, Dowling et al. 2008). Purifying selection undoubtedly plays a major role in mtDNA evolution because of the essential function of mitochondrial oxidative phosphorylation. However, the efficacy of selection on mtDNA is relatively weak,
due to its low effective population size and the absence of frequent recombination (Ballard and Whitlock 2004). High mtDNA mutation rates also influence the position of the mutation-selection balance. Nevertheless, some studies indicate that positive selection has a significant impact in driving evolution of mtDNA (Ballard and Whitlock 2004, Bazin et al. 2006, Meiklejohn et al. 2007, Oliveira et al. 2008). Furthermore, because phenotypes are influenced by mtDNA genotype-by-environment interactions, some authors have speculated that mitochondrial genomes may contribute to adaptation in novel or changing environments (Dowling et al. 2007b). Whilst the efficacy of selection on mtDNA may be generally low, the strong selection pressure generated by parasites may nevertheless be able to efficiently drive adaptive change in mitochondrial genomes.

Mitochondrial function requires precise interactions between proteins and other gene products coded by the nuclear genome and those coded within mtDNA. Evolution in mtDNA (both due to adaptive forces and fixation of mildly deleterious alleles because of inefficient purifying selection) may select for compensatory evolutionary change in the nuclear genome (Dowling et al. 2007b). Different trajectories of mitochondrial evolution in different populations can trigger population-specific evolution in the nuclear genome, leading to inter-population and inter-species reproductive incompatibilities (Burton and Barreto 2012). Within populations, the segregating variation in nuclear and mitochondrial genomes can interact to cause strong epistasis for a variety of traits (Zeyl et al. 2005, Ballard et al. 2007, Dowling et al. 2007a, Dowling et al. 2007b, Montooth et al. 2010, Hoekstra et al. 2013).
Many theories exist for why there is considerable genetic variation for disease resistance in natural populations, despite the acknowledged strength of selection from parasites that might purge allelic variation (Lazzaro and Little 2009). One candidate explanation is that a significant amount of the standing genetic variation might be non-additive (Falconer \textit{et al.} 1996), reducing the strength of phenotypic resemblance between offspring and parents. For example, some researchers have found that parasite resistance is strongly influenced by epistasis between nuclear loci (Wilfert and Schmid-Hempel 2008); however, others suggest that the role of epistasis in determining disease resistance phenotypes may have been overstated (Hall and Ebert 2013). A strong effect of mitochondrial-nuclear (mitonuclear) epistasis might contribute to low heritability of pathogen resistance phenotypes and facilitate the maintenance of genetic variation.

Here we investigate the influence of mtDNA variation, and also the effects of mitonuclear epistasis, on disease susceptibility in the model organism \textit{Drosophila melanogaster}. We studied a set of mitochondrial and nuclear genotypes that had all been isolated from the same population. We introgressed 22 different mtDNA haplotypes onto the same homozygous nuclear genetic background. To verify that phenotypic differences between our mtDNA haplotype lines were not due to residual nuclear genetic variation, we also used an identical process to generate seven ‘introgression control’ lines which all carried the same mtDNA haplotype. At the same time we crossed five mtDNA haplotypes onto each of five nuclear genotypes to investigate epistasis. We then quantified the extent to which mtDNA-encoded allelic variation and mitonuclear epistasis influenced \textit{D. melanogaster} susceptibility to two pathogens, \textit{Serratia marcescens} and \textit{Beauveria bassiana}. 
3.3. Materials and Methods

3.3.1 Fly genotypes and rearing conditions

Fly lines used in this study originated from the *Drosophila* Genetic Reference Panel (DGRP); these were collected in Raleigh, North Carolina, and made homozygous for their nuclear genomes by 20 generations of sib-sib mating (Mackay *et al.* 2012). More than 10 generations prior to starting this study these lines were treated for two generations with tetracycline to remove symbiotic bacteria (e.g., *Wolbachia*) and subjected to embryo dechorionation to clear natural viral infections (Magwire *et al.* 2012). We constructed a set of 22 ‘mitochondrial lines’, each carrying a mitochondrial haplotype from the DGRP set, replacing their original nuclear genomes by backcrossing for 20 generations to a single nuclear genome from the DGRP, which we termed ‘background’. To assess the efficiency of our backcrossing process in replacing the original nuclear genomes we created seven ‘introgression control’ lines carrying identical mtDNA. We crossed males from seven of our DGRP genotypes to females of the background genotype, then backcrossed the resulting female offspring for a further 19 generations to homogenise their nuclear genomes with the background. To investigate the effects of mitochondrial-nuclear epistasis on disease susceptibility we constructed 25 mitonuclear epistasis lines. We used five DGRP lines to provide five different mitochondrial haplotypes and backcrossed these onto five different DGRP nuclear genomes for 20 generations.

All fly crossing, rearing and experimentation was performed on Lewis medium (Lewis 1960) in a controlled environment room at 25 °C, 70% relative humidity and
a 12 hour light/dark cycle. For crosses, a single virgin female was placed with two males and allowed to oviposit in a vial for 3 days. For disease susceptibility assays, flies were bred in bottles with added live yeast: three females with two males oviposited for only three days to ensure low larval density. When offspring eclosed into adults, three-day old flies were sorted into single-sex 10-fly groups in vials of Lewis medium without additional yeast, then subjected to infection assays the following day. For *B. bassiana* survival experiments flies were tipped into new vials every 2 days.

### 3.3.2. Culturing *S. marcescens* and *B. bassiana*

Strain DB11 of *S. marcescens* (Flyg *et al.* 1980) was grown at 37 °C overnight in Luria Broth (LB) with 10 mg ml⁻¹ streptomycin. Bacteria were then washed three times by centrifuging and re-suspending in fresh LB, then prepared at 8.0 x 10⁸ cells ml⁻¹ in LB. The *B. bassiana* strain originated from an earlier experiment (Tinsley *et al.* 2006). Conidiospores were grown on potato dextrose agar supplemented with chloramphenicol using standard procedures, then suspended in oil (87.5% Shellsol T, 12.5% Ondina EL) at 2.0 x 10⁸ spores ml⁻¹.

### 3.3.3. Infecting flies

Microbes were injected into the thorax of four-day old flies using a fine tungsten needle (25 μm diameter) dipped into the microbial suspensions. To ensure consistent penetration the terminal 0.3 mm of the needle was bent slightly as a marker. Flies received brief CO₂ anaesthesia for injections. Needles were sterilised with ethanol and flaming. Control flies were injected with sterile LB or oil,
in bacterial and fungal studies respectively.

The bacterial and fungal susceptibility experiments were performed separately, as were studies on the mitochondrial lines (22 mtDNA lines and 7 introgression controls) and epistasis lines (25 lines). In each case, experiments were performed in four replicate blocks, with 10-fly groups of every line and each sex represented in each block. For each pathogen, per line, the infected treatment had eight replicates, whereas there were four replicates for controls: each replicate vial had an average of 9.8 flies. In total we used 12,736 flies.

3.3.4. Statistical analysis

All data analysis was carried out in R version 3.0.2 (R Development Core Team 2013). We investigated mortality variation for each experiment at the time-point P.I. when mean mortality of infected flies first exceeded 50%. To study disease susceptibility variation across the mitotype line-set we ran mixed effects models with binomial error distributions using the MCMCglmm package (Hadfield 2010); proportional mortality was expressed as a two-vector response. We tested whether the between-line variance across the 22 mitotype lines was greater than the variance across the 7 introgression control lines by specifying a line by line-set (mitotype or introgression control) interaction, generating a P-value by calculating the proportion of our posterior samples for which the mitotype line variance exceeded that of the introgression controls. A further random effect of block was included in the model, as were fixed effects of sex and line-set. For parameter
estimates, we took the mode of the posterior distribution alongside its 95% credible interval. Following Hadfield (Hadfield 2010) we used weakly informative priors and performed prior sensitivity analysis. Models were run for 300,000 iterations, including a burn-in of 50,000 iterations; the Markov chain was sampled every 250 iterations. Richardson et al. (Richardson et al. 2012) assembled the whole mtDNA genome sequences for the DGRP genotypes and used these to determine the phylogeny of the mtDNA haplotypes. For 20 of the 22 mitochondrial lines that we created, for which unambiguous matches were present, we took the tree topology from Richardson et al. (Richardson et al. 2012) and assessed the extent to which this was associated with the pattern of variation in pathogen susceptibility across the mitochondrial lines. Using MCMCglmm with parameter expanded priors; we partitioned the mitotype variance into a component associated with the phylogeny and a residual line-specific component. Then, we calculated the phylogenetic heritability for pathogen susceptibility: the proportion of the between-line variance explained by phylogenetic effects (Longdon et al. 2011).

I used general linear models with binomial errors to study interactions between mitochondrial and nuclear genomes in the epistasis-line experiments. We treated all factors as fixed effects and assessed their contribution to pathogen susceptibility variation. We included main effects of block, sex, nuclear genotype and mitochondrial genotype. Our models tested for genotypic epistasis by including a mitotype x nuclear genotype interaction, and further interactions with sex to test for sex specific effects.
3.4. Results

3.4.1. Impacts of mtDNA variation on pathogen susceptibility

By 18 hours post infection (P.I.) with the bacterium *S. marcescens*, over half the flies had died (mortality: $0.551 \pm 0.013$ SE); during this time no fly died in the uninfected control group. Bacterial infection caused slightly higher male mortality ($0.574 \pm 0.017$ SE) than female ($0.528 \pm 0.018$ SE; $P=0.040$). Mean mortality following *S. marcescens* injection varied considerably between the 22 mitotype lines, ranging from $0.388 \pm 0.071$ SE to $0.662 \pm 0.049$ SE; in contrast, mortality differences between the introgression control lines were small: range $0.588 \pm 0.022$ SE to $0.623 \pm 0.035$ SE (Figure 1a). The between-line variance associated with the mitotype line-set (0.146; 95%CI: 0.051–0.331) was considerably and significantly greater than the variance across the introgression control lines (0.00067; 95%CI: 0.00013–0.031, $P = 0.006$). For the mitotype line-set, variation between haplotype lines accounted for 46.8% (95%CI: 7.1–86.3) of the total residual variance after fitting the fixed effects. We took the phylogeny of the mitochondrial haplotypes derived from the entire mitochondrial genome (Richardson et al. 2012) and tested whether the between-line survival variation was associated with the topology of the mtDNA phylogeny. The bacterial infection susceptibility tended to be most similar for haplotypes that shared recent ancestry: the phylogeny explained approximately two thirds of the between-mitotype variation in *S. marcescens* susceptibility (phylogenetic heritability was 0.645; 95%CI: 0.023–0.998).
Figure 1: The influence of mitochondrial genetic variation on *D. melanogaster* susceptibility to (a) the bacterium *S. marcescens* and (b) the fungus *B. bassiana*. Plots show mortality following pathogen infection of 22 mitotype lines and 7 introgression control lines. Mitotype lines each carried a different mitochondrial haplotype, whereas introgression control lines carried identical haplotypes; all were crossed onto the same nuclear background. For susceptibility to the bacterium *S. marcescens*, the between-line variance across the mitotype lines significantly exceeded the variance for the introgression control lines; this was not the case for the fungus *B. bassiana* (see text). Data points correspond to line means ± se.

Injection of the fungus *B. bassiana* caused mortality of over 50% of flies by day 9 P.I. (0.518 ± 0.022 SE), whereas by the same time the control treatment showed only slight mortality (0.030 ± 0.015 SE). For the fungal infected flies, there was no difference in mean mortality between males (0.517 ± 0.020 SE) and females (0.542 ± 0.021 SE; *P* = 0.240). Whilst the variation between mitotype lines in survivorship following *B. bassiana* infection was of similar magnitude to the *S. marcescens* experiment, the degree to which this variation in the mitotype line-set exceeded the introgression control lines was more modest in comparison (Figure 1b). Mean mortality between mitotypes in the infected treatment ranged from
0.450 (± 0.073 SE) to 0.738 (± 0.092 SE), and for the introgression control lines from 0.414 (± 0.040 SE) to 0.538 (± 0.062 SE) (Figure 1b). The variance between mitotype lines (0.0010; 95%CI: 0.0001–0.058) was twice that in the introgression control lines (0.00054; 95%CI: 0.00015–0.055), however there was substantial overlap in the credible intervals of these estimates and the variances were not significantly different ($P = 0.424$). We did not consider the pattern of mortality variation between mitotype lines in the control infection treatment because so few flies died (33 of 831) that the accuracy of the between-line variance estimate was extremely low. To further emphasise the lack of variation between mitotype lines for $B. bassiana$ infection survivorship, the random effect of mitotype was associated with only 4.6% (95%CI: 0.0036–20.2) of the residual variance after accounting for the fixed effects.

Figure. 2: Variation between five nuclear genotypes in mortality following (a) bacterial ($S. marcescens$) and (b) fungal ($B. bassiana$) injection. Susceptibility of each nuclear genome was estimated five times, in combination with five different mitochondrial haplotypes: bars show nuclear genotype means (± se). The variation is significant for both pathogens (Tables 1 and 2).
Figure. 3: Variation between five mitochondrial haplotypes in mortality following (a) bacterial (*S. marcescens*) and (b) fungal (*B. bassiana*) injection. Susceptibility of each mitochondrial haplotype was estimated five times, when backcrossed onto five different nuclear genotypes: bars show mitotype means (± se). The mitotype variation is significant for bacterial, but not fungal susceptibility (Tables 1 and 2).

### 3.4.2. Mitonuclear epistasis strongly influenced pathogen susceptibility variation

I investigated the influence of mitonuclear epistasis on survival following *S. marcescens* and *B. bassiana* infection by assaying infection susceptibility in 25 lines, comprising five mitochondrial haplotypes crossed onto five nuclear backgrounds. We partitioned the infection susceptibility variation into variance caused by differences in the nuclear genome (Figure 2), variance caused by mitochondrial genetic differences (Figure 3), and the epistasis effect caused by specific interactions between the two genomes (Figure 4). Mortality following *S. marcescens* injection reached 0.512 (± 0.016 SE, n = 1994) by 18 hours P.I., whilst over this time no control flies died (n=1000). Mean mortality in the bacteria-
injected flies varied significantly between the five nuclear genomes (from 0.448 (± 0.036 SE) to 0.569 (± 0.032 SE); Figure 2a, Table 1); a comparable level of mortality variation existed across the five mtDNA haplotypes (from 0.472 (± 0.300 SE) to 0.589 (± 0.038 SE); Figure 3a, Table 1).

Table 1: A variance components analysis for susceptibility to S. marcescens

<table>
<thead>
<tr>
<th>Variable</th>
<th>d.f</th>
<th>Deviance</th>
<th>% Total deviance</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block</td>
<td>3</td>
<td>89.86</td>
<td>20.22</td>
<td>2.2x10^-16</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>6.94</td>
<td>1.56</td>
<td>0.0085</td>
</tr>
<tr>
<td>Nuclear genotype</td>
<td>4</td>
<td>17.53</td>
<td>3.94</td>
<td>0.0015</td>
</tr>
<tr>
<td>Mitotype</td>
<td>4</td>
<td>16.09</td>
<td>3.62</td>
<td>0.0029</td>
</tr>
<tr>
<td>Sex x nuclear genotype</td>
<td>4</td>
<td>22.85</td>
<td>5.14</td>
<td>0.0001</td>
</tr>
<tr>
<td>Sex x mitotype</td>
<td>4</td>
<td>2.26</td>
<td>0.51</td>
<td>0.6884</td>
</tr>
<tr>
<td>Nuclear genotype x mitotype</td>
<td>16</td>
<td>45.08</td>
<td>10.14</td>
<td>0.0001</td>
</tr>
<tr>
<td>Sex x nuclear genotype x mitotype</td>
<td>16</td>
<td>27.74</td>
<td>6.24</td>
<td>0.0339</td>
</tr>
<tr>
<td>Residual</td>
<td>147</td>
<td>216.16</td>
<td>48.63</td>
<td>-</td>
</tr>
</tbody>
</table>

A variance components analysis testing the contribution of different genetic effects to variation in susceptibility to the bacterium S. marcescens. We infected 25 different D. melanogaster lines, comprising five mitochondrial haplotypes crossed to five nuclear genetic backgrounds. d.f stands for degrees of freedom.
Figure 4: The role of mitonuclear epistasis in driving pathogen susceptibility variation to
(a) the bacterium *S. marcescens* and (b) the fungus *B. bassiana*. Five mitochondrial
haplotypes were each backcrossed to five nuclear genotypes. The five mitotypes are each shown by a different symbol (open/closed square, circle or triangle) grouped according to the nuclear genotype they were crossed to, which is indicated by the x-axis (N1-N5). Points show mean mortality ± se. Grey horizontal lines denote the overall mean mortality for each nuclear genotype. For both pathogens, the pattern of mortality variation between mitotype lines was significantly influenced by which nuclear genotype they were crossed to (see text and Tables 1 and 2).

Furthermore, susceptibility of particular mitotypes to *S. marcescens* depended sharply on the particular nuclear genotype with which they were expressed (Figure 4a): the statistical interaction between mitochondrial and nuclear genomes was highly significant (Table 1). Our analysis revealed that the magnitudes of the effects of nuclear and mitochondrial genetic variation on infection survival were similar, whilst variation in bacterial susceptibility associated with mitonuclear epistasis was more than twice as great as the individual effects of either genome (Table 1). In this experiment female mortality following bacterial injection (0.541 ±
0.022 SE) was significantly greater than male (0.484 ± 0.022 SE, Table 1). The impacts of nuclear genetic variation and the mitonuclear epistasis effect were sex-specific (interactions between sex and the genotype terms were significant), but susceptibility differences between mitotypes were consistent across the sexes (Table 1).

Table. 2: A variance components analysis for susceptibility to *B. bassiana*

<table>
<thead>
<tr>
<th>Variable</th>
<th>d.f</th>
<th>Deviance</th>
<th>% Total deviance</th>
<th>Total deviance</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block</td>
<td>3</td>
<td>11.97</td>
<td>1.78</td>
<td>0.0075</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>23.35</td>
<td>3.47</td>
<td>1.35x10^-6</td>
<td></td>
</tr>
<tr>
<td>Nuclear genotype</td>
<td>4</td>
<td>261.67</td>
<td>38.85</td>
<td>2.20x10^-16</td>
<td></td>
</tr>
<tr>
<td>Mitotype</td>
<td>4</td>
<td>8.00</td>
<td>1.19</td>
<td>0.0915</td>
<td></td>
</tr>
<tr>
<td>Sex x nuclear genotype</td>
<td>4</td>
<td>14.78</td>
<td>2.20</td>
<td>0.0052</td>
<td></td>
</tr>
<tr>
<td>Sex x mitotype</td>
<td>4</td>
<td>7.78</td>
<td>1.15</td>
<td>0.1001</td>
<td></td>
</tr>
<tr>
<td>Nuclear genotype x mitotype</td>
<td>16</td>
<td>41.01</td>
<td>6.09</td>
<td>0.0006</td>
<td></td>
</tr>
<tr>
<td>Sex x nuclear genotype x mitotype</td>
<td>16</td>
<td>16.54</td>
<td>2.46</td>
<td>0.4156</td>
<td></td>
</tr>
</tbody>
</table>

This table shows a variance components analysis testing the contribution of different genetic effects to variation in susceptibility to the fungus *B. bassiana*. Twenty-five different *D. melanogaster* lines were infected, comprising five mitochondrial haplotypes crossed to five nuclear genetic backgrounds. d.f stands for degrees of freedom.

In the fungal susceptibility experiment, mortality of *B. bassiana* injected flies was 0.52 (± 0.019 SE, n=1939) seven days P.I., considerably greater than in the control treatment (0.02 ±0.007 SE, n=951). Significant susceptibility variation
existed between the five nuclear genetic backgrounds (range from 0.279 (± 0.033 SE) to 0.757 (± 0.028 SE); Figure 2b, Table 2), but the variation between mtDNA haplotypes was not individually significant (Figure 3b, Table 2). However, the mortality rank order of the mitochondrial genotypes varied when they were crossed onto different nuclear backgrounds: there was a significant interaction term between the nuclear and mitochondrial genotypes (Figure 4b, Table 2). We attempted to verify that the mortality variation between lines following pathogen injection was due to differences in infection susceptibly, rather than intrinsic survival variation unrelated to infection. That only 32 control flies died across this entire experiment argues against pronounced intrinsic viability variation between lines. To investigate further, we also tested for a nuclear genotype x mitotype x infection treatment interaction, which did not quite reach significance ($\chi^2_{(16)} = 24.75; P = 0.074$); however, the low control mortality makes this test conservative. In this experiment, males (0.572 ± 0.027 SE) were significantly more likely to die than females (0.460 ± 0.028 SE) following fungal spore injection (Table 2). The magnitude of this sex difference varied between nuclear genotypes but there was no sex specific component to the impact of mtDNA or mitonuclear epistasis on fungal susceptibility variation (Table 2).
3.5. Discussion

Here, to our knowledge for the first time, we report that naturally occurring genetic variation in the mitochondrial genome influences survival following pathogenic infection. In a set of experimental *D. melanogaster* lines challenged with the bacterial pathogen *S. marcescens* we found significant survival differences between mtDNA haplotypes. This occurred both in an experiment comparing 22 haplotypes on a single nuclear genetic background and when five of these haplotypes were introgressed onto each of five nuclear genomes. However, in parallel experiments we found no strong evidence that mitochondrial genetic variation influenced susceptibility to the entomopathogenic fungus *B. bassiana*. In addition, for *S. marcescens*, the disease susceptibility differences between mtDNA haplotypes were significantly influenced by the nuclear genetic background on which they are expressed, demonstrating a strong effect of mitonuclear epistasis on infection susceptibility.

Many studies have characterised genetic variation in host resistance to infectious disease, yet these have never considered whether the genetic variation is encoded in the nuclear or the mitochondrial genome (Hill 1998, Lazzaro et al. 2004, Tinsley et al. 2006). Association studies have made major progress in identifying the nuclear loci at which variation driving individual differences in pathogen susceptibility exists; however, these still reveal substantial missing heritability. For example, the genome wide association study of Magwire *et al.* (2012) demonstrated that viral resistance in *D. melanogaster* was influenced by a
small number of major-effect loci, but these explained less than 50% of the genetic variation. It has been suggested that the missing heritability results from the sum effect of minor loci (Hill 2012). Our data provide an alternative explanation: this variation may be explained by the previously neglected mitochondrial genome.

### 3.5.1. The evidence that mtDNA variation influences pathogen susceptibility

We used 20 generations of backcrossing to introgress mitotypes onto isogenic nuclear genetic backgrounds in order to compare their disease susceptibility. This method benefits from the ability to replace the entire original nuclear genome; however, it has been criticised because selection for nuclear alleles that are co-adapted with particular mtDNA haplotypes might potentially prevent full genome replacement (Clancy 2008). To assess if this was the case, we used the same backcrossing process and the same nuclear background to generate a set of control lines that shared identical mitochondrial genomes. This enabled us to experimentally verify that the marked variation in *S. marcescens* susceptibility across our mtDNA haplotypes substantially exceeded that in the control lines and was not due to incomplete nuclear genome replacement. In contrast, although variation in survival following *B. bassiana* infection across our mtDNA haplotype lines was greater than across the control lines, this difference was not significant, suggesting that any effect of mtDNA haplotype on susceptibility to this pathogen was small in comparison.

To provide further evidence that sequence polymorphism in the mitochondrial genome caused these disease susceptibility differences, we tested whether the
pattern of pathogen susceptibility variation between the mtDNA haplotypes was associated with their phylogenetic relatedness. For *S. marcescens*, the topology of the mitochondrial phylogeny (based on the entire mtDNA genome sequence) explained approximately two thirds of the between-haplotype susceptibility differences, indicating a mitochondrial genetic basis for variation in susceptibility to infection. We do not have the power to identify the individual mtDNA nucleotide differences influencing pathogen defence. However, sequence variation across the phylogeny was low: 45 sites were variable, the maximum pairwise divergence between any two haplotypes was 21 bases, and the mean pairwise divergence was 5.90 (±0.40 SE) bases. Therefore, it is likely that the differences in disease susceptibility are caused by relatively few mtDNA loci of relatively large effect.

3.5.2. The magnitude of mtDNA effects on pathogen susceptibility

I studied five mitochondrial haplotypes, each crossed onto five different nuclear backgrounds, revealing that the impact of mtDNA variation on *S. marcescens* susceptibility was of a similar magnitude to the impact of variation in the nuclear genome. The equal contribution of mitochondrial and nuclear genomes seems remarkable given that the nuclear genome has three orders of magnitude more genes than the mitochondrial genome. However, mitochondrial function is probably particularly important for host responses to pathogens. Hosts undertake major infection-induced shifts in metabolism (Bashir-Tanoli and Tinsley 2014); also, mitochondrially-derived reactive oxygen species and other molecules are frequently involved in regulating immune defence (West *et al.* 2011). Mitochondrial
genetic variation may be made even more important because many microbial pathogens have evolved virulence mechanisms that directly target mitochondrial function, principally due to the mitochondrion’s role in integrating pro- and anti-apoptotic signals. Bacteria that produce toxins that specifically interact with mitochondrial pathways to induce host cell apoptosis include Clostridium difficile, Helicobacter pylori, Neisseria gonorrhoeae and Staphylococcus aureus (Jiang et al. 2012). Viral pathogens, including Hepatitis C Virus, Human Immunodeficiency Virus and Influenza A Virus also directly alter mitochondrial function during infection (Anand and Tikoo 2013). It is notable that the fungus B. bassiana, for which we did not find evidence of mtDNA effects on susceptibility, is not known to interact with mitochondria. In contrast, the bacterium S. marcescens exerts virulence by synthesising prodigiosin, which induces apoptosis in host cells by interfering with mitochondrial membrane permeability (Llagostera et al. 2003). These specific interactions between pathogen toxins and host mitochondria, combined with our data, raise the possibility that the mitochondrial genome may be an overlooked central player at the forefront of many host-pathogen coevolutionary relationships.

3.5.3. Implications of mtDNA-encoded variation for host-pathogen evolution

The mitochondrial genomes we studied all came from a single wild population and differed considerably in their pathogen susceptibility. This demonstrates the potential for natural selection to act directly on mtDNA haplotype frequencies during disease epidemics and for disease resistance to evolve through mtDNA evolution. Mitochondrial DNA is inherited as a single linkage group and influences
a number of phenotypes (Ballard et al. 2007, Clancy 2008, Christie et al. 2011); therefore, such pathogen-driven mtDNA evolution could drive non-adaptive change in a variety of unrelated traits. However, the significance of the mtDNA-encoded infection variation we discovered for the evolution of pathogen resistance is more complex. On the one hand, the selection pressures generated by pathogens during disease epidemics can be amongst the strongest evolutionary forces (Haldane 1949). On the other, the efficacy of selection on the mitochondrial genome is generally considered weak due to haploidy, uniparental inheritance and infrequent recombination (Ballard and Whitlock 2004).

We investigated the potential for mitonuclear epistasis to influence pathogen susceptibility variation by studying a set of nuclear genomes with which our mtDNA chromosomes shared recent coevolutionary history. We found that S. marcescens defence was influenced by strong mitonuclear epistasis interactions, which explained more susceptibility variation than the nuclear and mitochondrial main-effects put together. Given this, pathogen-driven evolution in mtDNA could trigger dynamic evolutionary responses at nuclear loci, and vice versa. For epistasis to play a major part determining disease resistance in natural populations the alleles concerned must be at appreciable frequencies; however, for most nuclear loci, alleles are at extreme frequencies, suggesting that the general role of epistasis in influencing phenotypic variation may be small (Hill et al. 2008, Hall and Ebert 2013). Our panel of genotypes provides little information about likely allelic frequencies in the field. However, it is possible that mitonuclear epistasis may be a special case because many species have mitochondrial haplotypes at intermediate frequencies (Torroni et al. 1996, Garcia-Martinez et al. 1998). We
note that our nuclear genotypes were fully inbred, preventing assessment of how dominance influences this phenotypic variation and potentially influencing our quantification of epistasis effects. Our analysis suggested that susceptibility to the fungus *B. bassiana* may also be influenced by interactions between particular nuclear and mitochondrial genotypes. However, our comparison between fungal susceptibility variation across the introgression control lines with that across the mitochondrial lines did not verify that the line variation in *B. bassiana* survival originated in the mitochondrial genome, therefore we hold back from drawing firm conclusions about how mitonuclear epistasis influences infection with this pathogen.

One of the most-debated topics in host-parasite coevolution is how considerable genetic variation for disease resistance persists in natural populations despite strong selection from pathogens. Explanations range from genetic specificity and negative frequency dependent selection, through to the impact of genotype by environment interactions in spatially or temporally variable habitats (Lazzaro and Little 2009). Our data provide an alternative, powerful explanation for why genetic variation for pathogen resistance is not always eroded by parasite-mediated selection. A role for mitochondrial genetic variation, combined with strong epistasis between mitochondrial and nuclear genomes, may result in inefficient selection and relatively low heritability for disease resistance traits.

Both *S. marcescens* and *B. bassiana* are naturally pathogenic to *D. melanogaster* (Flyg et al. 1980, Tinsley et al. 2006); however, neither is a coevolved pathogen, thus it will be interesting to extend these studies to host-parasite associations with
long coevolutionary histories. The role for mitochondrial genetic variation in host-parasite coevolution will depend on the genetic specificity of interactions between mitochondrial genotypes and individual pathogen strains. Further studies are needed to investigate whether strain-specific mitotype-pathogen interactions occur.

3.5.4. Conclusion of discussion

Our data provide proof of principle that mtDNA variation can have a major role shaping the outcome of host encounters with infectious disease. This adds to increasing evidence that mtDNA variation strongly affects a range of phenotypes with strong relevance to host ecology and life-history evolution, as well as of medical and economic importance (Schutz et al. 1994, Cummins et al. 2002, Birch-Machin 2006, Ballard et al. 2007, Clancy 2008). We argue that host-pathogen interactions represent a particularly special case of mtDNA non-neutrality, partly because of the strength of pathogen-mediated selection and partly because of the large magnitude of the effect we observed for S. marcescens. Recent work indicates that naturally segregating mtDNA haplotypes in human populations influence variation in immune-relevant phenotypes (Kenney et al. 2014). Given the range of medically significant pathogens for which infection pathology results from interactions with host mitochondria, we predict that mtDNA variation will be found to be a widespread and important determinant of disease susceptibility.
Chapter 4: Sex-specific phenotypic effects of mitochondrial genomic variation: a test of the Mother’s Curse Hypothesis

In preparation for submission to Evolution

4.1. Abstract

Maternal mitochondrial inheritance means that selection operates on mitochondrial DNA (mtDNA) through its effects on females. Thus, selection is unable to purge mutations with male-specific deleterious effects. The expected male fitness loss due to this selection asymmetry is known as Mother’s Curse and may explain aspects of sexual dimorphism. We tested a central prediction of the Mother’s Curse Hypothesis: that mtDNA polymorphism should cause greater phenotypic variation in males than in females. We took 22 mitochondrial haplotypes from the same natural Drosophila melanogaster population, all backcrossed onto the same nuclear genome. We tested for sex-specific patterns in the effect of mtDNA allelic variation on 10 different phenotypic traits. Our results offer strong confirmation of the non-neutrality of mtDNA polymorphism: seven of the 10 traits were significantly influenced by mitochondrial genetic variation. However, mtDNA-driven phenotypic variation was not greater in males than in females for any of these traits. Furthermore, for most traits, we found relatively high intersexual mtDNA genetic correlations, arguing against large sex-specific phenotypic effects of mtDNA allelic variation. These data challenge the generality of the Mother’s Curse hypothesis. We suggest two principal reasons why Mother’s Curse is absent. Either mtDNA
mutations may, for mechanistic reasons, only rarely have male-specific deleterious
effects, or the nuclear genome may frequently evolve modifiers that buffer these
effects, meaning they are not evident within populations. Our work indicates that
Mother’s Curse is unlikely to be a general explanation of sexual dimorphism.
4.2. Introduction

Mitochondria are generally inherited only through females, meaning that selection on the mitochondrial genome is sex-biased. This leads to the prediction that mitochondrial genomes should be better optimised to function in females than in males (Frank and Hurst 1996). The observation of sexually asymmetric selection on the mitochondrial genome has given rise to the ‘Mother’s Curse Hypothesis’ (Gemmell et al. 2004). This suggests that relaxed or absent selection for mitochondrial function in males may result in reduced male fitness (Zeh and Zeh 2005), causing maladaptive sexual dimorphism with potentially profound consequences for population persistence (Gemmell et al. 2004). Genetic variation in mitochondrial DNA (mtDNA) was once thought to be largely neutral, however, overwhelming evidence now demonstrates that sequence polymorphism in mitochondrial genomes influences a wide diversity of traits (Dobler et al. 2014). Therefore, the potential exists for Mother’s Curse to have major pervasive impacts on male fitness.

The Mother’s Curse Hypothesis relies on the occurrence of mitochondrial genome mutations that have sex-specific effects. Mutations that have deleterious effects in males but leave female fitness relatively unaffected may not be purged by selection and reach high population frequencies (Frank and Hurst 1996). There is evidence of traits that appear to suffer from this phenomenon. Some hereditary mitochondrial diseases of humans show male-biased incidences (Kirches 2011), although this sex-bias is not universal (Sheridan et al. 2000). In addition,
mitochondrial genotypes can have antagonistic effects on fitness in males and females (Rand et al. 2001). Furthermore, genetic variation in the *Drosophila melanogaster* mitochondrial genome influences the lifespan of male flies more strongly than it does females (Clancy 2008, Camus et al. 2012). Variation in *Drosophila* mitochondrial DNA (mtDNA) also causes transcriptional variation in considerably more nuclear genes in males than it does in females (Innocenti et al. 2011). A different class of traits potentially shaped by Mother’s Curse are male-limited phenotypes such as sperm function, for which direct selection on mitochondrial function is generally not possible. Indeed the cause of some human sperm fertility defects lies in the mitochondrial genome (Ruiz-Pesini et al. 2000; May-Panloup et al. 2003; John et al. 2005). However, whilst some studies in other organisms have found strong effects of mtDNA variation on sperm traits (Dowling et al. 2007c, Smith et al. 2010), mtDNA control of male fertility is not found universally (Dowling et al. 2007a, Friberg and Dowling 2008).

Whilst the predicted evolutionary consequences of uniparental mitochondrial inheritance are clear (Frank and Hurst 1996), the extent to which these are generally realised will be dependent on several factors. First, limited direct selection on mtDNA in males may operate if some paternal transmission occurs: whilst maternal mitochondrial inheritance undoubtedly predominates, significant levels of paternal transmission have been recorded (Nunes et al. 2013). Second, selection for mitochondrial function in males might, in some circumstances, occur indirectly through selection on female siblings if kin selection or inbreeding contribute strongly to female fitness (Wade and Brandvain 2009). Third, whilst male-specific deleterious mitochondrial alleles may persist in populations, their
effects may be rapidly ameliorated by selection for nuclear genes that modify their effects; thus these loci may not influence male phenotype when mitochondria are expressed in their natural coevolved nuclear genetic background (Beekman et al. 2014). Fourth, from a mechanistic perspective, Mother’s Curse requires that mutations in mtDNA should commonly have sex-specific effects; given the principal fundamental function of mitochondria in oxidative phosphorylation, this need not be the case and has yet to be universally demonstrated.

The Mother’s Curse Hypothesis suggests that uniparental mitochondrial inheritance may lead to poor average male fitness. However, sexually dimorphic phenotypes also evolve due to divergent selection on males and females (Chen and Maklakov 2014), meaning that it is difficult to determine the role of sub-optimal mitochondrial performance in shaping average male phenotype. For this reason, the impact of Mother’s Curse, and the existence of un-purged mitochondrial alleles with male-specific deleterious effects, can instead be assessed by testing whether genetic variation in mtDNA is associated with greater phenotypic variation in males than in females (Innocenti et al. 2011, Camus et al. 2012).

Here we present the results of a multi-trait test of the Mother’s Curse hypothesis, investigating whether naturally-segregating genetic variation in the mitochondrial genome causes more phenotypic variation in males than females. We deliberately excluded sex-limited traits and instead focused on traits expressed in both sexes. We studied four traits concerning ability to overcome environmental stress (desiccation resistance, starvation resistance, recovery from carbon dioxide (CO₂) anaesthesia and chill coma recovery); two traits relating to activity (metabolic rate
and the innate response to escape a stimulus – negative geotaxis performance); two morphological traits (body size and wing size); and two pathogen susceptibility assays (survival following injection with the fungus *Beauveria bassiana* and the bacterium *Serratia marcescens*).

We studied a set of 22 *D. melanogaster* mitochondrial haplotypes that were isolated from the same wild population and were all introgressed onto the same nuclear genetic background. Unlike in some similar studies (Innocenti *et al.* 2011, Camus *et al.* 2012), this nuclear genome was isolated from the same population as the haplotypes, sharing recent coevolutionary history. We also used an introgression process to homogenise the nuclear genetic background in seven ‘introgression control’ (IC) lines that all carried identical mitochondrial haplotypes. These IC lines enabled us to assess the level of phenotypic variation that might arise in these lines that was unrelated to mtDNA effects. For each trait we tested whether phenotypic variance between the 22 haplotypes exceeded that between the IC lines, to verify that trait variation was influenced by mtDNA polymorphism.

We first tested which of the 10 traits were influenced by mitochondrial genetic variation; then, for seven traits, which were affected by mtDNA genotype we compared the mtDNA affect in males and females. To strengthen our argument that phenotypic variation originated in the mitochondrial genome we took the phylogeny derived from the whole mtDNA sequences of our haplotypes and tested whether the pattern of phenotypic variation was associated with the phylogeny topology. Mother's Curse predicts that mtDNA alleles with male-specific deleterious effects mean that haplotypes have inconsistent effects on males and
females; therefore we tested the hypothesis that inter-sexual mtDNA genetic covariances for each trait would be low. Finally, we reasoned that if the magnitude of the Mother’s Curse effect varies between traits, then the traits affected most strongly (with greatest excess mitochondrial haplotype variation in males), would be those traits with lowest inter-sexual mtDNA genetic covariances: we tested for this association. By conducting this study we also present an unbiased screen for the proportion of traits influenced by mtDNA sequence polymorphism.
4.3. Materials and methods

4.3.1. Fly crossing and stock rearing

The Drosophila genomic reference panel (DGRP) fly genotypes used in this study were originally collected in Raleigh (North Carolina) and made homozygous for their nuclear genome by 20 generations of sib-sib mating (Mackay et al. 2012). These had subsequently been treated to remove symbiotic bacteria such as Wolbachia (two generations with tetracycline) and to eliminate viral infections (embryo dechorionation with sodium hypochlorite); treatments were conducted at least 10 generations prior to this research (Magwire et al. 2012).

We made 22 mtDNA lines, each carrying a mitochondrial haplotype selected from the DGRP set by replacing the original nuclear genomes through 20 generations of backcrossing to a single nuclear genotype from the DGRP. To provide a measure for the efficiency of our backcrossing process to eliminate residual nuclear genetic variation we created seven ‘introgression control’ (IC) lines by taking DGRP lines, crossing their males to females of the back-cross genotype used above, then backcrossing to this genotype for a further 19 generations. Further details of this crossing scheme were described previously in chapter three.

All fly rearing and experiments were done in a controlled environment room at 25°C, 70% relative humidity and 12 h light/dark cycle using Lewis food medium (Lewis 1960) unless otherwise stated. For all experiments flies were bred in bottles: using only three females with two males, and allowing oviposition for only three days ensured low larval density. Following offspring eclosion, 3-day old flies
were sorted into single-sex groups of 10 flies after short CO$_2$ anaesthesia and placed in food vials without additional dry yeast. Unless otherwise stated, flies were 4 days old (~18 h after sorting) when the following experiments began.

4.3.2. **Desiccation resistance**

Single sex 10-fly groups were tipped from food vials into empty vials; dead flies were first recorded after 6 h, then every 2 h until complete mortality at 71 h. In total 120 flies were studied per genotype, split between six replicate blocks. Mortality times for each fly were used as the response variable in statistical analyses.

4.3.3. **Starvation resistance**

Sterile cotton wool balls saturated with sterile distilled H$_2$O were placed into empty vials and single sex 10-fly groups tipped into them. Subsequent mortality was recorded every 5 h between 7 h and 92 h post set-up, until all flies were dead. The sample size and response variable were the same as the desiccation resistance experiment.

4.3.4. **Recovery from CO$_2$ anaesthesia**

Flies were subjected to CO$_2$ anaesthesia for 10 min. To achieve this six fly vials (without food) were connected in parallel using tubing, single sex 10-fly groups were tipped into these vials, then humidified CO$_2$ was passed through. To assess
recovery, single anaesthetised flies were transferred into individual wells of a 24-well microtitre plate with lid; the time until flies recovered (when they first stood up) was recorded. Flies were observed every minute for 60 min, until all recovered. 100 flies per genotype were used across five replicate blocks. Data were recorded as recovery time in minutes.

4.3.5. Chill coma recovery

Recovery from chill coma was investigated following methods of Linderman et al. (2012). Briefly, single sex 10-fly groups were sorted into food vials when 3 days old, then stored for approximately 40 h until 5 days old. Flies were then transferred to empty fly vials, which were placed in melting ice for 4 h. Afterwards, single chilled flies were transferred into individual wells in chilled 24-well microtitre plates with lids; plates were then transferred to 25°C and the time for each fly's recovery was recorded. Sample sizes, recovery criteria and recording time interval were identical to the CO₂ anaesthesia recovery experiments.

4.3.6. Negative geotaxis

We assessed the speed of response to stimulus using negative geotaxis assays following Gargano et al. (2005). A total of 90 flies per line were subjected to climbing speed assays in three replicate blocks. Flies were placed into vials in single-sex 10-fly groups, then 18 h later (without further CO₂ anaesthesia) were tipped into 12 cm long clear plastic tubes, made by joining two standard fly vials; five such tubes were arranged in an array to allow simultaneous assessment of 50
flies. The array was placed upright in front of a light box. After a 1 min acclimation period the tube array was tapped sharply on the bench three times (in ~4 sec), then the distance flies climbed was recorded by taking a photograph 4 sec after the last tap (camera: Fujifilm Finepix S4500, 14 mega pixel); this procedure was repeated a further two times for each set of flies with a 1 min recovery interval between assays. ImageJ (Schneider et al. 2012) was used to manually plot the position of each fly on photos to determine the distance flies had climbed.

4.3.7. Metabolic rate

A total of 180 flies per genotype in single sex 10-fly groups were subjected to metabolic rate measurements in nine replicate blocks. Metabolic rate was assessed using published methods (Bashir-Tanoli and Tinsley 2014). Briefly, an infra-red gas analyser (IRGA, EMG4 – PP systems) was used to detect the rate of CO₂ production by single-sex 10-fly groups at 25°C in a sealed chamber of known volume. After a 2 min acclimation phase, the IRGA assessed CO₂ concentration every 1.6 sec for 3 min; CO₂ efflux rate was calculated by liner regression and converted to nmole CO₂ per h per fly for use in further analyses.

4.3.8. Body weight

Flies were weighed 3 days after eclosion. Twelve 10-fly groups were weighed per line, six of each sex: there were six experimental blocks, with both sexes and all lines represented in each. Flies were sorted into 10-fly single-sex groups when 2
days old, then on day three each group was anaesthetised by brief CO₂ exposure and weighed using a digital balance (PI 225D, Denver Instruments) recording to an accuracy of 0.001 mg.

4.3.9. Wing size measurement

Flies were frozen at -80°C 3 days after eclosion. Later, pairs of wings were cut from the thorax using fine scissors and stuck to white paper. Left and right wings were photographed at 40x magnification using a stereomicroscope (Leica MZ12.5); images were captured with a camera (Olympus) controlled by the computer software Eye TV Recorder 3.5.2 (Elgato). Both wings from ten flies of each sex per line were measured: 1160 wings in total. Wing area was determined by tracing the edge of the wing using the ImageJ polygon function (Schneider et al. 2012) and later converted to mm².

4.3.10. Disease susceptibility

We assessed variation in susceptibility to both a fungal pathogen (B. bassiana, strain from Tinsley et al. (2006)) and a bacterial pathogen (S. marcescens, strain DB11 from Flyg et al. (1980)). These methods, and some of the data have previously been described in chapter three. Briefly, each fly was anesthetised with CO₂ and injected with either live B. bassiana conidiospores suspended in oil or live S. marcescens in Luria Broth; controls received blank oil or sterile broth injections respectively. For each pathogen, eight and four vials of flies (mean 9.8 flies per vial) per line were used in the infected and control treatments respectively. Data
presented are proportional survival, 9 days post-injection for \textit{B. bassiana} and 18 hours post-injection for \textit{S. marcescens}. In total we used 6,852 flies.

4.3.11. \textbf{Statistical analysis}

All data analysis was carried out in R version 3.0.2 (R Development Core Team 2013) using the MCMCglmm package (Hadfield, 2010). Mitochondrially encoded genetic variation for the 10 phenotypic traits was investigated using general linear mixed effects models. Weakly informative inverse wishart priors (following Hadfield (Hadfield, 2010)) were selected after verifying efficient Markov chain sampling. Unless otherwise stated, models were run for 300,000 iterations; this included a burn-in period of 50,000 iterations, after which the Markov chain was sampled every 250-iterations. To formally test if variances differed between paired treatment groups, we generated P values by calculating the proportion of the 1000 posterior samples for which one variance exceeded the other. Parameter estimates were calculated as means from the posterior distribution alongside their 95\% credible intervals (CI).

\textbf{Testing for phenotypic differences between mtDNA haplotypes.} For each trait we assessed whether the phenotypic variance across the 22 mtDNA lines (which had different haplotypes) differed from the variance across the seven IC lines (which all carried the same haplotype): 'line set' (mtDNA or IC) was a fixed effect in all analyses, along with the effect of fly sex. For the wing size analysis we also had an additional fixed effect of 'side' (right or left); for pathogen susceptibility
analyses the effect of treatment (infected or uninfected) was also included. All models contained a random effect of ‘line’. For experiments where individually-assayed flies were housed in the same vial during experiments (desiccation and starvation resistance; recovery from chill coma and CO$_2$ anaesthesia; and negative geotaxis) ‘vial’ was a random effect. Models also included a random effect of ‘block’, except for wing size analyses, where ‘fly’ was used as an individual-level random effect. To compare variances across the mtDNA and IC line sets we specified an interaction between ‘line’ and ‘line set’, constraining the covariance between line sets to zero; residual error variances were heterogeneous for the two line sets. We then repeated these analyses using only the mtDNA line-set to test for sex-specific effects of mtDNA variation. We specified an interaction between ‘sex’ and the random effect of line, using an unstructured covariance matrix to assess the association between patterns of variation in males and females.

**Testing for inter-trait genetic covariances.** To investigate if all the traits responded independently to the mtDNA-encoded allelic variation, the data from only the mtDNA lines for the traits that varied between haplotypes were pooled together, using an additional variable ‘trait’ to distinguish the different assays in the data frame. Models included the same terms as above, but also an additional random effect interaction between ‘trait’ and ‘line’, using an unstructured covariance matrix to calculate individual covariances for each trait pair.

**Testing the association between mtDNA genome polymorphism and trait variation.** Richardson *et al.* (2012) determined the phylogeny for all the
mitochondrial haplotypes in the DGRP flies based on their whole mtDNA genome sequences. We pruned the Richardson et al. (2012) tree to yield the tree topology for 20 out of the 22 mtDNA lines for which we could find definitive matches. We used MCMCglmm with parameter-expanded priors to subdivide the between-haplotype variance into a variance term associated with the phylogeny and a residual line-specific component. For seven traits that were affected by mtDNA variation we calculated the phylogenetic heritability: the proportion of the between-line variance explained by the phylogenetic effect (Longdon et al. 2011). For these analyses only data from the mtDNA lines were used. Fixed and random effects were the same as described above; however, these analyses also included an additional random effect for the phylogeny (using the ‘animal’ specification). To determine whether the phylogeny topology influenced phenotypic variation in males and females differently, we took the data for the two sexes separately and calculated the phylogenetic heritability for each. The phylogenetic effect models were run for 1,000,000 iterations with a burn-in period of 50,000 iterations; the chain was then sampled every 400-iterations.
4.4. Results

4.4.1. Variation in the mitochondrial genome influences phenotypic variation for many phenotypic traits

We first evaluated the evidence that mitochondrial haplotypes differ in their phenotypic effects for each of the 10 traits we studied. We assessed whether the phenotypic variance between the 22 different mtDNA lines exceeded that of the seven IC lines carrying the same mitochondrial haplotype. Six of the 10 traits demonstrated significantly higher phenotypic variance amongst the mtDNA lines compared to the IC lines (Figure 1 and Table 1). These traits were: desiccation resistance, recovery from CO$_2$ anaesthesia, chill coma recovery, body weight, wing size and bacterial infection susceptibility (Figure 1 and Table 1). For a seventh trait, metabolic rate, whilst the mtDNA line variance considerably exceeded that of the IC lines, this comparison did not quite reach significance ($P = 0.053$). However, for three traits there was no evidence of an effect of mtDNA variation: the mtDNA line variance clearly did not exceed that for the IC lines for starvation resistance, negative geotaxis performance and fungal pathogen susceptibility (Figure 1 and Table 1). Variance comparisons for metabolic rate ($P = 0.053$) and body weight ($P = 0.043$) were both close to the significance threshold; therefore, to account for Monte Carlo error in our estimates, the models were run 10 times and the P values reported here represents the average significance that was calculated from 10 model runs.
Figure 1: The impact of mtDNA variation on 10 different traits in *D. melanogaster*. Each panel shows the line means and standard errors for 22 mtDNA lines (M, which carried different mitochondrial haplotypes introgressed onto the same nuclear genome) and seven (IC) introgression control lines (which all carried an identical mitochondrial and nuclear genome). The significance of the difference in the between-line variance for the mtDNA and IC lines is given by the P-values, derived from linear mixed effects models (see text).
Table 1: Phenotypic variance of mtDNA and IC lines for 10 different traits

<table>
<thead>
<tr>
<th>Phenotypic trait</th>
<th>Variance with 95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Introgression controls</td>
<td>mtDNA lines</td>
</tr>
<tr>
<td>Desiccation resistance</td>
<td>1.262 [2.10×10^{-4}–4.685]</td>
<td>13.77 [5.906–24.38]</td>
</tr>
<tr>
<td>CO₂ anaesthesia recovery</td>
<td>0.186 [4.10×10^{-4}–0.783]</td>
<td>2.556 [0.805–4.664]</td>
</tr>
<tr>
<td>Chill coma recovery</td>
<td>0.076 [1.26×10^{-5}–0.396]</td>
<td>1.778 [0.266–3.625]</td>
</tr>
<tr>
<td>Negative geotaxis</td>
<td>0.961 [0.036–2.461]</td>
<td>0.199 [7.02×10^{-3}–0.445]</td>
</tr>
<tr>
<td>Metabolic rate</td>
<td>2.649 [1.01×10^{-4}–13.58]</td>
<td>34.29 [3.02×10^{-4}–76.42]</td>
</tr>
<tr>
<td>Body weight</td>
<td>0.510 [1.01×10^{-3}–1.802]</td>
<td>2.40 [0.890–4.3]</td>
</tr>
<tr>
<td>Wing size</td>
<td>0.054 [1.10×10^{-4}–0.193]</td>
<td>1.360 [0.530–2.383]</td>
</tr>
<tr>
<td>Fungal susceptibility</td>
<td>0.004 [1.38×10^{-6}–0.019]</td>
<td>0.007 [1.36×10^{-6}–0.038]</td>
</tr>
<tr>
<td>Bacterial susceptibility</td>
<td>0.004 [1.55×10^{-6}–0.015]</td>
<td>0.181 [0.045–0.348]</td>
</tr>
</tbody>
</table>

Comparison of the phenotypic variance for 10 traits across the 22-mtDNA lines (which carried different haplotypes) with the seven (IC) introgression control lines (which carried the same haplotype). 95% credible intervals of variances and P values for each comparison are given.
Table 2: Assessing the impact of mtDNA phylogenetic ancestry on phenotypic variation for 10 traits

<table>
<thead>
<tr>
<th>Phenotypic trait</th>
<th>Variance with 95% CI</th>
<th>Phylogenetic heritability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phylogeny</td>
<td>mtDNA lines</td>
</tr>
<tr>
<td>Desiccation resistance</td>
<td>18.17 [6.28x10⁻⁶ – 54.33]</td>
<td>8.091 [0.020 – 17.61]</td>
</tr>
<tr>
<td>CO₂ anaesthesia recovery</td>
<td>2.652 [2.99x10⁻⁷ – 9.091]</td>
<td>1.033 [1.63x10⁻⁵ – 28.49]</td>
</tr>
<tr>
<td>Chill coma recovery</td>
<td>2.350 [2.93x10⁻⁶ – 9.052]</td>
<td>2.891 [0.433 – 6.211]</td>
</tr>
<tr>
<td>Metabolic rate</td>
<td>90.46 [9.87x10⁻⁸ – 0.932]</td>
<td>15.27 [2.93x10⁻⁶ – 54.39]</td>
</tr>
<tr>
<td>Body weight</td>
<td>0.010 [4.78x10⁻⁵ – 255.35]</td>
<td>0.002 [4.69x10⁻¹⁰ – 4.01x10⁻³]</td>
</tr>
<tr>
<td>Wing size</td>
<td>0.001 [3.69x10⁻¹⁰ – 5.01x10⁻⁹]</td>
<td>0.001 [3.01x10⁻⁴ – 0.003]</td>
</tr>
<tr>
<td>Bacterial susceptibility</td>
<td>0.021 [3.96x10⁻⁹ – 0.051]</td>
<td>0.010 [2.09x10⁻⁹ – 0.012]</td>
</tr>
</tbody>
</table>

This table tests the extent to which the mtDNA phylogeny explains the pattern of variation across mitochondrial haplotypes. For each trait the between-line variance was separated into a component associated with the mtDNA phylogenetic tree (phylogeny) and a residual line-specific component (mtDNA lines). The phylogenetic heritability gives the proportion of between-line variance explained by the phylogeny. Errors are 95% credible intervals.
4.4.2. The mitochondrial phylogeny explains phenotypic variance across mitochondrial haplotypes

To provide further evidence that sequence variation in the mitochondrial genome influenced this diverse array of phenotypes, we tested the degree to which the phylogeny of the whole mitochondrial genomes (Figure 2) explained the pattern of phenotypic variation across 20 of the mtDNA lines. By partitioning the between-line phenotypic variance into a component explained by the phylogeny and a residual component due to the line-specific factors, we calculated the phylogenetic heritability, giving the proportion of between-line variance associated with the
Out of the seven traits for which the mtDNA line variance exceeded that of the IC lines (above), the highest phylogenetic heritabilities were found for metabolic rate and bacterial susceptibility (Table 2). Desiccation resistance, CO₂ anaesthesia recovery and body weight demonstrated intermediate phylogenetic heritabilities (Table 2). The lowest phylogenetic heritability was found for chill coma and wing size (Table 2).

### 4.4.3. Mitochondrial haplotypes have independent effects on different phenotypic traits

Next we investigated the extent to which mitochondrially encoded genetic variation influenced the seven traits independently. By fitting bivariate-response mixed effect models for the 22-mtDNA line dataset we estimated the genetic covariances between the traits and also the inter-trait correlation coefficients (Table 3). There were no trait-pairs where the genetic covariance was significant: in all cases the 95% credible intervals overlapped zero. Nevertheless, some traits had relatively larger, but non-significant, inter-trait genetic correlation values. The strongest associations were a positive correlation between performance in the desiccation resistance and bacterial susceptibility assays (-0.465; 95%CI, -0.875 – 0.087), as well as a negative association between performance in the bacterial assay and metabolic rate (-0.447; 95%CI, -0.908 – 0.139).
Table 3: An assessment of inter-trait genetic associations for seven traits across 22 mitochondrial haplotypes

<table>
<thead>
<tr>
<th>Inter-trait correlation coefficient with 95% CI</th>
<th>DR</th>
<th>CO₂</th>
<th>CC</th>
<th>MR</th>
<th>BW</th>
<th>WS</th>
<th>BS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR</td>
<td>-</td>
<td>0.264</td>
<td>-0.057</td>
<td>0.096</td>
<td>0.035</td>
<td>-0.211</td>
<td>-0.465</td>
</tr>
<tr>
<td>CO₂ [0.244 – 0.759]</td>
<td>[0.598 – 0.510]</td>
<td>[0.594 – 0.709]</td>
<td>[-0.521 – 0.567]</td>
<td>[-0.701 – 0.318]</td>
<td>[-0.875 – 0.087]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC -0.781</td>
<td>1.358</td>
<td>-</td>
<td>-0.328</td>
<td>-0.282</td>
<td>-0.247</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>MR [0.651 – 0.792]</td>
<td>[0.491 – 0.162]</td>
<td>[0.411 – 0.140]</td>
<td>-</td>
<td>0.287</td>
<td>-0.036</td>
<td>-0.447</td>
<td></td>
</tr>
<tr>
<td>BW 0.026</td>
<td>-0.056</td>
<td>0.111</td>
<td>0.04</td>
<td>-</td>
<td>0.205</td>
<td>-0.154</td>
<td></td>
</tr>
<tr>
<td>WS 0.076</td>
<td>-0.038</td>
<td>0.010</td>
<td>-3.02x10-6</td>
<td>0.001</td>
<td>-</td>
<td>0.294</td>
<td></td>
</tr>
<tr>
<td>BS -0.375</td>
<td>0.004</td>
<td>0.097</td>
<td>-0.111</td>
<td>-0.002</td>
<td>0.003</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>[0.101 – 0.190]</td>
<td>[0.270 – 0.240]</td>
<td>[0.120 – 0.301]</td>
<td>[-0.030 – 0.011]</td>
<td>[-0.010 – 0.012]</td>
<td>[-0.004 – 0.011]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table gives the inter-trait genetic covariances and the inter-trait genetic correlation coefficients with their 95% credible intervals. The phenotypic traits are: DR = desiccation resistance, CO₂ = CO₂ anaesthesia recovery, CC = chill coma recovery, MR = metabolic rate, BW = bodyweight, WS = wing size and BS = bacterial susceptibility.
Table 4: Sexual dimorphism in the 10 phenotypes. Traits means are given along with 95% credible intervals and P values

<table>
<thead>
<tr>
<th>Phenotypic trait</th>
<th>Trait mean with 95% CI</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desiccation resistance</td>
<td>39.194 [37.43 –40.93]</td>
<td>27.29 [24.94 –29.97]</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Starvation resistance</td>
<td>57.84 [54.86 – 61.40]</td>
<td>38.46 [34.83 – 42.72]</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Metabolic rate</td>
<td>122.81 [74.83 – 162.36]</td>
<td>108.98 [57.54 –152.29]</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Body weight</td>
<td>1.250 [1.220 – 1.281]</td>
<td>0.780 [0.731 – 0.830]</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Wing size</td>
<td>1.311 [1.290 – 1.322]</td>
<td>1.151 [1.130 – 1.172]</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Fungal susceptibility</td>
<td>0.552 [0.361 – 0.732]</td>
<td>0.542 [0.270 – 0.792]</td>
<td>0.694</td>
<td></td>
</tr>
<tr>
<td>Bacterial susceptibility</td>
<td>0.591 [0.481 – 0.701]</td>
<td>0.631 [0.491 – 0.791]</td>
<td>0.042</td>
<td></td>
</tr>
</tbody>
</table>

4.4.4. Most traits were strongly sexually dimorphic but intersexual mitochondrial genetic covariances were generally high

Nine of the ten traits studied were sexually dimorphic. In comparison to females, males had: significantly smaller bodies and wings; lower metabolic rate, desiccation and starvation resistance; quicker recovery from chill coma and CO₂ anaesthesia; faster climbing speed and higher susceptibility to bacterial infection (Table 4). There was no difference between males and females for fungal infection susceptibility (Table 4).
Table. 5: Between-sex trait associations. The intersexual covariances and intersexual correlation coefficients across the mtDNA haplotypes are given with their 95% CIs

<table>
<thead>
<tr>
<th>Phenotypic traits</th>
<th>Inter-sexual genetic trait association with 95% CI</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desiccation resistance</td>
<td>10.59 [1.707 – 21.31]</td>
<td>0.604 [0.126 – 0.832]</td>
</tr>
<tr>
<td>CO₂ anaesthesia recovery</td>
<td>2.024 [-0.081 – 4.492]</td>
<td>0.755 [-0.069 – 0.985]</td>
</tr>
<tr>
<td>Chill coma recovery</td>
<td>1.581 [0.260 – 3.421]</td>
<td>0.853 [-0.033 – 0.997]</td>
</tr>
<tr>
<td>Metabolic rate</td>
<td>26.86 [-19.99 – 71.89]</td>
<td>0.696 [-0.588 – 0.992]</td>
</tr>
<tr>
<td>Body weight</td>
<td>0.002 [0.001 – 0.004]</td>
<td>0.891 [0.421 – 0.993]</td>
</tr>
<tr>
<td>Wing size</td>
<td>0.001 [-1.02x10⁻⁴ – 0.002]</td>
<td>0.501 [-0.024 – 0.805]</td>
</tr>
<tr>
<td>Bacterial susceptibility</td>
<td>0.011 [-6.01x10⁻⁵ – 0.024]</td>
<td>0.487 [-0.787 – 0.892]</td>
</tr>
</tbody>
</table>

However, considering the seven traits that were influenced by mtDNA variation, all showed relatively strong intersexual mtDNA encoded genetic covariances, which were all positive (Table 5). The power to detect significant inter-sexual covariances is relatively weak in this data set; however, for two traits (body weight and desiccation resistance) the credible intervals on these covariances did not overlap zero. Regardless of significance, the intersexual mtDNA genetic correlations were particularly strong for body weight, chill coma recovery and CO₂ anaesthesia recovery; the lowest correlation (0.487) was for bacterial susceptibility (Table 5).
4.4.5. No evidence of excess male-specific mtDNA encoded genetic variation

A central prediction of the Mother’s Curse hypothesis is that the persistence of mutations with male-specific effects should result in higher phenotypic variance between mitochondrial haplotypes when they are expressed in males than in females. However, among the seven traits influenced by mtDNA variation, none demonstrated considerably greater mitochondrially-derived phenotypic variation in males than in females across the 22 mtDNA lines. In most cases the mtDNA variance for males and females was similar and did not differ significantly (Figure. 3). For two traits, bacterial susceptibility and CO₂ recovery, males did exhibit greater mtDNA variance than in females, but only marginally so and this was not significant (Figure. 3, $P = 0.656$ and $P = 0.610$ respectively). Whereas, for three traits females displayed significantly greater mtDNA variance than males (Figure 3): metabolic rate ($P = 0.012$), body weight ($P = 0.004$) and wing size ($P = 0.022$).

For six of the seven phenotypes, females had a larger mean trait value than males on the measurement scale of our assays. The comparison of genetic variances in males and females could therefore be biased if the trait variances scale with the mean. For this reason we also calculated the genetic coefficient of variation for both sexes, which scales the index of variation by the mean (Houle 1992). However, in no case was the genetic coefficient of variation significantly different between the sexes and in general the point estimates were closely similar (Table 6).
Table 6: Quantification of the extent of between-haplotype variation in males and females for each trait.

<table>
<thead>
<tr>
<th>Phenotypic traits</th>
<th>Genetic coefficient of variation with 95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>Desiccation resistance</td>
<td>11.65 ([8.142–16.90])</td>
<td>14.31 ([11.54–22.51])</td>
</tr>
<tr>
<td>CO₂ anaesthesia recovery</td>
<td>12.52 ([2.150–21.59])</td>
<td>17.10 ([5.061–28.99])</td>
</tr>
<tr>
<td>Chill coma recovery</td>
<td>7.39 ([6.121–20.82])</td>
<td>5.06 ([0.096–9.320])</td>
</tr>
<tr>
<td>Metabolic rate</td>
<td>6.45 ([2.421–11.341])</td>
<td>2.60 ([2.01\times10^{-3}–7.041])</td>
</tr>
<tr>
<td>Body weight</td>
<td>4.45 ([3.140–7.420])</td>
<td>3.58 ([2.441–6.481])</td>
</tr>
<tr>
<td>Wing size</td>
<td>3.74 ([3.01\times10^{-3}–26.87])</td>
<td>3.61 ([1.832–4.271])</td>
</tr>
<tr>
<td>Bacterial susceptibility</td>
<td>4.22 ([9.01\times10^{-3}–24.38])</td>
<td>0.655 ([0.035–22.85])</td>
</tr>
</tbody>
</table>

In this table variation is given as the genetic coefficient of variation with 95% CIs and P values for the between-sex differences.
Figure 3: Comparison of the effects of mtDNA variation on phenotypic variation in males and females for seven traits. Data points give trait variances across 22 different mitochondrial haplotypes with their 95% credible intervals. The P value indicates the significance of variance differences between the sexes of each trait.
4.4.6. The mitochondrial phylogeny does not explain more phenotypic variation in males

As an alternative and more direct way to assess the relative impact of mitochondrial sequence variation on phenotype in males and females, we compared the extent to which the phylogeny of the mitochondrial genomes explained phenotypic variation in the two sexes. For each sex we partitioned the variation between the mtDNA lines into a phylogeny component and a residual line-specific component, then compared the phylogenetic heritability estimates between males and females (Table 7). High phylogenetic heritability can result either because the phylogeny variance component is high or because the residual line variance component is low. To evaluate support for the Mother’s Curse hypothesis we looked for traits where both the phylogenetic heritability and the phylogeny variance component were comparatively larger in males than females. For desiccation resistance, both the phylogenetic and line variances were higher in males and the phylogenetic heritability for males was twice that for females; this supports a male-specific effect of mtDNA variation for this trait, however 95% CIs on all these terms were very broad and overlapping (Table 7). The reverse was true for body weight: in this case, compared to males, females had higher phylogenetic and line variances, combined with higher phylogenetic heritability, again with broad CIs (Table 7). However, all other traits demonstrated broadly similar levels of mitochondrial phylogenetic heritability for the two sexes.
Table. 7: A comparison of the relative magnitude of mtDNA phylogentic effects and residual line-specific effects on phenotype for the two sexes

<table>
<thead>
<tr>
<th>Phenotypic traits</th>
<th>Variance with 95% CI</th>
<th>Phylogeny</th>
<th>mDNA line</th>
<th>Phylogenic heritability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>Desiccation resistance</td>
<td>14.27</td>
<td>32.58</td>
<td>14.75</td>
<td>9.00</td>
</tr>
<tr>
<td></td>
<td>[3.73x10^-5 – 51.21]</td>
<td>[2.12x10^-6 – 92.93]</td>
<td>[3.64 – 30.20]</td>
<td>[5.69x10^-5 – 22.40]</td>
</tr>
<tr>
<td>CO2 anaesthesia recovery</td>
<td>4.650</td>
<td>2.81</td>
<td>2.071</td>
<td>0.797</td>
</tr>
<tr>
<td></td>
<td>[3.54x10^-5 – 15.82]</td>
<td>[3.67x10^-7 – 10.01]</td>
<td>[1.42x10^-6 – 5.09]</td>
<td>[1.15x10^-5 – 2.680]</td>
</tr>
<tr>
<td>Chill coma recovery</td>
<td>1.871</td>
<td>3.59</td>
<td>2.442</td>
<td>3.171</td>
</tr>
<tr>
<td></td>
<td>[1.09x10^-7 – 7.680]</td>
<td>[8.97x10^-17 – 13.39]</td>
<td>[4.01x10^-8 – 5.28]</td>
<td>[0.051 – 6.721]</td>
</tr>
<tr>
<td>Metabolic rate</td>
<td>130.80</td>
<td>63.92</td>
<td>39.21</td>
<td>15.19</td>
</tr>
<tr>
<td></td>
<td>[0.0611 – 439.30]</td>
<td>[3.78x10^-5 – 482.0]</td>
<td>[3.10x10^-5 – 122.90]</td>
<td>[1.35x10^-5 – 54.78]</td>
</tr>
<tr>
<td>Body weight</td>
<td>0.006</td>
<td>0.001</td>
<td>0.003</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>[2.21x10^-11 – 0.022]</td>
<td>[3.54x10^-11 – 0.012]</td>
<td>[8.41x10^-8 – 0.011]</td>
<td>[3.12x10^-8 – 0.003]</td>
</tr>
<tr>
<td>Wing size</td>
<td>0.003</td>
<td>0.001</td>
<td>0.003</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>[1.64x10^-11 – 0.011]</td>
<td>[2.31x10^-10 – 0.004]</td>
<td>[3.09x10^-7 – 0.011]</td>
<td>[3.12x10^-8 – 0.003]</td>
</tr>
<tr>
<td>Bacterial susceptibility</td>
<td>0.022</td>
<td>0.022</td>
<td>0.011</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>[3.95x10^-5 – 0.061]</td>
<td>[3.95x10^-5 – 0.061]</td>
<td>[2.92x10^-5 – 0.022]</td>
<td>[1.70x10^-5 – 0.021]</td>
</tr>
</tbody>
</table>

This table demonstrates the sex-specificity in the effects of the mtDNA phylogeny. For each trait and each sex, the between-line variance was divided into at component associated with the phylogeny and a residual line-specific component. The phylogenetic heritability gives the proportion of between-line variance explained by the phylogeny. 95% credible intervals are given.
4.4.7. Evaluation of Mother’s Curse hypothesis

Mother’s Curse suggests that selection on the mitochondrial genome as it passes through females is inefficient at optimising mitochondrial function in males. However, the sex-specificity of allelic variation and thus the power of the Mother’s Curse mechanisms may vary between traits. Traits with high inter-sexual genetic covariance should be relatively unsusceptible to Mother’s Curse, whereas, a trait for which the phenotype produced in females is poorly correlated with that in males should be more susceptible. For the seven traits influenced by mtDNA polymorphism, we investigated whether an association existed between the strength of the inter-sexual genetic covariance and the relative magnitude of mitochondrially-encoded phenotypic variation in males and females (Figure 4). The Pearson’s correlation coefficient analysis provided a very weak positive association between them ($r = 0.252$, 95%CI: -0.45 – 0.76, $P = 0.586$). Whilst there is no statistical support for this association, the relationship that exists is in the reverse direction to that predicted by the Mother’s Curse hypothesis.
Figure. 4: Testing whether the correlation between the effects of mtDNA variation in males and females influences the susceptibility to traits to the Mother’s Curse hypothesis. Sex-specific mitochondrial selection predicts that selection will be least efficient at shaping mitochondrial function in males for traits where the genetic intersexual covariance is lowest. Each data point shows a different trait: desiccation resistance, recovery from CO₂ anaesthesia, chill coma recovery, metabolic rate, body weight, wing size and bacterial infection susceptibility. The y-axis shows the magnitude of mtDNA-encoded variation in males relative to that in females: for data points above 1.0 on the y-axis, variation in males exceeds that in females. This graph shows no strong trend (P = 0.586, see text) and a gradient in the opposite direction to that predicted by the Mother’s Curse hypothesis.
4.5. Discussion

The Mother’s Curse hypothesis suggests that the fitness of males is compromised by sub-optimal mitochondrial function resulting from maternal mitochondrial inheritance and female-specific selection (Frank and Hurst 1996, Gemmell et al. 2004). We tested for the evidence of Mother’s Curse by studying the extent to which mitochondrial genome polymorphism caused phenotypic variation in 10 different traits. Despite a comprehensive investigation, we found no evidence of Mother’s Curse effects, casting doubt on the generality of this hypothesis.

A prerequisite for the Mother’s Curse hypothesis is that the mtDNA allelic variation must be non-neutral. Phenotypic variation between mtDNA haplotypes has been found before (MacRae and Anderson 1988, Blouin 2000, Mishmar et al. 2003) and is now known to be widespread (Dobler et al. 2014). Nevertheless, we suspect that there may be a publication bias towards research that finds a given phenotype is influenced by mtDNA variation. Our study provided an unbiased screen for the impact of mtDNA polymorphism on 10 phenotypic traits. Of these, we found strong evidence that seven varied between mitochondrial haplotypes: desiccation resistance, CO₂ anaesthesia recovery, recovery from chill coma, metabolic rate, body weight, wing size and bacterial susceptibility. Other studies have also investigated the impacts of mtDNA variation on some of these traits. Previously mtDNA effects have been shown for metabolic rate (Pichaud et al. 2012), recovery from chill coma (Ballard et al. 2007), S. marcescens infection susceptibility (Chapter 3) and starvation resistance (Aw et al. 2011); notably, here we did not
find an impact of mtDNA variation for starvation resistance. However, to our knowledge, our findings of mtDNA variation effects for desiccation resistance, CO$_2$ recovery, body weight and wing size are entirely novel. In summary, for the traits we studied, a substantial majority is indeed influenced by mtDNA variation.

We present two lines of evidence that the mtDNA haplotype variants influence these seven traits. First, we compared the extent to which these traits varied across a panel of 22 haplotypes, all expressed on a uniform nuclear background. We created these fly lines by backcrossing haplotypes to an inbred nuclear genome for 20 generations. Whilst these lines differ in their mtDNA, it is possible that they might also vary due to residual nuclear genetic variation that was not eliminated during backcrossing, or alternatively due to non-genetic factors. We therefore used a set of seven 'introgression control' lines, produced using this same process, but carrying identical haplotypes, to assess the level of trait variation that might not be related to mtDNA differences. This provides a robust test of mtDNA effects that has not, to our knowledge, previously been used in similar studies (Dowling et al. 2007a, Dowling et al. 2007b, Dowling et al. 2007c, Friberg and Dowling 2008). By these criteria, the between-line variation that existed for three of our traits (starvation resistance, negative geotaxis response and fungal pathogen susceptibility) was not due to mtDNA variation. Furthermore, for metabolic rate the variation between mtDNA lines was only marginally significantly greater than in the controls. Our conclusion of a mtDNA polymorphism effect on metabolic rate is backed up by a previous studies in Drosophila simulans (Pichaud et al. 2012, Ballard et al. 2007) and also in humans (Tranah et al. 2011).
Our second line of evidence that mtDNA variation influenced the majority of the phenotypes we studied was that we tested for an association between the pattern of between-line trait variation and the pattern of relatedness between haplotypes (derived from the whole mtDNA genome phylogeny). With this method we calculated the phylogenetic heritability: the proportion of between-line variation explained by the phylogeny. By this measure, all of the seven traits had relatively high phylogenetic heritability. Of note, metabolic rate, which was only marginally significant in the mtDNA vs IC line test, had the highest phylogenetic heritability of any trait (0.76). It is worth noting that whilst high phylogenetic heritability is strong evidence that mtDNA variation influences phenotype, low phylogenetic heritability does not preclude this. The phylogeny topology is mostly strongly influenced by loci with relatively ancient allelic variation. Whereas, if recently derived haplotype-specific alleles in the phylogeny strongly influence trait variation, these will reduce the estimate of phylogenetic heritability.

Our finding that mtDNA-encoded variation influences many traits raises the question whether these effects are independent of one another. Does variation in a single mitochondrial process (such ATP generation efficiency) have pervasive impacts for multiple traits, or do different mechanisms underlie them? Chapter 3 argued that between-haplotype variation in susceptibility to infection with the bacterium *S. marcescens* might result from highly specific pathogen-mitochondrion interactions (Llagostera et al. 2003). We investigated whether the effects of mtDNA-encoded allelic variation were independent across the seven traits by testing for between-trait mitochondrial genetic covariance. We found no evidence that variation was significantly associated for any traits: none of the inter-trait
covariances was significantly different from zero. Nevertheless, with 22 haplotypes, our power to detect these covariances was not especially high. The haplotype phylogeny contained only 45 polymorphic sites, which must place an upper limit on the number of independent mechanisms that could be affected by this variation. Whilst this level of polymorphism does not exclude the possibility that variation in every trait is influenced by an independent mitochondrial mechanism, it does suggest that there may be some mitochondrial processes with diverse phenotypic effects. Nevertheless, even if the mitochondrial mechanisms driving variation in some traits are the same, our failure to find inter-trait genetic covariance does suggest that the phenotypic effects of haplotype differences on different traits are uncorrelated.

Our main test of the Mother’s Curse hypothesis was to determine whether genetic variation in mtDNA caused more phenotypic variation in males than in females, as would be expected if the mitochondrial genome harbours deleterious alleles with male-specific effects (Frank and Hurst 1996). For the seven traits that were influenced by haplotype variation, none displayed significantly higher mtDNA-driven variation in males, compared to females. For three traits, body weight, wing size and metabolic rate, mtDNA genetic variation actually caused significantly larger phenotypic differences in females than in males. Female trait values tended to be larger than those in males; in case variances scaled with the mean, we repeated these analyses using the genetic coefficient of variation as the variability index. In these tests variability between haplotypes was never significantly different between the sexes, and for five of seven traits the trend was for greater variation in females. As a further test for the Mother’s Curse phenomenon we
compared the mtDNA phylogenetic heritability of the two sexes for each trait; thereby testing if sequence variation in the haplotype phylogeny was associated with more phenotypic variation in males. This trend did exist for one trait, desiccation resistance, for which the mtDNA phylogenetic heritability in males was twice that in females; however, there was no statistical support that this difference was significant. For the remaining six traits, the phylogenetic heritability estimates for the two sexes were similar and not significantly different.

As a final test, we wondered whether some phenotypes might be more susceptible to Mother’s Curse than others. If the phenotype that a haplotype produces in males is mechanistically well correlated to the phenotype in females, then female-limited mitochondrial selection should be efficient at optimising mitochondrial function for males. However, traits where the inter-sexual genetic correlation is low may be particularly susceptible to Mother’s Curse. This rationale would predict that there should be a negative correlation across traits between the strength of the inter-sexual mtDNA genetic covariance and the relative amount of mtDNA genetic variation in males compared to females. We tested for this relationship across the traits we studied, but it was not present. In summary, across seven traits and using several analyses, we found no evidence that mtDNA harbours alleles with male-specific deleterious effects that result in greater phenotypic variation in males than in females. This clearly contradicts the predictions of the Mother’s Curse hypothesis (Gemmell et al. 2004, Zeh and Zeh 2005).

Whilst this study does not support the Mother’s Curse hypothesis, other research has found evidence consistent with its effects. Notably, Drosophila studies on
longevity and variation in nuclear gene expression have found compellingly
greater mtDNA-encoded genetic variation in males than in females (Innocenti et al. 2011, Camus et al. 2012). Our study differed from these in two important respects. The haplotypes in our study all came from a single population and were expressed on a nuclear background from that population, with which they were coevolved. In contrast, studies finding strong Mother’s Curse effects have used mitochondrial haplotypes that were collected from geographically distant populations and expressed alongside a foreign nuclear genome (Innocenti et al. 2011, Camus et al. 2012). It has been suggested that if mitochondrial genomes function poorly in males, this should select for nuclear modifiers that compensate for the effect of particular mtDNA loci (Beekman et al. 2014). The existence of strong epistasis between mitochondrial and nuclear genomes suggests that nuclear modifiers can buffer deleterious mtDNA effects (Zeyl et al. 2005, Bar-Yaacov et al. 2012, Kenney et al. 2014). We hypothesise that if that selection on the nuclear genome is efficient at counteracting male-specific deleterious mtDNA alleles, then it will only be apparent following inter-population crosses, when haplotypes are expressed on nuclear backgrounds with which they have not coevolved. Mitochondrial maladaptation might then contribute importantly to reproductive incompatibility between populations and species (Dowling et al. 2007c, Lee et al. 2008). However, whilst Mother’s curse would have interesting evolutionary consequences, our data suggest it does not contribute substantially to male phenotypic differences in natural populations, nor provide a general explanation for sexual dimorphism.

An alternative explanation for why Mother’s Curse effects were absent in our study
is that whilst selection on males may be week or absent, mtDNA mutations with male-specific effects arise only rarely, or remain at low frequency in natural populations. If this is true, Mother’s Curse (Gemmell et al. 2004) may be a theoretical hypothesis that is not frequently realised in practice. We investigated the strength of mtDNA genetic covariance between traits in males and females. If mtDNA alleles with male-specific effects were common, the inter-sexual mtDNA covariance should be low. Nevertheless, these covariances were relatively high for most traits. This is consistent with there being few mtDNA loci with male-specific effects, but is also compatible with the hypothesis that nuclear modifiers buffer the effect of such loci.

Whilst this study found no evidence of a Mother’s Curse bias in the effects of mtDNA genetic variation, it did reveal equivocal evidence for the opposite: that mtDNA variation might be the cause of more phenotypic variation in females. This could be explained if development in females is generally more susceptible to variation in the energy generating capabilities of mitochondria, as suggested before (Ballard et al. 2007, Dowling et al. 2007a). However, we suggest an alternative hypothesis that runs contrary to all the predictions of Mother’s Curse. It is increasingly clear that mtDNA variation has pervasive impacts on phenotype (Dobler et al. 2014). Furthermore, mtDNA has played an important role in adaptation to novel environments (Ruiz-Pesini et al. 2004) and coevolution with the nuclear genome can maintain mtDNA variation through negative frequency dependent selection (Kazancloğlu and Arnvist 2014). If much genetic variation in mtDNA is indeed maintained by selection, this generates the opposite prediction to the Mother’s Curse hypothesis. If mtDNA alleles with female-specific phenotypic
effects exist, then due to the asymmetry in the strength of selection on mitochondria between the sexes, mtDNA could cause greater phenotypic variation in females.

Certain sex-limited phenotypes such as sperm viability provide serious evolutionary conundrums because direct selection on mitochondrial function for these traits in males must normally be very weak or absent (Frank and Hurst 1996, Zeh and Zeh 2005). However, the extent to which Mother’s Curse generally affects other life-history traits has been less clear. The Mother’s Curse hypothesis attempts to explain general sexual dimorphism and the reason why males may often perform poorly relative to females for some sexually dimorphic traits such as ageing (Gemmell et al. 2004). Nevertheless, there are many theories that attempt to explain sexual dimorphism, not least generally sexually divergent life-history selection (Bateman 1948, Dowling 2014b, Chen and Maklakov 2014). We have found no evidence that the sex-specific selective sieve that operates on mitochondria results in a larger mitochondrial mutational load in males. We suggest that, either selection on mtDNA in females is relatively successful at optimising mitochondrial function for males, or that nuclear modifiers are efficient at ameliorating the effects of male-specific deleterious alleles. Whilst this study does not support the Mother Curse Hypothesis, it does demonstrate the widespread influence of mtDNA genetic variation on a diverse range of phenotypes.
5. Chapter 5: Discussion

5.1. Costs of immune activation: resource reallocation or resource acquisition?

Trade-offs between life-history traits such as immunity, reproduction and growth are common and have been studied across many species (Kraaijeveld et al. 2001, Armitage et al. 2003, Schwartz and Koella 2004, Zerofsky et al., 2005). One explanation of these trade-offs is competition between life-history traits for the allocation of limited resources (Stearns 1989, Boggs 2009). However, trade-offs between life-history traits can also be due to other reasons, for example physiological processes (the sharing of common biochemical or signalling pathways) or genetic factors (such as the effects of antagonistic pleiotropy) and may also be shaped by the environment (Flatt 2011, Van Straalen and Roelofs 2012). In chapter two I demonstrated that fecundity declined by 45% following immune activation, demonstrating a clear trade-off with immune defence. However, my data were not consistent with the theory that this trade-off resulted from the simple reallocation of resources from fecundity to immunity. Whilst metabolic rate declined slightly, activating the immune response caused a 31% reduction in food consumption. This suggests that impaired resource acquisition is the primarily driver of the trade-off between immunity and fecundity in *Drosophila melanogaster*. 
At the most fundamental level, activating or investing in any life-history trait must necessarily consume resources, which must then be unavailable for other life-history functions. However, in the case of immunity, my data suggest that the effect of this resource consumption is small in comparison to the decline in resource acquisition that occurs when the immune system is activated. It is interesting to question the extent to which resource acquisition variation, instead of alterations in resource allocation decisions, explains other life-history trade-offs. Impaired resource acquisition does mediate trade-offs between a number of other life-history traits. For example, Tatar and Carey (1995) found that poor food consumption was behind the trade-off between reproduction and survival in the beetle *Callosobruchus maculatus*; in their study improving available food resources during peak reproduction reduced the severity of this trade-off. More generally, certain life-history activities may be costly because the behaviours involved reduce the opportunity of organisms to feed. For example, in mammals with highly polygynous mating systems where males hold harems, a strong driver of the costs of reproductive activity for males is that opportunities for resource acquisition are restricted whilst defending a harem (Bonenfant *et al.* 2004). Nevertheless, the mechanism of immune-induced fecundity costs that I have identified, where investment in one trait (parasite defence) triggers a physiological reduction in feeding rate, may perhaps still represent a relatively unique case. This leaves open the question as to whether costly life-history trade-offs in general are more frequently driven by resource reallocation, or changes in resource acquisition (van Noordwijk and de Jong 1986).
I found no evidence that the immune response consumes additional energetic resources, indeed metabolic rate dropped by ~6% following immune challenge. That flies reduced their food intake by 31% suggests that energy budgets become severely restricted during immune defence, which seems maladaptive. However, the infection-induced anorexia that I observed is a common behaviour found in animals and humans upon immune challenge (McDermott *et al.* 2006, Segerstrom 2007). Research has highlighted this behaviour, not as a maladaptive response but instead an evolved behavioural strategy of infected hosts to increase tolerance of pathogens and help overcome illness (Ayres and Schneider 2009). Quite a number of theories for why this response is adaptive have been suggested (Exton 1997). However one potential adaptive consequence of infection-induced anorexia relates to the interaction between diet and senescence. Dietary restriction has a conserved link with increased longevity and slowed senescence. Initially this was demonstrated in laboratory rodents (McCay *et al.* 1935) but other work shows this ageing phenomenon in a range of species from *Drosophila* (Metaxakis and Partridge 2013) to humans (Willcox *et al.* 2007) (but contradictory studies are also reported (Maxmen 2012)). Dietary restriction is, perhaps, a strategy to slow ageing during starvation conditions, thus increasing longevity and future reproductive opportunities (Kirkwood and Shanley 2005). In the context of infection-induced anorexia, reduced feeding during infection could potentially also function as a dietary restriction response, minimising senescence during a time when organisms have reduced reproductive potential. Protective mechanisms that slow senescence may be induced during infection, thereby preserving future fitness after the infection has been cleared.
I have provided evidence in chapter two that resource acquisition impairment may be a primarily driver of the trade-off between immunity and fecundity. However, this conclusion is indirect and correlative: the feeding rate reductions following immune activation appear to be of sufficient magnitude to explain fecundity declines, without needing to invoke resource reallocation as a mechanism. It would be possible to generate more experimental evidence that impaired resource acquisition drives immunity costs to strengthen this conclusion. For example, by demonstrating that experimentally reducing food intake by a similar magnitude to infection-induced anorexia causes a comparable fecundity reduction. Experiments could include three treatment groups: two unmanipulated fly groups and a third group of immune-challenged individuals. One of the unmanipulated fly groups and the immune-challenged group would be provided with normal food, whereas the second unmanipulated fly group would be fed a restricted diet (31% reduced calories by mixing the diet with an inert bulking ingredient such as agarose). Comparing fecundity between these three groups would help to determine if the decline in fecundity of immune challenged flies was entirely down to lower food consumption.
5.2. The influence of mtDNA allelic variation on disease susceptibility

Mitochondria play a crucial role in eukaryotic cells by generating ATP to fuel all physiological traits, ranging from basic growth to immunity and reproduction. Whether life-history trade-offs are due to the reallocation of limited resources, or altered resource acquisition, the ability of mitochondria to supply energy is central to eukaryote physiology. Much work has been done on the role of variation in mitochondrial function in cell processes (Feissner et al. 2009), ageing (Camus et al. 2012), sperm fertility (Luo et al. 2013) and non-communicable diseases (Dowling 2014a). Recently, mitochondrial function has been shown to influence a broad range of innate immune pathways: mitochondria not only regulate antiviral signalling but also facilitate antibacterial immunity by generating reactive oxygen species and contributing to innate immune activation (West et al. 2011).

Genetic variation in populations is a common cause of variation in all life-history traits, especially in the ability of an organism to mount successful immune responses (Lazzaro and Little 2009). In this thesis I undertook the first study of the role of mtDNA encoded allelic variation in influencing host susceptibility to infectious diseases. I found that susceptibility to *Serratia marcescens*, but not *Beauveria bassiana*, was significantly affected by mtDNA allelic variation. In addition, interactions between the mitochondrial and nuclear genomes (mitonuclear epistasis) had twice the effect on *S. marcescens* susceptibility than did variation in either the nuclear or mitochondrial genomes individually. This suggests that coevolutionary processes between the mitochondrial and nuclear
genomes may influence disease susceptibility.

The findings from the third chapter of this thesis demonstrate that specific interactions between pathogens and particular host mitochondrial genotypes can strongly influence host susceptibility to pathogenic attack. Previous studies of how genetic variation influences disease resistance in *Drosophila* have focussed only on the role of nuclear genome polymorphism and have ignored the potential role of mitochondrial DNA (Lazzaro *et al.* 2004, Lazzaro *et al.* 2006, Tinsley *et al.* 2006, Bangham *et al.* 2008). Nevertheless, in the Lazzaro *et al.* (2006) study, three of the four bacterial pathogens for which nuclear genetic variation in susceptibility was demonstrated (*S. marcescens, Enterococcus faecalis* and *Lactococcus lactis*) have been reported to interact with mitochondrial proteins and even with mtDNA (Llagostera *et al.* 2003, Marreddy *et al.* 2011, Strickertsson *et al.* 2013). *S. marcescens* induces host cell apoptosis by interacting with mitochondrial proteins (Llagostera *et al.* 2003). Likewise, recently it was reported in an *E. faecalis* infected human gastric cell model, *E. faecalis* not only decreased mitochondrial respiration four-fold compared to uninfected cells but also caused significant instability in mtDNA (Strickertsson *et al.* 2013). *L. lactis* is known to interact with mitochondrial carrier proteins present in inner mitochondrial membrane that transport metabolites and cofactors across it (Marreddy *et al.* 2011). No study on the influence of nuclear genetic variation on pathogen susceptibility, prior to chapter 3 of this thesis, has controlled for differences between genotypes in the mitochondrial genome. Whilst studies have frequently found strong associations between nuclear genetic polymorphism and disease susceptibility, it seems reasonable to suggest that some of the between-genotype variation demonstrated
in studies such as those by Lazzaro et al. (2004, 2006), may not solely be caused by the nuclear genome and that additional variance may be explained by mtDNA differences. It is not only the pathogens used in experimental model systems that directly target mitochondrial proteins and mtDNA; many other human bacterial (Jiang et al. 2012) and viral (Corcoran et al. 2009) pathogens also modulate mitochondrial function as part of their virulence mechanism. For example, Herpes simplex virus degrades host mtDNA (Corcoran et al. 2009) and human immunodeficiency virus highjacks host mitochondrial proteins to grow and replicate inside the host cell (Kaminska et al. 2007). Thus, it seems safe to say that mitochondria are more than just the powerhouse of cells and are likely to have broad implications of medical importance in infection biology.

In chapter three I discussed why the observation that mitochondrial genetic variation influences pathogen susceptibility is likely to be of widespread evolutionary importance. Two of the possible implications I suggested were contradictory. On the one hand I suggested that because selection on mitochondrial DNA is generally considered to be inefficient (partly due to low effective population size (Ballard and Whitlock 2004)), a strong role of mtDNA in determining pathogen susceptibility might provide an explanation for why genetic variation for pathogen defence is not eroded by selection. On the other hand, I suggested that selection from pathogens might drive dynamic selective sweeps in mitochondrial genomes meaning that mtDNA plays an important role in the evolution of pathogen resistance, with correlated consequences for other traits. Whether selection from pathogens on mtDNA is inefficient or strong may depend on the pathogen in question and characteristics of the host population. It is
possible that both these implications are important in different host-parasite systems. However, mtDNA population genetics perhaps provides a clue to which is most generally true. If the frequency of mitochondrial haplotypes was often dynamically altered by selection, selective sweeps should reduce genetic variation and eliminate demographic signatures in patterns of mtDNA genetic diversity. However, the undeniable utility of mtDNA for phylogeographic studies (Ho et al. 2011) argues that if pathogen-mediated mtDNA selective sweeps do occur, they are not common. In contrast, relatively inefficient selection on mtDNA due to low effective population size, combined with non-additive effects of mitonuclear epistasis make it likely that mtDNA-encoded variation for pathogen defence may respond more weakly to selection than polymorphisms at nuclear loci. Thus, perhaps mtDNA variation should be added to the list of reasons why genetic variation for pathogen resistance is a pervasive feature of host populations despite short-term directional selection from many pathogens.

In some cases mtDNA evolution may occur via selection on selfish mitochondrial alleles, which spread through populations even at the cost of organism fitness, for example petite mutants in yeast (Williamson 2002). Possibly of more widespread importance in invertebrates, indirect selection may influence mitochondria through hitchhiking due to their coinheritance with cytoplasmic maternally inherited microbes such as Wolbachia. Wolbachia and other similar symbionts can spread deterministically through populations due to their ability to manipulate host reproduction, such as by sex ratio distortion (Zeh et al. 2005). When a Wolbachia strain initially invades an insect population it is associated with a single mtDNA haplotype, and as the bacterium spreads the mtDNA variant does too, depleting
mtDNA polymorphism during a selective sweep (Jiggins and Hurst 2011). Now that mtDNA is well established as being phenotypically non-neutral, especially with respect to important fitness traits such as pathogen susceptibility as shown here, the potential importance of endosymbiont-induced selective sweeps in shaping host evolution may need to be re-appraised.

5.3. The significance of the phenotypic non-neutrality of mtDNA polymorphisms for mitochondrial evolution

In this thesis I present robust evidence that mtDNA polymorphism has strong effects on a number of phenotypes. In chapter four, seven of the 10 traits were significantly influenced by mitochondrial allelic variation in D. melanogaster. Many of these traits seem strongly relevant for fitness, such as bacterial pathogen susceptibility, bodyweight, resistance to starvation and desiccation, and metabolic rate. These findings suggest that selection could act on mtDNA and it may evolve non-neutrally. It is worth noting that the magnitude of the mtDNA allelic variation influencing phenotypic variation, in the 22 D. melanogaster genomic reference panel (DGRP) lines, reported here was down to the sequence variation in only 45 nucleotides, which is much lower than the level of polymorphism segregating across fly populations. Additionally, this mtDNA sequence variation is also far smaller than the sequence variation in mitochondrial haplotypes of other species, such as humans (Van Oven and Kayser 2009). This suggests that the impact of mtDNA allelic variation on organism life-history is perhaps much greater than found here and may encourage future studies to investigate effects in more traits.
Recently, a review by Dobler et al. (2014) demonstrated the widespread nature of mtDNA effects on life-history traits, including longevity, reproduction and fitness. More evidence shows that different human mtDNA haplotypes differ functionally: for example haplotype H is responsible for the delayed onset of Alzheimer’s disease (Shoffner et al. 1993), haplogroup J is correlated with improved longevity in European populations (Rose et al. 2001) and haplotype T is linked to impaired sperm functionality in European males (Ruiz-Pesini et al. 2000).

However, simple demonstration of phenotypic non-neutrality does not mean that these effects necessarily influence mtDNA evolution. The evolutionary forces acting on the mitochondrial genome are debated (as mentioned in section 5.2). mtDNA sequence analysis data provide us some insight into the nature of mitochondrial genomic evolution but these studies have conflicting results. For instance, sequence analysis of the human mtDNA hypervariable segment 1 from Ashkenazi Jews suggested that patterns of polymorphism are consistent with genetic drift (Behar et al. 2004). However, the Ashkenazi Jewish population is small and relatively genetically isolated, and perhaps one where genetic drift could be expected to predominate. In contrast, a study using 104 complete mtDNA sequences from various global regions (Asia, Europe, Africa, Siberia and North America) studied the ratio of non-synonymous to synonymous substitutions and found patterns consistent with non-neutral evolution in all regions except Africa. This suggests that selection perhaps plays a considerable role in shaping regional human mtDNA evolution (Mishmar et al. 2003). This may mean that demographic inferences from mtDNA are unreliable. Non-neutral mtDNA evolution is indicated by studies such as Bazin et al. (2006). These authors carried out an analysis
involving more than 1600 species testing the theoretical expectation of an association between population size and mtDNA genetic diversity. However, they found that despite variation in population size, average within-species mtDNA diversity is extremely similar across vertebrates and invertebrates; inconsistent with the view that mtDNA polymorphism is largely governed by drift. In summary, it seems likely that selection may be able to act effectively on mtDNA through some of the phenotypic effects I have shown in this thesis, providing potential explanations for molecular evolution studies suggesting non-neutral evolution.

In chapter four I showed that mtDNA haplotypes differ in their effects on metabolic activity; this has also been shown in *D. simulans* (Ballard *et al.* 2007). In chapter two I demonstrated that costs of immunity can be metabolic but are driven by limited resources. It would be interesting to investigate the role of mtDNA allelic variation on the magnitude of the costs of immune activation, by measuring how fecundity, food consumption and metabolic rate respond to immune stimulation across different mitochondrial haplotypes. This would provide information on the impact of the varying energy generating abilities of different haplotypes on immunity costs. It is likely that mtDNA variants might have a role in variation in tolerance to infection because tolerance, unlike resistance, concerns the ability of an individual to manage the pathology of infection instead of suppressing pathogen growth (Ayres and Schneider 2009). Tolerance may depend on the metabolic state of an organism and the extent it can cope with reduced resource acquisition associated with infection-induced anorexia. Thus, this thesis may encourage studies investigating the genetic basis of variation in tolerance to infection.
5.4. No evidence for Mother’s Curse affecting sexual dimorphism in \textit{D. melanogaster}

Maternal inheritance of mitochondria has been hypothesised to result in compromised male fitness due to sex-specific selection on mtDNA (Gemmell \textit{et al.} 2004). However, I did not find evidence to support the existence of Mother’s Curse in \textit{D. melanogaster}. Among 10 traits, 9 of which were sexually dimorphic, seven were influenced by haplotype variation; however, none demonstrated significantly greater mtDNA-encoded genetic variability in males. I assessed the extent to which the mtDNA sequence phylogeny was associated with the pattern of phenotypic variation across haplotypes. By this measure, for only one trait (desiccation resistance) the phylogeny explained twice as much variation in males than females, nevertheless, in this case broad 95\% credible intervals on the estimates provided no statistical support for a robust difference. That my work has found no support for the Mother’s Curse hypothesis raises two possibilities: 1) Mother’s Curse may not exist or 2) Mother’s Curse may apply only to a narrow range of traits, such as male fertility (Smith \textit{et al.} 2010) and ageing (Camus \textit{et al.} 2012).

There can be several possible explanations for the discrepancy between my study of 10 traits, which did not detect the patterns of Mother’s Curse, and other studies, which claim to have found these effects. I have discussed these explanations at other points in this thesis. However, one compelling reason may be that previous
studies finding evidence of Mother’s Curse have crossed haplotypes isolated from widely spaced geographic populations onto a nuclear background with which they do not share a history of coevolution (Camus et al. 2012, Innocenti et al. 2011). In contrast, my work crossed a set of haplotypes onto a nuclear genome from the same population. It has been suggested that compensatory evolution in the nuclear genome could rapidly buffer the effects of deleterious mtDNA mutations on either sex (Dobler et al. 2014). If this compensatory buffering is efficient, then Mother’s Curse may only be evident following inter-population crosses and may not be relevant for explaining sexual dimorphism or sex-specific patterns of mtDNA genetic variation within natural populations. Whatever the cause, my data suggest that the Mother’s Curse hypothesis neither strongly influences patterns of phenotypic variation within populations, nor to provide a general explanation for sexual dimorphism.
5.5. Conclusion

In conclusion, this thesis provides insight into the costs of mounting immune responses and the role of impaired resource acquisition in driving these costs. It has also demonstrated the considerable impact of mitochondrial genome allelic variation on susceptibility to infectious diseases, a phenomenon that has never previously been investigated. The results of this thesis strengthen the emerging argument that mtDNA polymorphism is phenotypically non-neutral. Furthermore it provides a powerful experimental test of the Mother’s Curse hypothesis, suggesting that female-biased selection on mtDNA probably does not result in a general reduction in male fitness in natural populations. My data have allowed me to speculate on the evolutionary mechanisms shaping mitochondrial evolution and the contribution of mitonuclear epistasis as a source of non-additive mtDNA variation influencing important phenotypes. Moreover, this work provides a strong basis for future studies to explore the role of mitochondrial haplotype variation in immunity, disease susceptibility and other life-history traits.
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