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1 Introduction

This thesis arises from an agreement between University of Stirling with Jagiellonian University to offer me joint PhD studies in the field of Mathematics and its Applications to Physics of Complex Systems. The collaboration between the Department of Computing Science and Mathematics with the Marian Smoluchowski Institute of Physics and Mark Kac Center for Complex Systems Research has been extended in the form of a programme of International PhD studies in Physics of Complex Systems (MPD) supported by a grant from the Polish Foundation for Science.

The primary motivation of my research were the serious epidemic outbreaks of human [1], animal [2] and plant [3, 4] diseases and the strong need to design an effective way of controlling them.

The underlying assumption of such strategies is the wide availability and low economic or social cost of treatment as the form of preventive vaccination or therapy [5]. However, these assumptions are not true in many cases, particularly for large outbreaks like cholera [6], AIDS [5], severe acute respiratory syndrome (SARS) [1] or foot-and-mouth disease (FMD) [2]. Therefore, there is a need for a 'marriage of economics and epidemiology' [5] in designing effective strategies for control of disease [7]. Key to this approach is the realization that an optimal policy does not necessarily result in curing any individual in the population regardless of costs. Instead, it might be acceptable to tolerate some lower level of disease persistence in situation when the costs of eradication are prohibitively high [8].

Epidemiological modelling plays an important role because it explains a range of crucial issues:

- Estimation of the scale of the epidemic;
- Prediction of how far the disease could spread;
Design of the effective ways of controlling the outbreaks.

In successful modelling all these tasks need to be achieved, even though in many cases it is impossible to observe the whole process and measure the relevant parameters [9]. Despite these uncertainties the mathematical modelling can be used to design effective control measures. Control scenarios can be designed to lead to the lowest overall cost of the epidemic outbreak [10, 8, 11] and a number of studies have used network models to address this issue [9, 12, 13, 14].

My research has concentrated on mathematical modelling of the spread of the epidemic on different types of networks that represent a map of contacts between individuals in a population through which the disease can be transmitted. The aim of my simulations was to search for the most optimal control strategy to stop the epidemic outbreak when economic factors were considered. The analysis of both epidemiological and economic parameters allowed me to find conditions under which different control scenarios are the most cost-effective. Moreover, my research can be used to predict optimal control strategy even with incomplete knowledge about emerging disease, based on economic analysis only.
2 Literature review - the scope of the studies

The effectiveness of such factors like improved sanitation, antibiotics, and vaccination programs made us believe that infectious diseases could be eliminated from the environment [15]. However, diseases not only have continued to be major issue in developing countries but also infectious disease pathogens adapt and evolve and new infectious diseases have emerged [16]. The human immunodeficiency virus (HIV), which is the etiological agent for acquired immunodeficiency syndrome (AIDS), was discovered in 1981 and has become an important sexually transmitted disease throughout the world [15]. Diseases such as plague, cholera, and hemorrhagic fevers (Bolivian, Ebola, Lassa) cause occasional outbreaks.

Mathematical models have become very important and indispensable tools in analysing the spread and designing the control of infectious diseases. In order to formulate mathematical models, assumptions, variables, and parameters must be predefined and clarified. As a result, epidemiological modelling provides much crucial information in designing epidemic spread, like thresholds, basic reproduction numbers or contact numbers. Moreover, with the help of computer simulations it is a useful tool for building and examining theories, answering specific questions, determining sensitivities to changes in parameter values, and estimating key parameters from data [15].

Most mathematical models assume that all organisms in the population stay in contact with each other and the probability of infecting any individuals is equal. In the real world, each individual has contacts only with some fraction of the total population and the number of interactions between organisms can vary from one person to another [17]. That is the reason that we incorporate network topology mimicking the pattern of contact in the system. And this is a crucial element in epidemiological modelling.
The study of networks has been rooted in several fields ranging from social sciences [18] to mathematical graph theory [19, 20] and complex systems [21, 22]. Social sciences mostly pay attention to the reason behind the connections rather than to the properties of the network structure itself. Investigations of complex networks have been used to describe evolution of ideas and innovations in societies [18], and observed social dynamics can be understood through analysis of the social networks that underlie them [20]. Research has been concentrated mainly on the nature of connections, particularly properties such as a symmetry (whether a relationship between A and B implies a relationship between B and A) and transitivity (whether the friend of a friend is a friend) [23, 24]. Additionally, many simple as well as complex measures of the importance of individuals can be derived: number of connections of each individual or the number of paths between other actors in which an individual features [20, 23].

In contrast, graph theory has provided a variety of quantitative measures. 'Adjacency matrix' describes the connections within a population and with its help other important characteristics such as the average number of contacts per individual, average path length (the distance between two randomly chosen nodes), clustering (group of individuals fully connected), and percolation threshold (critical fraction of nodes that must be connected in order to create a continuous path of nearest neighbours from one side to another) have been applied in epidemiology [20, 25].

Several forms of networks have been studied for modelling disease transmission: random [26], regular [27], small-world [28, 29] and scale-free [30, 31]. These network models can be defined in terms of how individuals are distributed in space and how connections are formed.

Alternative approaches like moment closure models, household models or meta-population models can be used to addressed epidemiological problems.
Moment closure approximations are used for non-linear stochastic population in order to provide its analytic approximation, insight into model behaviour and to validate results from simulations [32, 33]. However this methods is inadequate for the cases with skewed population distribution [32].

Metapopulation models assume that the distribution of the species can be described as a system of local populations [34]. Subpopulation may turnover as a result of extinction and then recolonization. Infection is equivalent to colonization, and death or recovery of the host is equivalent to local extinction. The balance between decolonisation and extinction affects the patch occupancy.

In order to model a realistic system where population can mix heterogeneously the household model can be adapted. In such models population is partitioned into subgroups - households [35] which may differ in rate of e.g. infectiousness, detectability or recovery. This methods allows also to incorporate vaccination and isolation strategies, based upon the appearance of diagnosed individuals in households.

The choice of network based model or mean field approximation can be made upon consideration of the nature of the disease and how it spreads at the level of nodes, the mechanism of contact and the infectious period [36]. For the random graph and mean field model there is an equivalency in results. In contrast, different results can be obtain for sparsely connected networks.

Network analysis plays an important role in linking qualitative and quantitative measures of epidemic progress. In addition, many ways of control, such as e.g. contact tracing [37, 38] or ring vaccination [39, 40], can only be accurately modelled by means of network theory.
3 General overview of modelling and results

3.1 Epidemiological model

Most early mathematical studies of disease propagation make the assumption that populations are "fully mixed", meaning that all infective individuals are equally likely to spread the disease [41, 42, 15]. In the limit of a large population size this assumption allows us to write down nonlinear differential equations denoting the evolution of e.g. numbers of infective individuals in time. Resulting solutions provide means to understand such measures as typical sizes of outbreaks, and make it possible to predict under what circumstances the epidemics occurred [17].

The epidemiological model that has been used in this work is an extended SIR (Susceptible-Infected-Removed) model to account for pre-symptomatic and symptomatic stages [12]. Initially all individuals are susceptible (S), except for fixed small number of infected pre-symptomatic (I) individuals (0.01%, 0.1% or 1% proportion of the total number), located randomly throughout the population.

Each individual is in contact with a fixed number of neighbours and the disease can be transmitted from/to each of them. Details of the spatial arrangement and size of the neighbourhood are given below. With probability $f$ per single contact with either an infected individual (I) or the detected individual (D), the disease is passed to a susceptible individual (S) that becomes an infectious but pre-symptomatic individual (I). Subsequently the infected individual displays symptoms and the transition to a symptomatic state (D) occurs with probability $q$.

A symptomatic individual is assumed to be still infectious, but can spontaneously become removed (R) with probability $r$ and cease to pass on infection. Alternatively, it can also trigger a control event, with probability $v$. Thus, at
each time step, the detected individual stays in the same class with probability $(1 - r)(1 - v)$. This mechanism accounts for possible delays and imperfections in detection of disease symptoms – any individual can show symptoms but not be treated until after a number of steps.

The treatment event is a combination of two processes. Firstly, a detected individual is treated and moves to the treated class (V). Secondly, all individuals except removed (i.e. S, I or D) in the control neighbourhood (see below) are also treated. This process enables the health control authorities to capture individuals in the class I that do not show symptoms and all detected individuals (D) that are still waiting for treatment. In addition, it creates a zone around the focus of infection in which there are no susceptible individuals. Neither V nor R individuals can become infected again. The population has a constant number of individuals $N$, so that $N = S + I + D + V + R$.

### 3.2 Network models

The subject of my research have been networks of various types: regular, small-world, and random with different level of clustering. In regular networks, I assume that individuals are located at nodes of a square lattice that represent geographical distribution of hosts, for example. On this lattice, I define a local neighbourhood of order $z$ as a von Neumann neighbourhood in which I include $z$ shells and $\Phi(z) = 2z(z + 1)$ individuals, excluding the central one. Accordingly, $z = 0$ corresponds to a single individual, which means that this individual is not in contact with anyone, $z = 1$ corresponds to 4 nearest neighbours while $z = \infty$ corresponds to the whole population in the limit of infinite size of the system.

For the small world model a fixed number of long range links has been added to the regular network described above. Those links span the whole
population, but otherwise behave like local links.

In random networks a constant number of contacts for each node have been chosen randomly from the whole population. Along links either the pathogen is transmitted or the control process is triggered.

Although these kinds of networks can successively be used for modelling emerging diseases and their control, they describe ideal situations. For real-life contact structures, the more adequate description might be provided by random clustered networks. These networks exhibit a certain proportion of fully connected subgraphs in the form of cliques. Each vertex (representing an individual) can be a part of a $c$-clique, i.e. a group of $c$ individuals that are fully connected, or can be a single node (i.e. a member of a $1$-clique). Nodes which are members of a $c$-cliques have $c-1$ edges linking them with the neighbours within the same clique. For a random node with $k$ connections to other vertices in the network there are additional $k-c+1$ edges outside the clique. In my work, I restrict the attention to random graphs in which all nodes have the same degree $k$. Random clustered networks are described by the joint probability $\gamma(k,c)$ that a randomly chosen vertex has degree $k$ and is a member of a $c$-clique [43]. In turn, the local clustering coefficient for a node is defined as a fraction of pairs of neighbours of this node which are also neighbours of each other. The degree-dependent clustering (or clustering spectrum $c_k$) is the average of the local clustering coefficient over the class of all nodes of degree $k$.

A separate network structure is used to model spread of the pathogen, which can only be passed to individuals that are in infected neighbourhood, $z_{inf}$. Another is created for the control process in neighbourhood of order $z$ in order to find the optimal size of treatment (or culling) $z_c$, which, depending on economic factors, may differ from infected neighbourhood. Infection can be passed to all neighbours within the range described by $z = z_{inf}$. As
the spread of disease involves asymptomatic individuals, there could be some infectious organisms beyond the immediate neighbourhood of a detected individual. Thus the control process typically needs to be applied to a larger neighbourhood and I denote by $z$ the range of the control neighbourhood.

### 3.3 Economic model

The effectiveness of a control strategy is found by considering the severity of the disease outbreak and its financial implications. Two types of costs can be distinguished during the epidemics. Firstly, the costs associated with removed individuals (e.g. hospitalisation, absence from work, loss of production) can be estimated by the total number of individuals that have caught the infection and have gone through the disease but have never been treated, i.e. $R(t = \infty)$. Costs spent on preventive treatment (vaccination, culling) are calculated by considering the final number of individuals that have been treated, i.e. $V(t = \infty)$. The cost-effectiveness of different control strategies can be quantified by the total cost obtained by

$$X = c_1 R(t = \infty) + c_2 V(t = \infty) \quad (1)$$

- $c_1$ - a unit cost associated with each removed individual ($R$),
- $c_2$ - a unit cost associated with each treated individual ($V$).

$R(t = \infty)$ and $V(t = \infty)$ are counted at the end of a single simulation run.

Without loss of generality the assumption that $c_1 = 1$ and $c_2 = c$ is true, which leads to an conclusion that the relative cost of treatment, $c$, is the main control parameter. (The parameter describing the cost of treatment is called...
as "c" in the first three publications, whereas in the fourth paper it is denoted by "a".

The effective strategy is equivalent to the minimal value of the total cost, \( X \). In simulation, the minimisation of the \( X \) has been achieved by sweeping through different values of control neighbourhood size, \( z \), while keeping other parameters constant. Once \( z \) is set, the disease evolves on networks and at the end of epidemic outbreaks (\( t = \infty \)) the value of \( X \) is computed in the stationary state. This operation is repeated 100 times in order to yield the average values of \( z \) denoted by \( z_c \) and \( X \) described by \( X_c \) along with their standard deviations. \( z_c \) corresponds to the minimum of \( X \), so that

\[
\min_{-1 \leq z \leq z_{\text{max}}} X(z, t = \infty) = X_c(z_c, t = \infty) \quad .
\]
4 Results

4.1 Structure of my Thesis

I am presenting four interconnected papers. Paper 1 formulates the basic model and explores dependence of optimal control size, $z_c$ on both probability of disease spread, $f$, and treatment cost, $c$. It also introduces regular, small-world and random networks as well as a mean-field model. Paper 2 is mainly devoted to the relationship between optimal control range, $z_c$, and epidemiological factors such as probability of disease spread, $f$, probability of detection, $q$, probability of spontaneous recovery, $v$ and the size of infected neighbourhood, $z_{inf}$. Dependence on recovery/removal rate, $r$ and comparison of two similar epidemiological models are the subjects of the Paper 3. Finally, Paper 4 introduces clustered networks and analyses the influences of level of clustering and node degree on optimal control size, $z_c$.

4.2 Principal results

The main goal of my studies has been to search for the optimal control strategy of controlling epidemics when taking into account both economical and social costs of the disease. Three control scenarios emerge with treating the whole population (global strategy, GS), treating a small number of individuals in a well-defined neighbourhood of a detected case (local strategy, LS) and allowing the disease to spread unchecked (null strategy, NS). The choice of the optimal strategy is governed mainly by a relative cost of palliative and preventive treatments. Although the properties of the pathogen might not be known in advance for emerging diseases, the prediction of the optimal strategy can be made based on economic analysis only.

The details of the local strategy and in particular the size of the optimal
treatment neighbourhood weakly depends on disease infectivity but strongly
depends on other epidemiological factors (probability of detection, spontaneous
recovery). The required extent of prevention is proportional to the size of the
infection neighbourhood, but this relationship depends on time till detection
and time till treatment in a non-nonlinear (power) law.

The spontaneous recovery also affects the choice of the control strategy. I
have extended my results to two contrasting and yet complementary models,
in which individuals that have been through the disease can either be treated
or not. Whether the removed individuals (i.e., those who have been through
the disease but then spontaneously recover or die) are part of the treatment
plan depends on the type of the disease agent. The key factor in choosing
the right model is whether it is possible - and desirable - to distinguish such
individuals from those who are susceptible. If the removed class is identified
with dead individuals, the distinction is very clear. However, if the removal
means recovery and immunity, it might not be possible to identify those who
are immune. The models are similar in their epidemiological part, but differ in
how the removed/recovered individuals are treated. The differences in models
affect choice of the strategy only for very cheap treatment and slow spreading
disease. However for the combinations of parameters that are important from
the epidemiological perspective (high infectiousness and expensive treatment)
the models give similar results. Moreover, even where the choice of the strategy
is different, the total cost spent on controlling the epidemic is very similar for
both models.

Although regular and small-world networks capture some aspects of the
structure of real networks of contacts between people, animals or plants, they
do not include the effect of clustering noted in many real-life applications
[44, 45]. The use of random clustered networks in epidemiological modelling
takes an important step towards application of the modelling framework to
realistic systems. Network topology and in particular clustering also affects the applicability of the control strategy.
4.3 Key results for paper 1


- Taking into account relative costs of treatment and illness, three main control strategies emerge: treating a large number of individuals (global strategy, GS), treating a proportion of individuals in a well-defined neighbourhood of a detected case (local strategy, LS), refrain from treatment (null strategy, NS).

- Destruction of local interactions, either by addition of long-range (small-world) links or by inclusion of many initial foci, expands the range of costs for which the null strategy (NS) is most cost-effective. The global strategy (GS) emerges for the case when the cost of prevention is much lower than the cost of treatment. Then there is a substantial non-local component in the disease spread.

- In the mean-field case only two optimal solutions are possible: to treat the whole population if the cost of the vaccine is low or to refrain from control if cost is expensive.

- The basic reproduction ratio, $R_0$ (the expected number of secondary cases produced by a typical infected individual during its entire infectious period), does not depend on the rate of responsive treatment and the disease always invades.

- The properties of the pathogen of emerging diseases may not be known in advance. The choice of the strategy (GS, LS or NS) can be made
based on economic analysis only. The main influence on the option of the control scanario comes from value of relative cost of treatment to the cost of infection, $c$.

4.4 Key results for paper 2


- The local strategy (LS, treating susceptible or infectious individuals in well defined neighbourhood of certain size) matches the scale of epidemic with the scale of control.

- The details of the local strategy and in particular the size of the optimal treatment neighbourhood weakly depends on disease infectivity but is strongly influenced by the other epidemiological factors, like probability of detection or spontaneous recovery.

- The required extent of prevention is proportional to the size of the infection neighbourhood.

- The control neighbourhood size depends on time till detection and time till treatment, however this relationship is nonlinear but follows power law.

- The optimal size of control neighbourhood is highly sensitive to the relative cost, particularly for inefficient detection and control application.

4.5 Key results for paper 3

K. Oleś, E. Gudowska-Nowak, A. Kleczkowski, Efficient control of epidemics
• Two epidemiological models have been compared. In many real life situations it is difficult to examine the immunisation to the particular pathogen. The differences in the models correspond to the their part denoting gaining immunisation.

• The differences in models affects the choice of the strategy in the situation when treatment is very cheap and when disease spreads slowly.

• From the epidemiological point of view, in the crucial scenario (high infectiousness and expensive treatment) both models predict very similar results.

• Even where the choice of the strategy differs, the total cost spent on controlling the epidemic is at the same level for both models.

4.6 Key results for paper 4


• In order to adapt mathematical modelling to real life application the model of random clustered networks has been used.

• Network topology and in particular clustering also affects the applicability of the control strategy.

• The networks characteristics such as average path length or local clustering coefficient appears to play the most important role. The larger average path length, the larger the interval for which LS is optimal.
• The proportion of individuals in cliques affects the local coefficient of clustering. With higher density of cliques in networks and with greater value of clustering coefficient, the range of the treatment costs, for which control scenario is optimal, increases.


5 Discussion and possible extensions

Mathematical epidemiology has now evolved into a separate area of population dynamics that is parallel to mathematical ecology. Epidemiology models are now used to combine complex data from various sources in order to study equally complex outcomes. Mathematical models are used in comparing, planning and optimising the whole range of processes: detection, prevention, therapy, control scenarios, making general forecasts, and estimating the uncertainty in predictions [46, 15]. Moreover, the incomplete knowledge of the newly emerged disease or the way it is transmitted through the system does not prevent modellers to propose successful control options even at the beginning of the epidemics. Incorporating economic factors into designing control strategies results in a very powerful tool for authorities that need to decide whether and how resources need to be allocated in order to stop the epidemics as quickly as possible and at a manageable cost.

Even though the mathematical models estimate results and predict scenarios we should be aware of their limitation and assumption on which they based.

- Network models assume the homogeneity of nodes, however in real life every individuals are unique and distinguishable.
- Epidemiological factors are fixed and do not change during epidemic.
- The efficacy of vaccination is assumed to be 100% efficient.
- Model allows to vaccinate infected (I and D) individuals.
- No fixed costs are considered only variable costs are included.

My research can be extended in several ways, and the most interesting as well as challenging appear to be:
• SIRS model: a model in which after some period of immunity to the disease, individuals become susceptible again and could catch a disease few times. The best examples are influenza and sexually-transmitted diseases.

• Dynamical networks: networks with connections that could change in time, e.g. describing the situation when the behaviour of a population can markedly change as a consequence of an outbreak of infection, which needs to be considered when designing interventions.

• Social networks: e.g. scale-free networks, more realistic network type, especially for modelling human diseases.

• Other economical circumstances, e.g. limited budget that could be spent on epidemic outbreaks, and the resources need to be allocated wisely presents situation to which the health authorities need to face up.

• Time dependent control: control, which size could change in time, may properly allocate resources and better adopt efforts to the actual scale of epidemics.

• Spread of more than one pathogen in the population: this extension describes very serious real-life scenario that could results in higher vulnerability for one diseases when individuals are affected by the other pathogen. Alternatively, an individual that catches one type of disease and eventually gains immunity from it, might also acquire immunity to the other one, even though has not been treated.
6 Author Contributions

Results presented in my thesis have been achieved by numerical methods with programmes written mainly in C, and by use of Matlab software.

I have developed myself code in C using Monte Carlo Methods to execute disease evolution of SIDRV model and control process in a neighbourhood of any size.

I used lattices with periodic boundary conditions to represent different network types such as regular, small-world and random by different way of choosing links between nodes. In regular networks, edges have been placed between the nearest neighbours that described geographical distribution of hosts. Small-world networks have been created on the basis of regular ones, by adding number of randomly chosen links that could span the whole lattices. In random networks all nodes have fixed number of connections that have been placed uniformly random on the lattice. In order to properly adjust control events and disease spread I have used two separate matrices corresponding to infected and control neighbourhood.

The large size of the system (represented by lattices of 200 by 200 nodes), puts special demands on memory. I run my programmes on the Jagiellonian University computer grid called "Shiva" cluster, as a single thread programmes. Afterwards, data mimicking evolution of the epidemic process were analysed. For that purpose I have designed and written a code in C which uses the economic model and takes into account the requirement of optimising control strategy for the costs ranging from $10^{-4}$ to $10^{3}$.

During my collaborative visit in the group of Professor James Gleeson at the University of Limerick in Ireland, I was given a code in Matlab that generates random networks with different level of clustering. Working with Sergiej Melnik, I adopted the code in Matlab to generate random clustered
networks with the whole range of size of neighbourhood needed in control process and pathogen propagation.

Source code of all programs (except the Matlab code) is available on request.
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We present a combined epidemiological and economic model for control of diseases spreading on local and small-world networks. The disease is characterized by a pre-symptomatic infectious stage that makes detection and control of cases more difficult. The effectiveness of local (ring-vaccination or culling) and global control strategies is analysed by comparing the net present values of the combined cost of preventive treatment and illness. The optimal strategy is then selected by minimizing the total cost of the epidemic. We show that three main strategies emerge, with treating a large number of individuals (global strategy, GS), treating a small number of individuals in a well-defined neighbourhood of a detected case (local strategy) and allowing the disease to spread unchecked (null strategy, NS). The choice of the optimal strategy is governed mainly by a relative cost of palliative and preventive treatments. If the disease spreads within the well-defined neighbourhood, the local strategy is optimal unless the cost of a single vaccine is much higher than the cost associated with hospitalization. In the latter case, it is most cost-effective to refrain from prevention. Destruction of local correlations, either by long-range (small-world) links or by inclusion of many initial foci, expands the range of costs for which the NS is most cost-effective. The GS emerges for the case when the cost of prevention is much lower than the cost of treatment and there is a substantial non-local component in the disease spread. We also show that local treatment is only desirable if the disease spreads on a small-world network with sufficiently few long-range links; otherwise it is optimal to treat globally. In the mean-field case, there are only two optimal solutions, to treat all if the cost of the vaccine is low and to treat nobody if it is high. The basic reproduction ratio, $R_0$, does not depend on the rate of responsive treatment in this case and the disease always invades (but might be stopped afterwards). The details of the local control strategy, and in particular the optimal size of the control neighbourhood, are determined by the epidemiology of the disease. The properties of the pathogen might not be known in advance for emerging diseases, but the broad choice of the strategy can be made based on economic analysis only.

Keywords: epidemiological modelling; disease spread; stochastic modelling; epidemiological control

1. INTRODUCTION

Epidemiological modelling has long been used to design strategies to control disease outbreaks [1]. The underlying assumption of these strategies is the wide availability and low economic or social cost of treatment, be it in the form of preventive vaccination or therapy [2]. These assumptions are however not true in many cases, particularly for large outbreaks like cholera [3], AIDS [2], severe acute respiratory syndrome (SARS) [4] or foot-and-mouth disease [5]. There is, therefore, a need for a ‘marriage of economics and epidemiology’ [2] in designing effective strategies for control of disease [6]. Key to this approach is the realization that an optimal policy does not necessarily result in curing everybody in the population at any cost; it might instead be acceptable to tolerate some lower level of disease persistence if the costs of eradication are prohibitively high [7]. Several recent papers have combined epidemiological with economic constraints to identify optimal strategies for disease control or management [8–12]. Most of these studies, however, ignore the spatial components of disease spread and control.
while searching for an optimum strategy (see, however, Rowthorn et al. [13]). The spatial scale at which control is applied in relation to the spatial scale of the pathogen dispersal has been identified for many diseases, notably for plant diseases in which the spatial component of the location of the hosts plays a particular important role [14,15]. The relationship between the epidemic and control scales can however be affected by economic aspects of both disease and treatment. Simple network models, while capturing the essence of the topology of spread and control, offer a unique opportunity to analyse the relationship between the epidemic and control scales when there are cost constraints [6,16–20]. In this paper, we analyse a model for optimal control of disease spreading on regular and ‘small-world’ networks [6,20]. The importance of long-range transmissions in influencing the efficiency of control strategies has been shown for numerous major epidemics of human (e.g. SARS [4] and influenza [21–23]), animal (e.g. foot-and-mouth disease [5,24]) and plant diseases (e.g. citrus canker [25], sudden oak death [26] and rhizomania of sugar beet [14,15]).

There exist two broad strategies in response to a threat of an infectious disease. The authorities can implement control measures before the potential outbreak (e.g. a preventive vaccination [1]) or prepare a set of reactive measures, with a mixture of palliative care and control implemented only after the outbreak. In this paper, we consider the second case and assume that the outbreak has already started. A successful reactive control strategy needs to combine therapy (i.e. treatment of existing cases) with prevention against secondary cases (e.g. vaccination or culling) [2]. Treatment limited to individuals who are displaying symptoms is usually not enough to stop an outbreak, particularly if the disease includes a pre-symptomatic stage [27]. Thus, by the time a symptomatic individual is detected, the disease will have spread well beyond the original focus. Combination of a palliative with a preventive (although applied after the start of the outbreak) treatment allows the control to be more effective, if enough individuals are included in the population to catch all infectious individuals or to remove susceptible ones from the perimeter of the spreading focus [15]. However, such a strategy is also costly—it invariably leads to treating individuals that might never have been infected and become diseased even when no action were taken. If treatment is simple and cheap, this perhaps does not matter. The experience of large outbreaks of foot-and-mouth disease [28,29] and citrus canker [25] shows, however, that treatment cost may be very important. Thus, the process of designing the optimal strategy must involve in the first step the identification of all potential costs (including disease and control costs) and subsequently finding the right balance between them [3].

In this paper, we identify two main sources of costs associated with a disease outbreak and subsequent control [2]. These are the cost of untreated disease cases and the cost of treating individuals located around those cases (including the cost of surveillance needed to identify existing cases). If no preventive measure is taken, infection, and hence disease, spreads and many individuals become ill and either recover or die. This leads to direct costs associated with, for example, hospitalization and drugs that need to be administered and indirect costs associated with the loss of revenue owing to illness, and with death or incapacity of individuals. Such associated costs can be very high if the epidemic is severe and affects all or most of the population. The main objective of the preventive measures is to lower the total cost by investing in treatment or vaccination in the initial stages of the epidemic, with the hope that this will arrest the disease spread [30]. Control might, for example, involve a mass vaccination as early in the outbreak as possible, or continuous preventive vaccination [1,31,32]. Although there is a potentially large cost associated with such a strategy, the investment is seen as worthwhile if it leads to a significantly reduced number of infections owing to removal of susceptible individuals. Vaccination, culling or other forms of preventive treatment can also be targeted, by concentrating on individuals that exhibit disease symptoms or their neighbours, regardless of their status [5,27,33,34]. Such a form of ‘ring vaccination’ has been identified as a cost-effective measure, since it concentrates the effort where it is needed. The drawback of such strategies is that they require a detailed knowledge of the actual location of infected individuals and their contacts [17], and this might also involve costly surveillance schemes [35].

In this paper, we compare spatially targeted control strategies. We show that, depending on the relative cost of treatment and infection, a choice of three strategies arises: treating nobody (null strategy, NS), treating only selected individuals within a well-defined neighbourhood of each detected (symptomatic) individual (local strategy, LS) and treating as many individuals in the whole population as possible (global strategy, GS). We also show that the randomness of disease distribution in the initial phases of the epidemic plays a very important role in deciding which strategy to choose. This can result either from an initial distribution of disease foci or from topology of interactions. The details of the LS depend on the epidemiology but not on the economic parameters—it is the choice of the strategy that does depend on the relative costs. The ‘bang–bang’ strategy of either treating nobody or treating all individuals has been observed in non-spatial systems where control strategy varies over time [7,8,36], but to our knowledge not for a spatial control strategy.

2. MODEL

The spatial model that underlies this paper is an extension of the susceptible–infected–removed (SIR) model to account for pre-symptomatic spread [6,20]. We first introduce a spatial model in which control is applied locally in response to observed cases. Subsequently, we construct mean-field approximations for the spatial model.

2.1. Spatial model

For simplicity, we assume that individuals are located at nodes of a square lattice that represents the geographical distribution of hosts. On this lattice, we define a local neighbourhood of order $z$ as a von Neumann neighbourhood in which we include $z$ shells and $\phi' (z) = 2z^2 + 1$
Figure 1. Block diagram illustrating transitions in the model considered in the paper. Thick lines represent transitions performed at each time step, whereas light lines represent transitions triggered by treatment.

The epidemiological model is a version of an SIR model [1], modified to include pre-symptomatic and symptomatic stages of the illness and to account for detection and treatment (figure 1). All individuals are initially susceptible ($S$). The epidemic is initiated by the introduction of a few infected but pre-symptomatic ($I$) individuals. Each infectious (pre-symptomatic or symptomatic) individual is in contact with a fixed number of other individuals and infection is transmitted along these contact routes with probability $f$ per contact. Upon successful infection, the susceptible individual moves to the pre-symptomatic class. Stochastic simulations are performed with a fixed time step so that each probability is interpreted as a hazard.

We consider two models for transmission: local-spread and small-world models. In the local-spread model, a fixed number of individuals is chosen in the nearest neighbourhood of order $z_{ad}$ surrounding each susceptible individual. Each infected individual located within the neighbourhood contributes to the total hazard for this particular susceptible individual. We consider $z_{ad} = 1$ with $\phi(z_{ad}) = 4$ individuals in the infection neighbourhood, but the results are similar for other choices of $z_{ad}$. A small-world model [6,37] is similar to the local-spread model, but an additional number of non-local links is added randomly to the lattice of local interactions. These links can span the whole population and the probability of passing an infection along any of the long-range links is the same as for local links.

With a probability $q$ each pre-symptomatic individual develops symptoms that can be detected (and hence moves to class $D$). Both pre-symptomatic and symptomatic individuals can infect susceptible individuals. At each time step, each symptomatic individual can move to a removed class ($R$) with a probability $r$ or, if it does not recover, can trigger a treatment event with probability $v$. This process models delays in public health actions leading to preventive treatment (vaccination or culling). Each treatment event affects the central symptomatic individual and all susceptible, pre-symptomatic $I$ and symptomatic $D$ (but not removed $R$) individuals located within a von Neumann neighbourhood of order $z$ centred on a detected individual, as they move to the treated class, $V$. This represents a localized ‘ring’ treatment (vaccination or culling). For convenience, we extend the definition of $z$ to include two cases: $z = -1$ describes a strategy in which no spatial control is applied, and $z = 0$ corresponds to a strategy in which the detected individual is treated only. Neither $R$ nor $V$ can infect or be re-infected any more. The number of individuals in each class is denoted by $S$, $I$, $D$, $R$ and $V$, respectively, and $N = S + I + D + R + V$ is the total number.

### 2.2. Mean-field equations

The model without control can be described by the following set of mean-field equations:

\[
\begin{align*}
\frac{dS}{dt} &= -\frac{\beta\phi(z_{ad})}{N} S(I + D), \\
\frac{dI}{dt} &= \frac{\beta\phi(z_{ad})}{N} S(I + D) - qI, \\
\frac{dD}{dt} &= qI - rD \\
\frac{dR}{dt} &= rD.
\end{align*}
\]

(2.1)

The parametrization of the infection force by $\beta\phi(z_{ad})$ allows a direct comparison of the simulations with the fully spatial model, although $\beta$ can only cautiously be interpreted as an equivalent of $f$. If the control is just applied to the detected individual ($z = 0$), these individuals are removed at the rate $v$ and the equation for $D$ is modified by including a term $-vD$.

\[
\frac{dD}{dt} = qI - rD - vD.
\]

(2.2)

When $z > 0$, an additional number of individuals, $\phi(z)$, is selected for treatment. In the spatial model, those individuals are located in the neighbourhood of the
detected individual, but, in the mean-field approximation, the spatial information is lost. Thus, the corresponding number of individuals is selected at random from the population at each control event. As the control events occur at the rate $-\nu D$, the rate at which individuals are treated equals $-\nu \phi(z) D$. Out of these, a proportion of $S/N$ individuals are susceptible, $I/N$ individuals are pre-symptomatic and $D/N$ are symptomatic (the control event does not distinguish between the state of the individuals subject to treatment, except for the removed class). Incorporating the relevant terms into equation (2.1) we obtain

$$\begin{align*}
\frac{dS}{dt} &= -\frac{\beta d(z)}{N} S(I + D) - \nu \phi(z) D S \frac{N}{N}, \\
\frac{dI}{dt} &= \frac{\beta d(z)}{N} S(I + D) - q I - \nu \phi(z) D I \frac{N}{N}, \\
\frac{dD}{dt} &= q I - r D - \nu D - \nu \phi(z) D \frac{N}{N}, \\
\frac{dR}{dt} &= r D \\
\text{and } \frac{dV}{dt} &= \nu \phi(z) D S + I + D \frac{N}{N} + \nu D.
\end{align*}$$

(2.3)

2.3. Cost of treatment

From an economic point of view, the problem of designing an optimal control strategy can be viewed as a special case of a net present value test [38]. In this approach, the value of future benefits (reduction in the number of infection cases) is compared with the value of future and current costs (associated with a particular control strategy). The values are often discounted if the optimization horizon spans a longer period of time. For simplicity, we assume that the duration of an epidemic is short enough (e.g. within 1 year) so that no discounting is necessary. The strategy is decided at the beginning of the epidemic and is not changed over time. The economic outcome, on the other hand, is deferred until the end of the epidemic when costs are compared with gains. We also assume that there are no budget constraints and so the decision maker can spend as much as is necessary on controlling the disease within the prescribed strategy.

In this paper, we aim to minimize the total cost of the outbreak and we allocate costs to two groups. The first term representing the palliative cost is associated with individuals who are never treated and therefore spontaneously move into the removed class. This term is equal to $R(\infty)$ multiplied by a unit cost of treatment, $c_1$. The second term describes costs associated with treatment of susceptible and pre-symptomatic individuals aimed at prevention of further spread. For simplicity, we assume that this term also includes surveillance costs involving searching for and detection of infected (symptomatic) individuals as well as treatment of any symptomatic individuals (including the one that triggered the treatment event; figure 1). Thus, the second term is equal to $c_2 V(\infty)$, with $c_2$ being a unit cost of preventive treatment. These assumptions lead to the following general form for the total cost of the epidemic:

$$X = c_1 R(\infty) + c_2 V(\infty).$$

(2.4)

We are normally not interested in the absolute measure of $X$, but only intend to use it to compare different strategies. Thus, without loss of generality we can put $c_1 = 1$ and $c_2 = c$, so that $X = R + c V$ with $c$ measuring the relative cost of treatment to infection [6,17]. The goal of the simulation is to find an optimal control strategy, identified here with a value of $z$ (and denoted $z_*)$ for the spatial model (and its mean-field approximations), that minimizes the total cost, $X$, with other parameters fixed. We call $X$ the severity index, as it characterizes the combined severity of the epidemic including individuals that have been through the disease but were not treated ($R$) and individuals that have been treated both in response to their symptoms and preventively to halt the spread of the disease ($V$).

We consider two prevention strategies exemplifying our approach, preventive vaccination (or spraying) and culling (or destruction), for three complementary diseases, influenza [39–41], foot-and-mouth disease [24,27] and citrus canker [25], although our approach is more general. Attempts to control an influenza outbreak include preventive vaccination or treatment with anti-viral drugs [42]—a similar approach has been suggested for measles [43] and for Ebola [44]. For foot-and-mouth disease, both vaccination and preventive slaughter of animals on contiguous premises [24,45] have been used to control spread. Likewise, citrus canker can be controlled by early spraying with copper compounds on resistant varieties, but immediate and rapid destruction of infected trees is essential for controlling the spread [46]. The two exemplary treatments differ in costs associated with them. Vaccination (for influenza or foot-and-mouth disease) and preventive spraying (for citrus canker) are typically cheaper than loss of an individual owing to disease (foot-and-mouth disease, canker) or costs associated with inability to work or even hospitalization (influenza). Thus, for example, Weycker et al. [40] estimates the costs of influenza vaccine at $c_2 = \text{US}\$6–24, with direct costs of infection at $c_3 = \text{US}\$70 and indirect at US\$351, leading to c ranging from 0.017 to 0.341 (see also Meltzer et al. [39]). Similar estimates can be obtained for rotavirus and hepatitis A [47,48], with $c = 0.01 – 0.85$. On the other hand, the cost of culling an animal or destroying a tree is typically comparable to or more expensive than the disease, as it includes not only the lost revenue associated with the culled animal or destroyed tree but also the labour associated with treatment; this leads to $c \gtrsim 1$.

2.4 Simulations

Simulations were performed on a lattice of 200 by 200 individuals with periodic boundary conditions. The size of the lattice was a compromise between numerical efficiency and small-size effects that we wanted to avoid. We performed simulations for other sizes and found no effect for sufficiently large lattices. We have considered a range of initial numbers of infected individuals, but
the results are shown for 40 initial foci (0.1% of the total population) and 400 initial foci (1% of the total population). Smaller numbers of initial foci led to too many cases in which disease died out without spreading, which affected the optimization procedure. Except when indicated otherwise, $z_{\text{inf}} = 1, \ v = 0.1, \ r = 0.1$ and $q = 0.5$. Each simulation was run until $I(t) + D(t) = 0$ and $X$ was computed at the end of the run. For the simulation model, the minimization of $X$ is achieved by sweeping through different values of $z \neq 1$ while performing only a single simulation for each value of $z$. For such a sample, the actual minimal value of $X$ and the corresponding value of $z$ are found. This procedure is then repeated 100 times to yield average values of $z_c$ and $X_c$ and their standard deviations. Numerical solution of the differential equations was done using $R$ [49].

3. RESULTS

The long-term behaviour of the spatial model in the absence of control ($z = -1$) is determined by $f$, the probability that infection is passed to a susceptible node from any of the four neighbours ($z_{\text{inf}} = 1$). For small values of $f$, the disease quickly dies out, whereas, for large values of $f$, the pathogen and hence disease is highly contagious and spreads through the whole population when no treatment is applied, $X \simeq R(\infty) \simeq N$; compare figure 2a,b. The extreme cases of $f$ are

Figure 2. (a,b) The proportion of spontaneously removed individuals, $R(\infty)$; (c,d) treated individuals, $V(\infty)$, as a function of the control neighbourhood, $z$, for different values of $f$ and $c$. The corresponding values of the severity index, $X$, are shown in (e,f). Points mark the global minimum values of $X$, $X_c$, and the corresponding optimal control radius, $z_c$, (treat all, filled circles; treat some, open circles; treat detected only, filled triangles; treat none, crosses). $f = 0.001$ in (a,c,e), representing a non-invasive disease; solid line and filled circles, $c = 0.0001$; dashed line and filled triangles, $c = 0.005$; dashed-dotted line and crosses, $c = 1.5$. $f = 0.5$ in (b,d,f), for an invasive disease; solid line and filled circles, $c = 0.0001$; dashed line and filled circles, $c = 5$; dashed-dotted line and crosses, $c = 10$. Initial condition is $I(0) = 40$ (0.1% of the total population). Other parameters: $z_{\text{inf}} = 1, \ q = 0.5, \ r = 0.1, \ v = 0.1$. Note that $z = -1$ corresponds to no control whereas $z = 0$ represents controlling the detected individual only.
separated by a threshold for disease invasion, with an exact critical value of $f$ depending on the spatial structure of the network and presence or absence of long-range links. For the simplest case of $z_{dr}=1$ and no long-range links, the transition occurs at $f=0.04$ (figure 3); addition of the small-world links shifts the threshold towards the value of $f=0.02$ that can be compared with the mean-field critical value of $f=0.02$ associated with $R_0=1$ (for details of mean-field calculations see below and in particular equation (3.1)). When control is applied, $z \geq 0$, $R/N$ declines monotonically with the order of the control neighbourhood, $z$, for both invasive and non-invasive diseases (figure 2a,b). Thus, the increased control effort leads to a reduction in the number of cases. However, the number of individuals treated, $V(\infty)$, increases at the same time (figure 2c,d). The increase is monotonic for a non-invasive disease (figure 2c), but non-monotonic for an invading disease (figure 2d), $R(\infty)$ and $cV(\infty)$ are subsequently combined to form $X=R(\infty)+cV(\infty)$ (figure 2e,f). The special case of a vaccination that does not cost anything, $c=0$ (not illustrated in figures), corresponds to $X=R(\infty)$ and leads to an optimal strategy of treating all (GS). If $c \neq 0$, various types of global minima can be obtained depending on the value of $c$ and the shape of $v$.

First, consider a non-invasive disease (figures 2a,c,e and 3). If vaccination is cheap (small but finite $c$), $X$ is dominated by $R(\infty)$ (the cost of an uncontrolled epidemic) and the minimum value of $X$ occurs at $z_c=\infty$ corresponding to the GS of treating all individuals (GS) (figure 2e: filled circle). As the cost, $c$, increases, the minimum rapidly shifts to $z=0$, corresponding to treating just the detected individual (a subset of the local strategy, LS: figure 2e filled triangle). For very high values of $c$ (thick line in figure 2e), the strategy shifts further to $z=-1$ when nobody is treated (the NS). The value of a critical control radius, $z_c$, depends strongly on $c$ but only weakly on $f$ for small values of $f$ (figures 2e and 3).

As $f$ increases and the epidemic character changes from non-invasive to invading, $V(\infty)$ becomes a non-monotonic function of $z$ (figure 2d). While for small values of $c$, the GS is still the best option (figure 2f), a new type of LS appears for moderate values of $c$, corresponding to the treatment within a well-defined region around each detected case. For a very high value of $c$, the minimum of $X$ corresponding to a finite value of $z$ disappears and the NS of treating nobody becomes optimal (figure 2f). The switch from GS to LS and subsequently to NS is clearly seen in figure 3, which also shows the relative independence of the choice of the optimal control strategy on $f$.

Thus, the choice of the optimal strategy is determined by two main factors: the infectiousness of the disease, $f$, and the relative cost of the treatment, $c$. The dependence on the rate of disease spread, $f$, is relatively weak for most values of $c$ (figure 3). The values of the optimal control neighbourhood, $z_c$, cluster in two regions. For small $c$ ($c<10^{-4}$), $z_c$ is independent of $f$ and corresponds to a GS, $z_c \simeq 45$. For moderate $c$ ($0.01< c<1$), $z_c$ is below 10 (for the parameters discussed here) and slowly increases as the disease switches from non-invasive to invasive. For high values of $c$ ($10< c<100$), the dependence on $f$ is non-monotonic as $z_c$ first increases and subsequently drops back to 0 (treat only detected individuals). Finally, for very high costs of treatment, $z_c=-1$ (refrain from treatment) for almost all values of $f$.

The economic aspects of the control determine three regions for $c$ (figure 4). To illustrate the details of the behaviour, we assume that each untreated case (i.e. the individual in the removed class, $R$, at the end of the epidemic) costs £100. (We use arbitrary but realistic values here, to illustrate general principles rather than to focus on a particular disease.) We consider two contrasting cases for the cost of each treated individual (i.e. the individual in the treated class, $V$, at the end of the epidemic), £0.01 and £1000. We also assume that initially there are $I(0)=40$ cases in a population of 40000. Consider first the costs of the NS, under which nobody is treated and so $X \simeq R(\infty)$. For the non-invasive disease (small $f$), the total cost is approximately £100$I(0)=4000$, whereas for the invasive disease (high $f$) the total cost reaches £1000$N=4$ million. For the GS, we treat all individuals indiscriminately and as quickly as possible and so the cost is £0.01$N=400$ for small $c$ and £100$N=40$ million for large $c$, independent of $f$. Finally, for the LS, it is not possible to obtain a simple estimate of the cost as it depends on $z$ and the effectiveness of prevention.

For the very cheap preventive treatment (e.g. costing £0.01, i.e. $c=10^{-4}$), $cN < I(0)$, the cost of treating the whole population (GS, £400) is smaller than the cost associated with the infection of the initial cases.
Figure 4. Critical value for the range of control neighbourhood, $c$, as a function of the relative treatment cost, $f$, for different values of the probability of spread $v$. (a) Examples of the dependence of the optimal control radius, $c^*$, on the treatment cost for various values of $f$ (solid line, $f = 0.005$; dashed line, $f = 0.05$; dashed-dotted line, $f = 0.5$). The optimal control radius $c^*$ is also shown in (b) as a function of both $f$ and $c$. White colour represents $c = 1$ (NS), grey colour corresponds to treating detected individuals only ($c = 0$) and a range of colours represent $c > 0$. Other parameters: $v = 1$, $q = 0.5$, $n = 0.1$, $I(0) = 1000$ (0.1% of the total population). The vertical line is placed at $c = 1$ (equal costs of disease and treatment). The horizontal line at $f = 0.04$ separates invasive and non-invasive epidemics (cf. figure 3). (Online version in colour.)

(NS, £4,000). Thus, for both invasive and non-invasive diseases, it is better to spend £400 and stop the epidemic immediately than to allow even the initial cases to go through the disease process (at a minimum cost of £4,000). If the cost of treating the whole population is comparable to or higher than treating the initial cases, $c \geq I(0)/N$, the GS is no longer optimal. For high $c$ and low $f$, the treatment cost of just the few initial cases (£40,000) is significantly higher than the cost of allowing the epidemic to run to its completion (NS for low $f$, £4,000), we expect the NS to be optimal. Similarly, the cost of the GS is high (£40 million) compared with the NS (£4 million) for large $f$ and the NS is again optimal. The range of $c$ between those two extremes is occupied by the LS with $c = 0$ (treat only detected individuals) for the non-invasive disease and $c < 10$ for the invasive disease (figure 4).

A remarkable feature of the LS is the stability of $z_c$ as a function of $c$ over a wide range of $c$ and $f$ (figure 4a; see also figure 3). Interestingly, even in cases when the cost of the preventive treatment, $c$, exceeds the cost of uncontrolled disease ($c > 1$), the LS is still optimal for some combinations of $c$ and $f$ (even though the NS is optimal for very high values of $c$). The mechanism for this behaviour is related to spatial correlations in the spread of the disease. Consider a focus originating with a single pre-symptomatic but infectious individual. Infection subsequently spreads to its nearest neighbour and then to their neighbours, but the focus still remains undetected. It is only when the first individual in the group shows symptoms that the authorities might become aware of the infection (this individual is usually the original source of infection, but owing to the stochastic nature of the process it might also be another one). Further delay (represented by the finite value of $v$) before any responsive treatment (vaccination or culling) is applied leads to further expansion of the focus. Thus, with a high probability, we can expect pre-symptomatic but infectious individuals in the immediate neighbourhood of a detected one. The optimal local control strategy will aim at treatment of all such pre-symptomatic individuals, but without extending the control neighbourhood too far (which will lead to an unnecessary increase in costs). This is a similar mechanism to herd immunity [1], but local application makes it a very effective strategy. Thus, the epidemic can be stopped within a few steps, even though the rest of the population remains susceptible. We also note that the fewer the initial foci, the less effort is required to stop the outbreak in this case, and so we expect that the critical value of $c$ determining the transition between the LS and the NS will increase with a decreasing number of initial foci. However, once the spatial correlation is destroyed, we expect the LS to be no longer efficient for any value of $c > 1$.

3.1. Destroying spatial structure

The spatial correlations can be destroyed either by introducing non-local spread, for example in the form of long-range links in a small-world model, or by increasing the number of initial foci. There is not much change in the behaviour for small $f$ (cf. figure 4 with figure 5) where 30 per cent long-range links have been added to the model structure. In this case, it is still preferable to treat individuals locally for a broad range of $f$. However, as the disease becomes more infectious, the probability of it spreading via long-range links increases. In this case, the region of optimality for the GS extends to higher values of $c$, whereas the range of the NS extends to lower values of $c$ until they merge at $c = 1$ for high $f$ (cf. figure 4 with figure 5).

The effect of changing the number of non-local links is shown in figure 6, which is analogous to figures 4a and 5a, but for a smaller range of $c$ and for a single value of $f = 0.98$. For 40 initial foci (0.1% of the total number) and the purely local spread, the switch between the LS and the NS occurs at approximately $c = 10$ (thin line in figure 6a) while $z_c \simeq 6$ for $c$ below 10. The addition of 2 per cent links decreases the range of $c$ for which the LS is still optimal but does not increase $z_c$ (dashed line). However, the number of individuals treated preventsively, $V(\infty)$, increases markedly compared with the purely local case (figure 6b). Addition of 30 per cent long-range links shifts the critical value
for \( c \) close to \( c = 1 \), while increasing the size of the control neighbourhood to \( z_c \approx 40 \) (thick line in figure 6a). In this case, the proportion of the population that needs to be treated, \( V(\infty)/N \), is also very high for \( c < 1 \) (figure 6b).

If the number of initial foci is increased without addition of long-range links, the effect on the critical value of \( c \) is similar to the addition of links, although there is no noticeable increase in \( z_c \) below the critical value (the dashed-dotted line in figure 6a). Thus, in each treatment event, we are still treating a small number of individuals. However, overall, we still need to treat a large proportion of individuals (figure 6b).

The change in \( z_c \) and \( V(\infty) \) can be very rapid as long-range links are added to the system (figure 7a). This is reminiscent of the rapid transition associated with the small-world model in which addition of only a few links can drastically change the behaviour of the system [37]. If the preventive treatment (e.g., vaccination or culling) is even marginally more costly than allowing the disease to run without control, \( c = 1.25 \), the addition of 6 per cent of long-range links renders the LS inefficient (figure 7a). In this case it is best to refrain from any preventive treatment (and follow the NS), even if 4 per cent links still leave the LS optimal.

The reason for this critical behaviour is clear from figure 7b. Consider the case of \( c = 1 \) for which it is optimal to treat locally even for a large number of non-local links. However, in this case, the proportion of treated individuals exceeds 50 per cent of the total population for 5 per cent or more of long-range links (marked by the arrow in figure 7b). This shows how critical it is to reduce the number of non-local links in the population [6,17], if local control strategies are applied.

### 3.2 Mean-field limit

With the increase in the number of non-local links, we are approaching the mean-field approximation (figure 6a). In this case, there are only two options for treatment. The GS is optimal for \( c \leq 1 \) and the NS is optimal for \( c > 1 \). This can be confirmed by the analysis of the mean-field equations (2.3). The responsive treatment in which the treatment rate depends on the current number of detected cases is not capable of controlling the invasion of the disease. When the basic reproduction ratio, \( R_0 \), is computed for equation (2.3), the result does not depend on the rate of treatment \( v \),

\[
R_0 = B f(z) \left( \frac{1}{q} + \frac{1}{r} \right).
\]
The proportion of treated individuals, \( \frac{V(\infty)}{N} \), for the small-world model with a varying number of long-range links and for two similar values of \( c = 1 \) and \( c = 1.25 \). Other parameters as in figure 6: \( R(0) = 40 \). The arrow marks the point at which \( V/N = 0.5 \) (see text).

In this formula, \( \beta \delta(z) \) is the rate of infection, \( 1/q \) is the average time an infected individual spends before detection and \( 1/r \) is the average time a detected individual spends before spontaneous removal. As a consequence, the stability of the disease-free equilibrium \( (I = 0, D = 0) \) is unaffected by the control since, for low levels of infection \( (I,D \ll N) \), the control term is very small. Although as the number of cases increases, so does the control effort, but the dependence of the control rate on \( D \) means that the effort always follows the infection. Simulations show that the final number of treated individuals, \( V(\infty) \), and the final number of spontaneously removed individuals, \( R(\infty) \), are closely related in this case so that, if \( c = 1 \), \( X = R(\infty) + V(\infty) = N \) independently of \( v \). Thus, if it is cheaper to prevent the disease than to avoid treatment, \( c \leq 1 \), it is best to treat all individuals (GS). By contrast, if it is cheaper to refrain from treatment, \( c > 1 \), it is best not to treat anybody (NS). However, regardless of the applied control strategy, the whole population is affected either by the infection or by the control (figure 6b). The results agree with simulations of a stochastic spatial model in which individuals contact \( \phi(z_{ad}) \) individuals randomly (not shown here).

4. DISCUSSION

The main objective of the ‘optimal’ control strategy is to stop the epidemic not only in the shortest possible time but also at a manageable cost. Faced with a large outbreak, health authorities need to decide quickly whether to build up a coordinated effort to vaccinate or to treat a large proportion of the population, despite often substantial costs involved [3]. In some cases, refraining from treatment might be a more cost-effective choice than to act. Such decisions are often very difficult, as they involve many unknown factors. Mathematical modelling is then used to provide help and guidance by, among others, pointing to factors that do or do not influence the final outcome of the control process. Among the factors that mainly influence the decision are the costs associated with both preventive control and the disease itself. While the first category can be estimated with a certain degree of accuracy, the second factor might be difficult to determine.

In this paper, we provide a systematic study of the choice of the optimal strategy for a range of diseases for which spread is either localized or not. We have identified three basic strategies, the GS (treat all), the local strategy (treat within a well-defined neighbourhood of any detected individual or treat just the detected individual) and the NS (do not preventively treat any individual). In the last case, the individuals can still be treated for disease symptoms, but no prevention is effected on the population.

The details of the LS (when it is applied) surprisingly do not depend strongly on the cost of treatment, although the decision whether to apply the control locally or globally (or not at all) does depend on the cost. Once we decide on application of the local control, it is the epidemiology and social network structure that determine the spatial extent of LS. The results presented here for the LS show that it is important to match the scale of control with the scale of the disease dispersal; see [14] for a practical application in matching scales for control with the inherent scale of spread for a crop disease at the landscape scale. There are, however, also cases when the balance of costs is an over-riding factor and it is necessary to treat all individuals as quickly as possible (GS) or to refrain from treatment (NS).

When the purely local structure of the disease spread is destroyed by an increase in the number of initial foci or by addition of long-range links, local control can still be applied. Dybiec et al. [6] found that, for a small number of links, the local strategy still works, but at a cost of an increased control neighbourhood. This is necessary to catch the pre-symptomatic individuals before they cause new foci to appear via long-range links. Interestingly, the case of \( c = 1 \) that was considered by Dybiec et al. [6] corresponds to the minimal impact of a small-world structure in the order of control neighbourhood. If the cost of treatment is only marginally higher than the cost associated with infection (i.e. \( c > 1 \)), it might be more profitable to withhold treatment completely rather than to use local control strategies.

Our cost function, equation (2.4), is linear in \( R \) and \( V \) and we assume that the budget is unlimited. For
rapidly spreading epidemics, there might be a situation when the number of cases in a certain locality exceeds the maximum capacity of the control system (either health or veterinary care system). This leads to a rapid increase in costs per treated individual when compared with a small-size outbreak \[30\]. We extended our model to include nonlinear (quadratic) terms in either \( \dot{R} \) and \( V \), but there was no qualitative change compared with the linear cost function. In particular, increasing \( \epsilon \) in \( X = (\dot{R}(\infty) + \epsilon \dot{R}(\infty)) + \epsilon V(\infty) \) shifts the curve in figure 4a horizontally towards the higher values of \( c \) (results not shown). Thus, the range of \( c \) for which the GS is optimal increases, whereas the range for which the NS is optimal decreases. This can be understood in terms of the penalty against outbreaks with a large value of \( r \), leading to more strict criteria for control. The effect of including a nonlinear (quadratic) term in \( v \) is opposite, as the areas of the NS and LS shift in the direction of lower values of \( c \). The critical value of \( z_c \) at the plateau is unaffected in both cases. Here we are penalizing against outbreaks leading to large spending on prevention and therefore are more likely to let the disease spread unchecked.

The critical control neighbourhood, \( z_c \), and the resulting severity index, \( X \), are very sensitive to the percentage of long-range links (figure 6). However, precise network structure and the actual number of long-range links are unlikely to be exactly known. In this case, the precautionary principle suggests to expect the worst case scenario and to either use the largest possible number of expected links, if known, or use the mean-field approximation corresponding to a large number of such links. In this case, the critical value of \( c \) is 1 and therefore the GS is optimal for \( c \leq 1 \) and the NS for \( c > 1 \).

The current work assumes that the time span of the potential epidemic is very short and so no discounting is applied. In addition, we assume that, once the strategy is decided at the start of the epidemic, the authorities continue with the implementation. Each of these assumptions can be relaxed. A general relationship between the cost and the epidemic variables can be written as

\[
X = \int_0^t \left( F_1(I(t), D(t)) + F_2(D(t)) \right)
+ F_3(D(t), V(t))e^{-c t} dt,
\]

where \( F_1 \) is a functional representing responsive costs, \( F_2 \) represents surveillance costs and \( F_3 \) corresponds to prevention costs while \( c \) is a discounting factor. Under some simple assumptions on the functionals \( F_1 \), \( F_2 \) and \( F_3 \), we recover equation (2.4) if discounting is ignored and if the costs are only counted at the end of the epidemics. In general, however, the costs need to be evaluated as the epidemics unfold. Similarly, the radius of control neighbourhood \( z \) can change in time. This approach would require changes to the simulation procedure as it is no longer efficient to scan all possible values of \( z \) to search for \( z_c \) as done in this paper.

The model describes a single, relatively short outbreak of a disease that either kills the infected individuals or leads to complete immunity and also ignores influx of new susceptibles. Extension of the model to include recovery and/or re-infection (as in an SIS model) is planned for the future, but would require a different approach to cost calculations. We have also assumed that all social, economic and epidemiological parameters are fixed and well known in advance. This is not the case for emerging diseases. There is, therefore, a need to study the sensitivity of various control strategies to uncertainties in \( f \), \( \alpha \) and the structure of the network. The long-term goal is to identify a selection of strategies that can be applied at the beginning of an emerging epidemic, even if we do not know the details of the disease, and then modified as the epidemic unfolds. However, the results of this paper suggest that if \( c \) can be reliably estimated in advance, we can decide between the overall control strategies (NS, LS or GS) even without knowing exactly what the value of \( f \) is for a given emerging disease.
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Abstract
We present a model of disease transmission on a regular and small world network and compare different control options. Comparison is based on a total cost of epidemic, including cost of palliative treatment of ill individuals and preventive cost aimed at vaccination or culling of susceptible individuals. Disease is characterized by pre-symptomatic phase, which makes detection and control difficult. Three general strategies emerge: global preventive treatment, local treatment within a neighborhood of certain size and only palliative treatment with no prevention. While the choice between the strategies depends on a relative cost of palliative and preventive treatment, the details of the local strategy and, in particular, the size of the optimal treatment neighborhood depend on the epidemiological factors. The required extent of preventive action is proportional to the size of the infection neighborhood, but depends on time till detection and time till treatment in a nonlinear (power) law. The optimal size of control neighborhood is also highly sensitive to the relative cost, particularly for inefficient detection and control application. These results have important consequences for design of prevention strategies aiming at emerging diseases for which parameters are not necessarily known in advance.

Introduction
The network-based approaches are a common tool in epidemiological studies [1]. These individual-based methodologies allow incorporating the diverse patterns of interaction that underlie disease transmission and have been proved to capture topology of populations [2,3]. An interesting aspect of such models, with an obvious goal to target spread of the disease, is identification of optimal strategies for the control of a disease under additional constraints [4–6]. Network modelling has been successfully used for many systems in order to design such control strategies [7]. However, there are only very few attempts to incorporate economic factors in such realistic models. Conversely, bioeconomic models usually ignore the spatial components of the disease spread [8–10].

In this paper we present a combined epidemiological and economic model to address the problem of optimization of disease control on networks with incomplete knowledge. Two main sources of costs can be associated with a disease outbreak and its control: the palliative cost associated with disease case and costs of measures aimed at preventing further cases [11,12]. The objective of preventive actions is to lower the total cost by investing e.g. in vaccination at the initial stages of the epidemic or culling of infected/susceptible individuals.

In our approach, we define a measure of the total cost of the epidemic (the severity index, Σ) and analyze the influence of the parameters on its minimum. Work so far has shown that it is possible in such models to find an optimal control strategy [12]. Three optimal control scenarios (Global Strategy (GS), Local Strategy (LS), Null Strategy (NS)) emerge from the cost-effectiveness analysis. However, the relationship between the details of the Local Strategy and the model parameters is still elusive [7,12]. Establishing such a relationship is an essential step in designing control strategies for emerging diseases and hence we have concentrated on this task in the paper. We investigate propagation of the disease in a small-world network. The basic topology represents a regular lattice, with additional long-range bonds between randomly chosen pairs of sites. Inclusion of shortcuts into a regular lattice enhances communication of the disease and causes proliferation of epidemics at locations far apart from the original infected source.

Our principal objective is to identify optimal strategies for eradication of the disease by determining the threshold size of the control neighborhood. In the proposed model, the neighborhood order z is introduced as a measure of either the distance that the disease can spread (epidemic neighborhood), or the spatial extension of the control measures in a single “event” (control neighborhood). To investigate how limited resources should be balanced between disease detection and eradication, we analyze combined effects of the average time until detection and the treatment rate on optimal control size of the neighborhood.
We have found that the scale of control matches the scale of dispersal of a disease and so the larger the infection neighborhood, the further the control has to be extended. This relationship can be approximated by a linear function which coefficients depend algebraically on the detection and treatment rates following a power law. Small change in the relative cost of preventive to palliative treatment may result in big changes in this relationship. Addition of small world links narrows the range where the scaling (power) law is valid but the scaling persists for small values of detection and treatment times.

Methods

Model

We assume that individuals are located at nodes of a regular (square) lattice that represents geographical distribution of hosts. On this lattice, we define a local neighborhood of order $z$ as a von Neumann neighborhood in which we include $z$ shells and $\phi(z) = 2z(z+1)$ individuals, excluding the central one. Accordingly, $z=0$ corresponds to a single individual, which means that this individual is not in contact with anyone, $z=1$ corresponds to 4 nearest neighbors while $z=\infty$ corresponds to the whole population in the limit of infinite size of the system. For the small world model a fixed number of long range links has been added to the regular network described above. Those links span the whole population, but otherwise behave like local links.

The epidemiological model is a standard SIR (Susceptible-Infected-Removed) model [13], modified to include pre-symptomatic and symptomatic stages of the disease and to account for detection and treatment (cf. fig. 1). All individuals are initially susceptible ($S$) and the epidemic is initiated by introduction of several infected ($I$), pre-symptomatic individuals. Each of infected individuals (symptomatic and pre-symptomatic) stays in contact with a given (fixed) number of other individuals in its infection neighborhood of order $z_{inf}$.

After infection, the susceptible individual moves first to infected, pre-symptomatic class, ($I$) compartments. It can further infect its neighbors with probability $f$ per a contact but cannot be treated yet. As symptoms develop with probability $q$, individual moves to $D$ class and can be detected. It is still infectious but can spontaneously recover with probability $r$ and accordingly, move to a recovery class, ($R$) and cannot be further infected or treated.

![Figure 1. Block diagram illustrating transitions in the model: transitions performed at each time step (blue solid lines) and transitions triggered by treatment (orange thin lines). doi:10.1371/journal.pone.0036026.g001](http://www.plosone.org/)

![Figure 2. Severity index, X, as a function of the infection rate per contact $f$ and the control neighborhood size $z$. Simulation parameters: $q=0.5$, $r=0.1$ with 40 initial foci and infected neighborhood size set to $z_{inf}=1$, cost $c=1$. doi:10.1371/journal.pone.0036026.g002](http://www.plosone.org/)
Detection triggers the control process which becomes activated with probability $v$. In consequence, all individuals (except $R$) within control neighborhood of size $z$ centered at the detected host, transfer to the treated class $V$. The order of control neighborhood $z$ may be different from the order of infectious neighborhood $z_{inf}$ and is typically larger. Accordingly, the group of individuals subject to the treatment is composed of at least one symptomatic and a mixture of susceptible and infected pre-symptomatic individuals. For convenience, we extend the definition of the neighborhood $z$ to capture situations when no spatial control is applied ($z = 0$), or when the treatment is applied solely to the detected individual ($z = 1$).

Numbers of individuals in each class are denoted by $S$, $I$, $D$, $R$ and $V$, respectively with $N = S + I + D + R + V$ being the total constant number of individuals in the population.

In order to investigate the optimal control strategy, we need to compare value of future benefits (reduction of infection cases) with the value of future and current costs associated with a particular choice of measures in disease control and treatment. In this paper we allocate the costs to two groups:

$$X(z, t = \infty) = R(z, t = \infty) + c V(z, t = \infty).$$  \hfill (1)

The first term represents the palliative cost and is associated with individuals who are not treated and therefore spontaneously move into the $R$ class. The second term describes costs associated with treatment of detected individuals and their neighbors and is assumed to be proportional to the number of treated individuals $V$. In the above formula $c$ represents a cost of treatment relative to the cost of infection and $z$ stands for the control neighborhood size.

Figure 3. Control neighborhood size as a function of treatment cost $c$ and infectiousness of the disease $f$ for regular network and small world model. Simulation parameters: $\alpha = 0.5$, $\tau_r = 0.1$, with 40 initial foci and $z_{inf} = 1$. Control size $z > 0$ represents local strategy (LS), $z = 0$ corresponds to the strategy when only the detected individual is treated and $z \geq 30$ denotes GS (more than 99% of individuals are treated). Null strategy corresponds to $z = -1$. Top figure denotes results for disease spreading on regular networks, whereas bottom to small world model with inclusion of additional 2000 number of long range links (5%).

doi:10.1371/journal.pone.0036026.g003
Understanding Disease Control

![Graphs showing the relationship between optimal control size and infected neighborhood size for different parameters.](image-url)
Both estimates of $R$ and $V$ are evaluated at the end of each simulation run ($t \rightarrow \infty$).

Simulations

Monte Carlo simulations have been performed on a regular grid of 200 by 200 cells with periodic boundary conditions with and without long-range links. This choice of size has been dictated by a trade off between numerical efficiency and avoidance of small-size effects which could influence results. Additional numerical tests proved the consistency of results for different system sizes [12].

Epidemics have been initiated by addition of 40 infected individuals to an otherwise susceptible population. Each simulation run has been continued until $R(t)+D(t)=0$ (i.e. up to the time when no further infection can occur). Subsequently the severity index $X$ has been evaluated from the formula eq.(1). The optimal strategy is then determined by the minimal value of the severity index $X_c$. The corresponding value of $z$ gives the optimal size of the control neighborhood, $z_c$ (see fig. 2 for illustration). In the simulations, the minimization of the severity index is achieved by sweeping through different values of the control neighborhood size $z$, while keeping other parameters fixed. For each value of $z$ only a single simulation has been performed. Collections of this results yield a dependence of $X$ on $z$. A minimum value of $X$ in this collection gives an estimate of $X_c$, and the corresponding $z$ gives an estimate of $z_c$. This procedure has been repeated 100 times to yield representative average values of $z_c$ and $X_c$ and their corresponding standard deviations.

Results

The long time ($t \rightarrow \infty$) behavior of the model in the absence of control (Null Strategy, NS, i.e. $z = -1$) is determined by the probability $f$ of passing the infection to a susceptible node from any of its neighbors within the neighborhood size ranging from $z = 1$ to 144 ($z = 8$). For small $f$, the infection quickly dies out. Disease spreads invasively over the population for large $f$, when no control is applied, $X(z, \infty) \propto R(z, \infty) \propto N$. When $z \geq 1$, the ratio $R/N$ declines with the order of the control neighborhood. However, at the same time the number of treated individuals $V$ increases, contributing to the total cost $X$, cf. eq.(1). For $v \neq 0$, $X(z)$ is either a monotonic function of $z$ for small values of $f$ or a non-monotonic function for highly contagious disease (large $f$), see fig. 2.

Three regions can be identified in the dependence of $z_c$ on $\varepsilon$ and $f$, see fig. 3. For small values of $\varepsilon$, Global Strategy (GS) is dominating, whereas for large $\varepsilon$, it is best to refrain from treatment, Null Strategy (NS), fig. 3.

Although the location of the minimum of $X(\varepsilon)$ varies with increasing $f$ and $\varepsilon$ values (see figs. 2, 3), a relatively wide plateau region with an almost constant $z_c$ develops for intermediate values of $\varepsilon$ and $f$ and corresponds to the local strategy (LS), fig.3. The structure in fig. 3 is partially deformed by addition of long-range links, however, the plateaux persists for small values of $f$.

We have therefore focused on the plateau region (LS) of $z_c$ and have explored its dependence on epidemiological parameters: $z_{inf}, q, \delta, \mu, v$, with constant $f$ and $\varepsilon$. We have first explored dependence of $z_c$ on the size of infection neighborhood for $c = 1$, see fig. 4. The relationship can be accurately approximated by a linear function for a wide range of parameters, infectiousness $f$ (fig.4a), the rate at which symptoms appear, $q$ (fig.4b) and the treatment rate, $v$ (fig.4c) for $z_{inf} \in [1,8]$.

As already seen in fig. 3, infectiousness $f$ hardly affects the slope and intercept of the linear relationship, fig.4a. Increasing $q$ and $v$ causes the lines to shift towards lower values of $z_c$, with major changes in the intercept but slope only slightly affected (cf. fig.4b,c). In contrast, the relationship between $z_c$ and $q$ (or $v$) for fixed $z_{inf}$ is non-linear. It is more convenient to consider $1/q$ instead of $q$ as $t_p = 1/q$ has an interpretation of average time till detection of symptoms. Similarly, $t_r = 1/v$ can be interpreted as an average time till treatment.

Broadly speaking, $z_c$ increases with $t_p$ and $t_r$, fig. 5. This is consistent with the following mechanism. Consider a single infected but pre-symptomatic individual. The disease focus centered on it will spread until appearance of symptoms after time $t_p$. Thus, the longer it takes to discover symptoms of the disease, the farther the disease would spread from its original focus. As a consequence, the infected area becomes larger and so does $z_c$. Similarly, the longer time from detection until treatment, the further the disease moves away from original focus. As a result, the control size grows with increasing treatment time.

Figure 4. Relationship between $z_c$ and $z_{inf}$ for treatment cost $c = 1$. Points mark the simulation results whereas lines correspond to fitted linear function $z_c = z_{inf} + a + b$. From top to bottom, the following sets of constant kinetic parameters have been assumed: (a) $q = 0.5, v = 0.1$, (b) $q = 0.5, v = 1$. Errors (standard deviation from the mean) are too small to be visible.

doi:10.1371/journal.pone.0036026.g004

Figure 5. Relationship between $z_c$ and $t_p$ in a) and $z_c$ in b). Points mark the simulation results and lines correspond to fitted functions: a) $z_c(t_p) = z_{inf} + z_{inf}^0$ and b) $z_c(t_r) = z_{inf} \delta + z_{inf}^0$ for red: $z_{inf} = 1$, navy blue: $z_{inf} = 3$, blue: $z_{inf} = 5$, orange: $z_{inf} = 8$.

doi:10.1371/journal.pone.0036026.g005
Intriguingly, it appears that $z_c$ scales algebraically with $t_q$ (and with $t_v$) following a power law: $z_c \propto t_q^{b}$ and $z_c \propto t_v^{b'}$ (eq. (3)) (see fig. 5) with exponents well below 1.

The exponents $b$, $b'$ are similar for a range of $z_{inf}$ within the plateau regime of an optimal control radius of the epidemic, (see fig.3), i.e. for $z_{inf} \in [1.8]$, $b \in [0.14,0.25]$ and $b' \in [0.10,0.27]$.

While fig. 5 is representative of results for $c \leq 1$, moving $c$ just beyond $c=1$ causes a dramatic change in the $z_c(t_c)$ dependence for large values of $t_q$ and $t_v$, corresponding to detection and vaccination time comparable with duration of epidemics (approximately $10^4$ time steps for large values of $t_q$ and $t_v$). The control neighborhood $z_c$ decays abruptly for increasing times $t_q$, $t_v$, as illustrated in fig. 6. This change is associated with very inefficient control (long time till detection, $t_q \gg 1$ and long time from detection to treatment, $t_v \gg 1$). If the cost of control is lower or equal to the cost of palliative care, it is still better to treat, even though we are not very efficient with treatment and most individuals are spontaneously removed. However, if the cost of vaccination is only marginally higher than the cost of untreated case, prevention is no longer cost-effective. We also note that it is only a combination of very long values of $t_q$ and $t_v$ that leads to a limited range of application of the scaling formulas ($z_c \propto t_q^{b}$ and $z_c \propto t_v^{b'}$).

The scaling region of $z_c$ as a function of $t_q$ and $t_v$ also depends on $c$ in a fashion reminiscent of fig. 3. For small values of $c$, Global Strategy of treating everybody is optimal regardless of the parameters, cf. fig. 3 with fig. 7. In contrast, Null Strategy is optimal for large $c$ (figs. 3 and 7). The region where Local Strategy is optimal occupies the region near $c=1$, but it becomes narrower when the disease is more infectious (fig. 3) or when the control is less efficient (for increasing values of $t_q$ (fig. 7a) and $t_v$ (fig. 7b). Within this region, $z_c$ is given by scaling formulas. As seen before,
$c = 1$ is a special case asymptotically associated with a breakdown of LS for very large or very small $f$ (fig. 3) and very large values of $t_q$ and $t_v$ (fig. 7).

The addition of long range links shifts the optimal radius of control towards larger values, figs. 3, 8. The scaling behaviour (cf. fig.5) is characteristic for a regular network and changes when long-range bonds is added (see fig.8). With 400 random long-range contacts (corresponding to 1% of all links) the scaling relation between $z_c$ and $t_q$ ($t_v$) breaks down for detection (treatment) times exceeding 10. This is clearly indicated by deviation of the results from red bottom line (in fig.8) denoting simulation data for regular networks (the same as in fig. 5). Altogether, addition of small world links reduces the range of detection and treatment times for which the power law relationship is valid. This is caused by long range links allowing disease to escape from the local control. In contrast, if we are able to detect disease quicker, it has not much chance to escape and the disease spread is effectively short range. Consequently, the scaling can be observed for small values of detection and treatment times, $t_q,t_v$. In summary, with increasing degree of randomness of networks (larger number of links) not only the control radius rises but also the scaling disappears. Note that the dashed black line, $z_c = 40$ in fig. 8, represents Global Strategy.

**Figure 7.** Control neighborhood size as a function of treatment cost $c$ and detection time $t_q$ (a) and treatment time $t_v$ (b). Simulation parameters: $f = 1, q = 0.5, v = 0.1$, with 40 initial foci and $z_{inf} = 1$. Color borderlines between different regions indicate transition regions among various optimal strategies. doi:10.1371/journal.pone.0036026.g007

**Figure 8.** Relationship between $z_c$ and $t_q$ on top and $z_c$ on bottom for regular and small world network with varying number of long-range links. Lines and simulation points from bottom: red: regular network, navy blue: small world with additional 1% of links, green: small world with additional 5% of links, grey: small world with additional 10% of links, dashed black: $z_c = 40$ which corresponds to treating the whole population. Simulation parameters: $f = 1, v_F = 0.1, z_{inf} = 1$, 40 initial foci, 1%,5%,10% of long-range links. doi:10.1371/journal.pone.0036026.g008

**Discussion**

In order to design a successful strategy for controlling a disease we need to take into account not only epidemiological and social factors (including the topology of the social network of contacts and in particular $z_{inf}$), but also economic considerations. Some of these factors might be unknown or hard to estimate, particularly in real time as the epidemic unfolds. It is therefore crucial to understand the relationship between the optimal control strategy and parameters, for a wide range of possible values. It is even more important to establish those processes and parameters to which a selection of optimal strategy is not particularly sensitive, as this allows us to find strategies that can be designed in advance, even without knowing their actual values for a given emerging disease.

Regular networks have been traditionally used for modelling epidemic outbreaks of human, animal and plant diseases [14,15] and many variants of such an approach (with e.g. constant or
randomized probabilities of infection passed to neighbouring nodes on a grid have been studied. However, an accumulated experimental evidence demonstrates that real systems rarely follow this kind of idealization being neither completely random nor located on regular lattices. Among other types of networks that have been the object of intense studies are the small-world and scale-free networks. In particular, the small world network with randomly chosen shortcuts between the nodes, is considered a model well extrapolating between extremes like regular and random network. It has been also preferentially used by modellers describing outbreaks of disease starting simultaneously in different regions of the world (propagation of the SARS virus, [16]). Accordingly, in order to assess the occasional long distance dispersal of the disease, we have also considered small world links, representing e.g. random transport by wind or by plane. In our previous paper we have shown that for a given set of $z_{inf}$, $q$ and $v$, the broad choice of the strategy is determined by the relative cost of the treatment, $c$. For small values of $c$, GS is optimal, for large values of $c$, NS. Close to $c = 1$, a LS dominates and the detailed value of the control neighborhood $z_c$ depends on the epidemiological parameters, although not on $f$ in a wide range. In this paper we extend this analysis to include other epidemiological parameters. In particular we show that the broad division between GS (for $c < 1$), NS (for $c > 1$) and LS (for $c = 1$) holds for a wide range of parameters $q$ and $v$ (inverse of time to detection and inverse of time to treatment, respectively), fig. 7.

Three other key results emerge from our analysis. Firstly, it is very important to match scale of control to the scale of infection dispersal. This has already been seen in other papers [17], but this is the first time we show it for spatial control on networks in the presence of economic evaluation. However, we also show that the size of the control neighborhood is not just simply equal to the size of the infection neighborhood (see fig. 4 and compare the scale of horizontal and vertical axes). In the presence of pre-symptomatic individuals ($t_q \gg 0$) and in the face of delays associated with application of control ($t_r \gg 0$) we need to extend $z_c$ well beyond $z_{inf}$. The relationship between $z_{inf}$ and $z_c$ is one of the key formulas for planning response to epidemics. It enables authorities to plan actions aiming at eradication of the disease by setting a sufficiently large – but not too large – zone of eradication around each detected case. Traditionally, such recommendations are based on the dispersal patterns of the disease, although increasingly simulation models are used. This procedure has led to establishment of the 1,900ft rule for citrus canker [18] whereby all citrus trees are cut down within this radius from every affected tree and the 3 km/10 km rule for foot-and-mouth disease [19].
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### Understanding Disease Control

However, our results show that the relationship between $z_c$ and $z_{inf}$ is non-trivial and in particular it involves non-linear functions of $t_q$ and $t_r$. Although we are still far from being able to provide a formula relating $z_c$ to all epidemiological parameters, our results stress importance of using models to design control strategies [20]. We also show that $c = 1$ is a special case. In particular, we show high sensitivity of $z_c$ to changes in $c$ for large values of $t_q$ and $t_r$. Thus, if the symptom detection time ($t_q$) and reaction time ($t_r$) are both long, small change in $c$ leads to very big changes in $z_c$, see fig. 6 and 7. Without knowing the exact value of $c$ it is therefore very difficult to design the strategy in this case. Suppose we believe that $c > 1$ and therefore we chose a small value of $z_c$ based upon fig. 6b. However, if in reality $c \leq 1$ (although very close to 1), $z_c$ should be close to 50 (fig. 6a). This shows the importance of knowing what the actual value of $c$ is [12] estimated that for vaccination $c =0.01–0.05$, but can be larger than 1 for culling.

In this paper we have used regular and small world networks to describe the topology of interaction between individuals. Addition of small world links into population networks the range where the scaling (power law) relationship of $z_c$ on $t_q$ and $t_r$ is valid but the scaling persists for small values of detection and treatment times. Our studies can also be extended in other ways. The current work assumes relatively short overall time length of each epidemic and so no discounting is applied when the costs and benefits are estimated. We also assumed that the strategy is unchanged throughout the epidemic and that the network structure is static and relatively simple. Each of these assumptions can be relaxed. Discounting is often used in economics, but we expect for it to have a small impact on our results. Adapting the strategy to the current status of the epidemic often leads to a bang-bang solution [21], similar to our distinction between NS and GS.

Finally, a lot of attention have been recently given to non-local and random networks (small-world or scale-free networks) [12,22], and networks with random parameters [23,24]. Further extension of this work to include static and dynamic disorder is in progress.
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Abstract

We analyse two models describing disease transmission and control on regular and small-world networks. We use simulations to find a control strategy that minimizes the total cost of an outbreak, thus balancing the costs of disease against that of the preventive treatment. The models are similar in their epidemiological part, but differ in how the removed/recovered individuals are treated. The differences in models affect choice of the strategy only for very cheap treatment and slow spreading disease. However for the combinations of parameters that are important from the epidemiological perspective (high infectiousness and expensive treatment) the models give similar results. Moreover, even where the choice of the strategy is different, the total cost spent on controlling the epidemic is very similar for both models.

Introduction

Networks can provide a good representation of how individuals interact [1–3]. Despite many simplifications, models based upon network structures have successfully been used in many applications [4,5] including spread of rumours and news [3] and computer viruses [1]. A particularly important application of network models has been in epidemiology [6–10] of plant, animal and human pathogens [11–13]. Modelling in epidemiology plays an important role: It allows us to estimate the scale of the epidemic, to predict how far the disease could spread and to design effective ways of control. All these tasks need to be achieved despite the fact that in many cases we are not able to observe the whole process and/or measure all relevant parameters [14]. The state of individuals, whether they are susceptible, infected and pre-symptomatic, infected and symptomatic or recovered, is in particular often difficult to ascertain [15]. Despite these uncertainties it is possible to use modelling to design effective control measures leading to the lowest overall cost of the epidemic outbreak [16–19] and a number of studies have used network models to address this issue [14,20–23].

Economic and behavioural aspects influence the spread of disease and affect the choice of a control strategy. For instance, if the treatment does not cost anything, the best strategy is to control the whole population. Contrarily, for very expensive control measures it might be better to refrain from treatment at all. Optimisation of total disease costs, including palliative cost associated with disease cases and cost of appropriate control measures, leads to appearance of three basic strategies [20]: The Global Strategy (GS) whereby all individuals are treated regardless of their status can be contrasted with the Null Strategy (NS) when the public authorities completely refrain from preventive treatment and concentrate on palliative treatment of cases. The Local Strategy (LS) emerges for intermediate costs of treatment. In this case, not only detected symptomatic individuals are treated preventively, but the treatment includes also their neighbours.

The work so far has concentrated on the role of processes associated with disease spread on the broad choice of the treatment strategy [20] and on the details of the local strategy [21]. However, the spontaneous recovery also may affect the results and in the current paper we explore this dependence in detail.

We extend our results to two contrasting and yet complementary models in which we either treat individuals that have been through the disease or not. Whether the removed individuals (i.e. those who have been through the disease but then spontaneously recover or die) are part of the treatment plan depends on the type of the disease agent. The key factor in choosing the right model is whether it is possible – and desirable – to distinguish such individuals from those who are susceptible. If the removed class is identified with dead individuals, the distinction is very clear. However, if the removal means recovery and immunity, it might not be possible to identify those who are immune. For example, many people might not want to report that they have been through the infection, or the disease symptoms might be relatively mild. For animal diseases, immunological testing might be the only way to identify such individuals, but this leads to increased costs and test results might not be reliable. In other situations, we might know the status of the individual, but might not be able to target the treatment to susceptible and infected individuals. Plant and
crop diseases might serve as an example here, whereby it might be easier to treat the whole field regardless of whether some plants there are already immune to the disease.

Although such individuals do not contribute to the spread of the disease, the cost of treating them affects the economic side of the evaluation and therefore leads to changes in the design of the optimal strategy. We study this case in our paper and show that although there is a difference in the choice of the strategy (LS vs. GS) and the resulting number of treated individuals, there is only a small difference in the overall total cost of the epidemic.

**Methods**

We assume that individuals are located at nodes of a square lattice that represents geographical distribution of hosts, see fig. 1. On this lattice, we define a local infection neighbourhood of order \( z_{nf} \) as a von Neumann neighbourhood. In that neighbourhood \( 2z_{nf}(2z_{nf}+1)+1 \) individuals are included, involving the central one. We additionally define \( z=0 \) as corresponding to this central individual, which means that this individual is not in contact with anyone, while \( z=\infty \) corresponds to the whole population, see fig. 1. To increase realism of our analysis, we also consider the small-world model [24,25] which adds a certain number of links among randomly chosen nodes, thus adding some long-range connections to the regular lattice ones [24]. Although the disease can spread along these long-range links, we assume that they are so difficult to identify that they are not included in any treatment strategy (see below).

The epidemiological SIDRV model is a standard SIR (Susceptible-Infected-Removed) model [26], modified to account for latent period and preventive and responsive treatment (fig. 2), see also [21]. Taking into consideration the latent period, the infectious class is now composed of two separate, pre-symptomatic and symptomatic classes (\( S, I, D, R \) and \( V \), respectively). Number of individuals in each class is denoted by \( N_S, N_I, N_D, N_R, \) and \( N_V \), respectively, and \( N=S+I+D+R+V \) is the total constant number of individuals in the population.

Initially, all individuals are assumed to be susceptible (\( S \)). The epidemic is initiated by an introduction of few infected but pre-symptomatic (\( I \)) individuals, which are located randomly and uniformly over the whole network. Each infected individual is in contact with a fixed number of other individuals in its infection neighbourhood \( z_{nf} \). These connections do not change during the epidemic. The disease is transmitted along these contact routes with probability \( f \) per contact. Upon a successful infection, the susceptible individual moves to the pre-symptomatic class.

Each infected pre-symptomatic individual moves to a symptomatic class (\( D \)) with probability \( q \). Detected individuals still can infect other individuals. Subsequently, each detected individual can spontaneously move to a removed class (\( R \)) with probability \( r \). However, detection also triggers a control event with probability \( v \) and subsequently a number of individuals selected from the von Neumann neighbourhood of order \( z \) centered at the detected individual move to a treated class (\( V \)), for details see below. Neither (\( V \) nor \( R \)) can infect or be re-infected any more.

According to the responsive treatment two versions of the SIDRV model have considered: (i) model 1 with control of all individuals in selected area except removed (\( R \) class), see fig. 1b,
...and (ii) model 2 with control of all individuals in selected area regardless of their status (and thus including $R$, see fig. 1c).

The control event is localized within a von Neumann neighbourhood of order $z$ centred on a symptomatic individual. The order of control neighbourhood, $z$, can be different than the order of the infection neighbourhood, $z_{inf}$, and is typically found larger. Thus, a group of individuals in the treatment neighbourhood consists of a mixture of susceptible, infected pre-symptomatic, infected symptomatic and recovered individuals (preventive treatment). We have extended the definition of control neighbourhood size in order to include the situation when no control is applied, $z = -1$.

**Simulations**

All simulations have been performed on the lattice of 200 by 200 individuals with periodic boundary conditions. Simulations started with 40 initial infected foci, which corresponds to 0.1% of the total population.

Control size, $z$, has been varied, while other parameters (such as $f$, $q$, $v$, $r$, $z_{inf}$) have been kept constant. Each simulation has been run until $R(t)$ + $D(t)$ = 0, which means that no infection can occur afterwards. At the end of the run all $R$ and $V$ individuals have been counted, yielding information about severity of the epidemic as well as effectiveness of the treatment involved.

**Effectiveness of control strategies**

The effective control strategy is found by taking into account severity of the epidemic and its financial implications. In order to quantify the effectiveness of different control strategies we introduce the severity index, $X$ [15,20]. By seeking the minimum values of $X$, we find which strategy is optimal.

The severity index, $X$, includes two terms corresponding to the cost of infection and control. First term describes costs associated with death, absence in work, lower productivity etc., whereas second term includes costs of vaccine, quarantine, transport of drugs to infection foci, etc. We assume that $X$ is a linear combination of number of individuals which have gone through disease and recovered ($R$) and treated individuals ($V$).

We measure $X$ in units of a number of single infected individuals, so that:

$$X(z; f = \infty) = R(z; f = \infty) + c V(z; f = \infty) \ .$$

Here $c$ represents a cost of treatment relative to the cost of infection and $z$ stands for the control neighbourhood size. Both $R(z; f = \infty)$ and $F(z; f = \infty)$ are counted at the end of a single simulation run.

Effective strategy is equivalent to the minimal value of $X$, which means that the epidemic is stopped at the manageable cost. In our simulation, the minimization of the severity index has been achieved by sweeping through different values of control neighbourhood size, $z$ while keeping other parameters constant. Once $z$ is set, we let the system evolve and then compute the value of $X$ in the stationary state. We repeat this operation 100 times and then we denote with $z_{\min}$ and $X_{\min}$ the average values of $z$ and $X$, corresponding to the minimum of $X$, so that

$$\min_{-1 \leq z \leq 50} X(z; f = \infty) = X(z_{\min}; f = \infty) \ .$$

**Results**

In the absence of control, the disease will either progress through the population until it exhausts a large part of initially susceptible population (for large values of the infection probability $f$) or it will quickly stop spreading (for small values of $f$). As control is applied in extended neighbourhood of radius $z$, centred at a symptomatic individual, the number of recovered ($R$) individuals declines rapidly, see fig. 3a. Models 1 and 2 examined in this work differ in the way they treat or not treat the recovered class, $R$, cf fig. 1c. We observe the same behaviour for both considered models (with and without treating $R$ class). However, when we allow the control of $R$ individuals (model 2), the proportion of recovered declines faster than in model 2, see fig. 3a (inset). The proportion of preventively treated individuals, $V$, in both models is similar for the whole range of control size, $z$. With increasing control neighbourhood, $V(z)$ grows very quickly, then drops near $z = 6$ and finally rises monotonically till $z \approx 50$ (fig. 3b). Combination of these two relationships, $R(z)$ and $V(z)$, according to eq(1), gives total

![Figure 2. Model scheme of disease transition (black lines) and control (orange lines). In model 2 there is a possible transition between recovered (R) and treated (V) class when R individual is in the control neighbourhood of any symptomatic D-individual.](Image)
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Figure 3. (a) The proportion of recovered individuals, $R/N$, (b) the fraction of treated (controlled) individuals, $V/N$ and (c) the total cost of epidemic as a function of the system size, $X/N$, for $c=0.0003$ and various control sizes $c$. Red solid line: model 1; blue dotted line: model 2. Results of simulations with parameters $f=0.5$, $q=0.5$, $r=0.1$, $r=0.1$ and $z_{\infty}=1$ performed on regular networks. Inserts show the relevant magnifications of the graph. doi:10.1371/journal.pone.0063813.g003

Regular networks – influence of recovery rate, $r$ on control strategies

Increasing cost of treatment, $c$, decreases the optimal control neighbourhood, $z_c$. For very cheap control the optimal scenario is identified with $z_0 \sim 45$ (GS) for model 1, regardless of the recovery rate, $r$ (fig. 4a). The more expensive the treatment, the higher the total costs spent on controlling outbreaks. This leads to change in optimal strategy, see fig. 4a, b. We cannot afford the preventive control of the whole population (GS) and have to shift into treating in neighbourhood of symptomatic individuals. We observe that $z_c$ rapidly decreases with increasing costs, especially for model 1. For intermediate values of $c$, $z_c$ drops to $\sim 10$ depending on recovery rate, $r$. Higher recovery rate, $r$, results not only in a shorter plateau for LS (see fig. 4a, b) but also moves the plateaux towards larger control size, $z_c$. As treatment becomes more expensive, second threshold is observed that describes change from LS to NS. Although for model 2 the global strategy is selected rather than the local one as for model 1 (fig. 4b, d) for the high values of recovery rate, $r$ and low $c$, the total cost of epidemic, $X$, does not differ much between the two models, see fig. 5. The highest costs are associated with fast spreading diseases (large $f$) and expensive treatment (large $c$) for both models (upper right part of plots in fig. 5). Slow spreading disease does not significantly affect the budget for control regardless of treatment costs (lower part of plots in fig. 5) and model selected. For model 2 the global strategy is predominantly selected for high values of recovery rate $r$ and at low $c$, in contrast to model 1 (fig. 4b, d) where the local strategy prevails. Despite these differences, the total cost of epidemic, $X$, does not differ between the two models, see fig. 5.

Regular networks – control strategies

Control size, $z_c$ depends strongly on the cost of treatment, $c$, and on the infectiousness of the disease, $f$ (fig. 6). For small $f$ and $c$, both models suggest preventive control extended to the whole population (GS) [lower left part of each plot in fig. 6]. In case of highly infectious disease and low treatment costs, model 1 predicts higher effectiveness of GS whereas model 2 selects LS as an optimal solution, upper left part of each plot in fig. 6. However, in both examined models the total cost of epidemic, $X$, is approximately the same, see fig. 3. As treatment cost, $c$, increases, LS becomes the most cost-effective strategy. LS changes to NS when $c$ is of order 1 for small $f$ and of order 10 for high $f$, regardless of the choice of the model or the exact value of $r$, compare fig. 6a, b with fig. 6c, d.

The main difference in selection of the optimal strategy occurs for small $c$. Changes in $r$ affect only low $c$ regions. Increasing $r$ from 0.1 to 0.2 extends the region of validity of GS and moves it towards marginally larger values of $c$ and high values of $f$, fig. 6c, d. This trend is continued for larger values of $r$, see fig. 4, and can
be associated with faster removal of individuals without triggering control events.

**Small world networks – control strategies**

Addition of small-world links does not change the behaviour for small $f$ and $c$. However, there are substantial differences for large $f$ and the effect differs for the two models. Introducing disorder into the topology by adding long-range links changes ranges of optimal strategy for both considered models, compare fig. 6a, b with fig. 7. In model 1 small number of links, e.g. 6%, fig. 7a, extends GS when disease spreads fast and costs are higher. The small number of links 6% in model 2 does not change choice of control strategy, compare fig. 6b with fig. 7b, as in model 1 (top panel in fig. 7). Nonetheless, the total cost of epidemic remains almost the same. For large values of $f$, destroying spatial structure by adding 20% links results in only two effective strategies for highly infectious disease, GS for $c<1$ and NS otherwise, fig. 7c. The higher disorder (20% of long range links) in model 2, introduces GS when probability of spreading the epidemic, $f$, increases, fig. 7d.

**Discussion**

The goal in designing cost-effective control strategy is to stop the epidemic outbreak very quickly at a minimal possible cost. In order to achieve this by using the local strategy (LS) we need to catch in the preventive control neighbourhood as many infected but pre-asymptomatic individuals and to form a fire-break by treating around the infection focus. The extend of control is a crucial factor; however, it is not obvious by how much we need to enlarge the neighborhood in which preventive treatment is applied. We need to balance epidemiological and economic aspects of disease spread and control [27]. When we extend prevention to the whole population we might be able to successfully protect population from epidemic outbreaks but we will need to spend a lot of resources. On the other hand, when we apply control to too small neighbourhood, we will spend a lot but the disease will still invade the whole population. Under some conditions an optimal solution emerges in between these two extremes and can be associated with the Local Strategy; in other cases the extreme solutions (Global Strategy and Null Strategy) are optimal. As we have already shown [20,21], the effective control neighbourhood can be chosen based on combined epidemiological and economic analysis.

The previous analyses [20,21] left three key questions unanswered. Firstly, should we treat individuals that are already immune? Although the answer clearly depends on the nature of the disease and the treatment, some general principles can be established. This depends on the relative – economic, social and medical – cost of the preventive treatment compared to the palliative care (when we just let the disease to run its natural course). Secondly, are our results stable with respect to structural changes of the model? We illustrate the stability by considering two versions of the same model, with and without treating recovered $R$ individuals. Finally, it is the dependence of the results on the actual recovery rate, $r$. In real-life applications it is difficult to distinguish between individuals that have been through the disease and those who do not. It is therefore very important to check whether the model and the resulting policy implications are robust with respect to the potential uncertainties. We show that this is the case in general but also identify the region of the parameters when the two models have different behavior (small $c$, large $f$).

**Figure 4. Control size $z_c$ as a function of the treatment cost $c$ ((a) and (b)) and as a function of the recovery rate, $r$, and the treatment cost, $c$ ((c) and (d)) for model 1 (left column) and model 2 (right column).** In (a) and (b) $r = 0.10$ (red line), $r = 0.63$ (green dashed line), $r = 0.98$ (blue dotted line). All simulations done on regular networks with parameters $f = 0.1$, $q = 5$, $v = 0.1$, $z_{inf} = 1$. doi:10.1371/journal.pone.0063813.g004
Figure 5. Total cost of epidemic at optimum, $X_c$, as a function of the treatment cost $c$ ((a) and (b)) and as a function of both infectiousness, $f$, and cost, $c$ ((c) and (d)) for model 1 (left column) and model 2 (right column). In (a) and (b) $f = 0.001$ (red line), $f = 0.032$ (green dashed line), $f = 0.1$ (blue dotted line). All simulations done with parameters $q = 0.5$, $v = 0.1$, $r = 0.1$, $z_{inf} = 1$. Disease spreading on regular networks.
doi:10.1371/journal.pone.0063813.g005

Figure 6. Control size, $z_c$, as a function of both infectiousness, $f$, and treatment cost, $c$, for model 1 (left column) and model 2 (right column). Simulation parameters for top panel ((a) and (b)): $r = 0.1$; for bottom panel ((c) and (d)): $r = 0.2$; other parameters: $q = 0.5$, $v = 0.1$, $I(0) = 40$, $z_{inf} = 1$. Disease spreading on regular networks.
doi:10.1371/journal.pone.0063813.g006
Two contrasting cases can be distinguished in answer to the first question. If the treatment is costly and/or may lead to complications, the authorities might want to invest in testing individuals in order to find out who is and who is not naturally immune. This would identify individuals in the R class who then might not be offered the treatment. Contrariwise, if it is not immediately obvious what the actual status of the individual is and testing is expensive, lengthy or unreliable, the authorities might decide to treat all individuals regardless of their status. Our results from this paper suggest that the choice of the strategy depends on whether treatment includes or excludes R but the total budget spent on controlling epidemic remains similar for both models.

Secondly, in the most important region of parameter space, corresponding to expensive preventive treatment and a highly infectious disease, both models yield very similar scenarios (right part of fig. 4c, d). Thus, the results appear to be stable with respect to structural changes of the model. Where the difference is marked, for low c and high f, the models suggest a different choice of strategy (GS for model 1 and LS for model 2). However, we also found that in this case the economic outcome of either GS or LS is very similar (see fig. 3c).

Thirdly, the main effect of increasing r is to shift the boundary between the GS and LS for small c, rendering the GS less attractive as r decreases – and the infectious period increases. For model 2 (without treatment of R) the area of preference of GS over LS is limited to very small values of c. Thus, the longer the infectious period, the more likely the local strategy is to work. The boundary between LS and NS for large values of c remains unchanged.

Addition of long-range links enlarges the region of applicability of GS towards higher f and c for both models. The large number of randomly placed long-range links destroys spatial structure of spreading the pathogen and causes that it spreads mostly globally so that LS is no longer effective option of control the epidemic. The results obtained in this paper can be used for those diseases for which spread is dominated by local transmission or by a mixture of local and long-range links. Examples include human (notably SARS [28] and influenza [29–31]), animal (foot-and-mouth disease [32]) and plant diseases (citrus canker [33], sudden oak death [34–36] and rhizomania of sugar beet [37,38]). Although our model assumes a simple network structure, we believe that the results can be generalised to more complex, but also more realistic networks, including social networks [31]. This work can also be extended in several ways. The most interesting will be the SIRS model, in which after some period of immunity to the disease individuals become susceptible again and could catch a disease few times; with influenza [29–31] and sexually-transmitted diseases [39,40] being the best examples.
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We study, control of infectious disease epidemics spreading on random networks with different levels of clustering. We use Gleeson’s et al., Phys. Rev. E80, 036107 (2009) algorithm to create clustered networks in which a proportion of individuals are located in fully-connected cliques of certain size. A SIR model is extended to include delayed and imperfect detection of infectious individuals. We also include a combination of responsive (palliative) and preventive (vaccination) treatments and design cost-effective disease control strategies. Cost-benefit analysis is used in combination with epidemiological simulations to identify an optimal radius for a treatment centred upon the symptomatic individual. Three general control strategies occur depending on the relative cost of treatment and prevention. Network topology and, in particular, clustering also affects the applicability of the control strategy. The average path length appears to be more important; the range for the control strategy is wider with the length, but the optimal radius of control also extends. As the proportion of individuals in cliques and therefore the coefficient of clustering is higher, the range of the costs for which control scenario is optimal is greater. This results have important consequences for designing disease control strategies that also satisfy economic optimality criteria.
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1. Introduction

The spread of many human [1–3], animal [4, 5] and plant [6, 7] epidemics can successfully be described by network models [8–12]. In this approach, individuals are represented as nodes on a network and their interactions by edges [13–15]. Analytical solutions arising from the graph theory [16, 17]
and percolation [18, 19] or simulations can be used to answer questions concerning the potential for a particular disease to invade the population and persist there [20, 21], the relationship between the network structure and rate of spread [22–24], the future course of an unfolding epidemic [25], and, finally, to assess control strategies that either prevent the disease from invading [26] or aim at its eradication [27–29]. Network models are particularly suitable for the latter task, as they allow to represent spatial aspects of the disease spread [30, 31] and, therefore, help in designing responsive and local control strategies that target particular individuals or their connections [32].

A successful disease control strategy should not only aim to stop the disease from spreading, but should achieve this at the lowest possible overall cost [31, 33–35], including both costs of the treatment as well as of the disease itself. In this approach, an optimal strategy is the one that minimises the total cost of the epidemic [31, 32, 35–37] with monetary as well as social costs included.

However, the task of identifying an optimal strategy is made complicated by a typical lack of information about the status of the individuals and their connectivity to others. We typically do not know whether a particular individual is already infected and infectious, unless symptoms are displayed and can be identified. For many diseases this lack of knowledge can be a serious problem [2, 4] as the disease can spread far before the first symptomatic individual is discovered. This makes responsive and local strategies difficult, as they depend on our ability to identify epidemic foci around which they are applied. Despite this problems, contact tracing [23, 38], “clean ring” strategies [39–41], and similar treatment and vaccination options either are used or are proposed to combat the disease spread. In these approaches, an observation of a symptomatic individual triggers an action which typically affects a number of individuals connected to the observed case. The inclusion of individuals is based upon a typical distance at which the disease can travel unobserved [3, 31, 34], although this relationship is not always clear [32]; this usually means treatment within a certain distance from the focus measured in an appropriate metric [7, 42, 43].

The ability of capturing the network structure is essential for successful epidemiological modelling of the kind studied here [22–24, 30, 37, 44]. For convenience and tractability, many models represent interactions between individuals as a regular network, possibly with addition of “small-world” interactions [10, 45, 46]. Alternatively, random network models including scale-free networks have been used [13, 14, 19, 26, 28]. However, there is a mounting evidence [47] that many real-life networks are not tree-like, but instead possess substantial degree of clustering [48]. Clustering (or transitivity) in a complex networks refers to the tendency of two neighbours of a given node to also be neighbours of each other, thus forming a triangle of
edges within the graph \([18, 49]\). It has been shown that presence of clustering increases the bond percolation threshold and affects the threshold behaviour of the epidemic spread \([50]\) when networks with the same degree distribution and similar correlation structure are compared.

In this paper, we extend the results of our previous work \([31, 32, 35]\) to more realistic clustered networks. We begin by briefly reviewing the epidemiological model used in our studies. We further apply a recently proposed model of embedded cliques \([18, 49]\) to examine epidemics spreading in clustered random networks. We show that three broad control strategies can be identified, the Global Strategy (GS) whereby the location of treated individuals does not depend on their distance from the focus, the Null Strategy (NS) when it is more cost-effective not to treat anybody, and the Local Strategy (LS) which targets individuals located in the neighbourhood of the detected (symptomatic) individual. The choice of the strategy as well as the details of LS (the size of the treatment “ring”) are shown to depend on the level of clustering in the network.

2. Model

Three elements form a description of our model. Firstly, we present the epidemiological scheme describing the progress of the disease in the individual and its spread to other individuals conditioned on a link existing between them. Secondly, we describe the structure of the network with contributing links that provide the potential for the spread of the disease. Finally, we describe the epi-economic framework in which we assess the cost and benefits of the control measures.

2.1. Epidemiological model

Epidemiological model that has been used in this work is an extended SIR (Susceptible-Infected-Removed) model to account of pre-symptomatic and symptomatic stages \([31]\). Initially, all individuals are susceptible (S), except of a fixed small number of infected pre-symptomatic (I) individuals (5 in the total population of 5,000), located randomly throughout the population.

Each individual is in contact with a fixed number of neighbours and the disease can be transmitted from/to each of them. Details of the spatial arrangement and size of the neighbourhood are given below. With probability \(p\) per single contact with either an infected individual (I) or the detected individual (D), the disease is passed to a susceptible individual (S) that becomes infectious but pre-symptomatic individual (I). Subsequently, the infected individual displays symptoms and the transition to a symptomatic state (D) occurs with probability \(q\).
A symptomatic individual is assumed to be still infectious, but can spontaneously become removed (R) with probability \( r \) and cease to pass on infection. Alternatively, it can also trigger a control event, with probability \( v \).

Thus, at each time step, the detected individual stays in the same class with probability \((1 - r)(1 - v)\). This mechanism accounts for possible delays and imperfections in detection of disease symptoms — any individual can show symptoms but not be treated until after a number of steps.

The treatment event is a combination of two processes. Firstly, a detected individual is treated and moves to the treated class (V). Secondly, all individuals except removed (i.e. S, I or D) in the control neighbourhood (see below) are also treated. This process enables the health control authorities to capture individuals in the class I that do not show symptoms and all detected individuals (D) that are still waiting for treatment. In addition, it creates a zone around the focus of infection in which there are no susceptible individuals. Neither V nor R individuals can become infected again. The population has a constant number of individuals \( N \), so that \( N = S + I + D + V + R \).

2.2. Network model

Interactions between individuals are captured by a network structure that exhibits a certain density of fully connected subgraphs in the form of cycles (termed otherwise cliques). Each vertex (representing an individual) can be a part of a \( c \)-clique, i.e. a group of \( c \) individuals that are fully connected, or can be a single node (i.e. a member of a 1-clique). Nodes which are members of a \( c \)-cliques have \( c - 1 \) edges linking them with the neighbours within the same clique. For a random node with \( k \) connections to other vertices in the network, there are additional \( k - c + 1 \) edges outside the clique. Here, we restrict our attention to random regular graphs, i.e. random graphs in which all nodes have the same degree \( k \). Accordingly, each individual node simply connects to \( k \) other nodes (either single or in cliques).

Random clustered networks are described by the joint probability \( \gamma(k, c) \) that a randomly chosen vertex has degree \( k \) and is a member of a \( c \)-clique [49]. In turn, the local clustering coefficient for a node is defined as a fraction of pairs of neighbours of this node which are also neighbours of each other. The degree-dependent clustering (or clustering spectrum \( c_k \)) is the average of the local clustering coefficient over the class of all nodes of degree \( k \). The joint probability \( \gamma(k, c) \) is represented by \( k \) by \( c \) matrix. In our paper, we consider random clustered networks where all vertices have the same degree (\( k = 4 \) or \( k = 10 \), see Fig. 1), and can be either a single node or part of a \( c \)-clique. The proportion of individuals in cliques is denoted by \( p \).
example, the joint probability distribution $\gamma(k, c)$ that generates network with all nodes with degree $k = 4$, where $p$ individuals are in 4-cliques and the rest $(1 - p)$ are single nodes is presented below:

$$\gamma(k, c) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 - p & 0 & 0 & p
\end{pmatrix}.$$ (1)

In practice, the algorithm by Gleeson et al. [49] works as follows. First, it generates a list of sizes of cliques in the network (in our model, the sizes are fixed). It then adds cliques directly into the adjacency matrix $A_{ij}$ by selecting $c$ nodes at random and connecting all nodes within the clique (by definition $A_{ij}$ is 1 if the nodes $i$ and $j$ are connected, and 0 if not). A list of external stubs is also created which subsequently form inter-clique edges. Edges connecting cliques to other cliques, to individual points, and between individual points are then added to the adjacency matrix. Finally, self- and multi-connections are removed so that there is no more than one link connecting two different nodes. Each vertex can be a part of only one clique. Figure 1 shows three examples of different clustered networks.

**Fig. 1.** Clustered random networks with a 4-cliques and a single nodes of degree 4 — network A (a), 4-cliques and a single nodes of degree 10 — network B (b), 10-clique and a single nodes of degree 10 — network C (c).
Infection and control neighbourhoods are defined iteratively. A neighbourhood \( z = 1 \) describes a set of \( k \) points which are connected to the central neighbour (note that each vertex has \( k \) connections). Then \( z = 2 \) extends this set to include all first-order neighbours of each neighbour from the set with \( z = 1 \). This procedure is then performed for higher-order neighbours. The zone \( z = -1 \) corresponds to an empty set (only applies to control), whereas \( z = 0 \) corresponds to the central individual only. Infection vicinity (characterised by \( z_{\text{inf}} \)) contains nodes to which disease can be transmitted (if the central node is infectious, either I or D), or from which the disease can be contracted (if the central node is susceptible, S). This neighbourhood is different to, and typically smaller than, the control neighbourhood (described by \( z \)). The neighbourhoods naturally extend to cliques. In particular, if a control event is triggered by an individual that belongs to a \( c \)-clique, all individuals in this clique and at least one individual node that does not belong to any clique, are treated. If \( z > 2 \), than more cliques than one can be included in a single control event.

### 2.3. Network characteristics

Networks used in this paper can be characterized (among other measures) by the degree-dependent clustering coefficient, \( c_k \), and by an average path length, \( L \), see Table I. The degree-dependent clustering coefficient \([18, 49]\) is given in terms of the sum

\[
c_k = \sum_c \gamma(k, c) \frac{(c - 1)(c - 2)}{k(k - 1)},
\]

where the degree distribution of the network (i.e. the probability that a random node has \( k \) neighbours) is obtained from the relation \( P_k = \sum_{c=1}^{k+1} \gamma(k, c) \). The mean degree of the network is then \( \langle k \rangle = \sum_k k P_k \). A node chosen at random from the set of all \( k \)-degree vertices is a member of a \( c \)-clique with probability \( \gamma(k, c)/P_k \). Being a member of a \( c \)-clique, it is then a part of \( c - 1 \) triangles, so that its local clustering coefficient \([18]\) is expressed by a fraction \( \left( \frac{c - 1}{2} \right) / \left( \frac{k}{2} \right) \). The average path length \([12]\) is defined by

\[
L = \frac{\log N}{\log \langle k \rangle},
\]

where \( N \) is the number of nodes in the network, and \( \langle k \rangle = k \) (in our work) stands for an average number of links per node. Increase in any of the
three parameters, $k$, $c$, and $p$ results in increase of the clustering coefficient, representing increase in the proportion of individuals that are located in cliques. In contrast, the average length decreases when $k$ increases from 4 to 10, and is not dependent on $c$ and $p$ (as in our network each node has exactly $k$ links). However, the non-local properties of the neighbourhood control strategy means that all the clustering characteristics, $c$, $k$, $p$ and $c_k$ affect the optimal choice of control strategies.

TABLE I

<table>
<thead>
<tr>
<th>$k = \langle k \rangle$</th>
<th>$c$</th>
<th>$p$</th>
<th>$c_k$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>0.75</td>
<td>0.6</td>
<td>4.7</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.75</td>
<td>0.375</td>
<td>7.8</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.25</td>
<td>0.2</td>
<td>4.7</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.25</td>
<td>0.125</td>
<td>7.8</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0.75</td>
<td>0.05</td>
<td>4.7</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0.25</td>
<td>0.0167</td>
<td>4.7</td>
</tr>
</tbody>
</table>

2.4. Economic model

The effectiveness of a control strategy is assessed in terms of a total "cost" associated with a disease outbreak when such a strategy is applied. In particular, we distinguish between two types of costs. Firstly, the costs associated directly with diseased individuals (e.g. palliative treatment, hospitalisation, absence from work, loss of production) can be estimated by the total number of individuals that have been through the disease throughout the outbreak, i.e. $R(t = \infty)$. Costs associated with preventive treatment (vaccination, culling) can be estimated by considering the final number of individuals in the $V$ class, i.e. $V(t = \infty)$. Both approaches are possible because in our model there is no transition out of either $R$ or $V$ classes.

Thus, the total cost of the outbreak can be estimated by

$$X = a_1 R(t = \infty) + a_2 V(t = \infty),$$

(4)

where $a_1$ is a unit cost associated with each diseased individual, while $a_2$ is a unit cost associated with each treated individual. Without loss of generality, we assume that $a_1 = 1$ and $a_2 = a$. The relative cost of treatment, $a$, is the main control parameter in our paper and varies between $10^{-4}$ (preventive treatment much cheaper than disease costs) to $10^3$ (prevention much more expensive than disease). Although it is difficult to estimate this values for...
real epidemics, values corresponding to $a = 0.017–0.341$ for influenza [51, 52] and $a = 0.01–0.85$ for rotavirus and hepatitis A [53, 54] can be found in literature. Even smaller values of $a$ can be associated with diseases for which a vaccine is readily available and very cheap, e.g. measles ($a = 0.001–0.01$). However, when costs of developing, producing and administering a vaccine, including costs of delivery, are taken into account, $a$ can exceed 1. In addition, culling animals or cutting trees, is also likely to bring $a$ above 1.

In this context, we define the optimal strategy as a value of the treatment neighbourhood, $z_c$ (which is typically larger than the infection neighbourhood, $z_{inf}$), for which the total cost, $X$ is minimal (and then $X = X_c$). The optimisation is performed by fixing all parameters except control size, $z$, performing a single replicate of a simulated outbreak for a range of values of $z$. A minimum value of $X$, $X_c$, is then found for this series together with the associated neighbourhood, $z_c$. The whole process is then repeated 100 times to find the average values of $X_c$ and $z_c$ and their standard deviations. As a consequence of this procedure, the optimal control size, $z_c$ does not need to be an integer (even though, the control size, $z$, is a discrete number) and in that way our results are illustrated in figures. However, in practice, the optimal control radius, $z_c$, will be rounded up due to the precautionary principle.

### 2.5. Simulation parameters

The population size is $N = 5 000$. In this paper, we assess sensitivity of the optimal control strategy to changes in probability of disease spread, $f$, probability of symptoms development, $q$, and probability of treatment, $v$. Where not indicated otherwise, $f = 0.1$, $q = 0.5$, and $v = 0.1$. Other parameters are fixed; probability of spontaneous recovery, $r = 0.1$, infection neighbourhood, $z_{inf} = 1$ (i.e. $k$ immediate neighbours are affected in one step). Initial number of infected (pre-symptomatic) individuals is $I(0) = 5$ (i.e. 0.1% of the population) and they are distributed randomly throughout the population.

To assess sensitivity of the results to network structure and clustering, we consider two levels of the number of links per node, $k = 4$ and $k = 10$; two levels of cluster sizes, $c = 4$ (for $k = 4$ and $k = 10$) and $c = 10$ (for $k = 10$); and three levels of the proportion of individuals in clusters, $p = 0$ (random network), $p = 0.25$ (25% individuals in clusters), and $p = 0.75$ (75% individuals in clusters). Note that $c \leq k$.

### 3. Results

As shown in our previous papers [31, 32, 35], the behaviour of system without control is characterised by a transition from limited, non-invasive
disease for small values of $f$ to an invasive epidemic for larger $f$. As $f$
approaches 1, all individuals in the population become infected. An addition
of control allows the authorities to stop the disease spread even for high
values of $f$, however, at the increased cost of treatment. There is, therefore,
a trade-off between the costs of disease cases and preventive treatment [31].
If the treatment neighbourhood, $z$, is too small, the disease escapes control
resulting in high values of $R$ and, therefore, $X$. In contrast, if $z$ is too
big, treatment is wasted on healthy individuals which have no contact with
infectious individuals ($V$ and therefore $X$ are large). As a result, a clear
optimal value of $z$, $z_c$, appears, associated with the minimum of $X$. In
the following, we analyse how the choice of optimal strategy represented by
$z_c$ changes with the relative cost of treatment, $a$, for different properties of
the network (number of links per node, $k$, and size of the cluster, $c$) and the
epidemiological parameters.

3.1. Effect of changing probability of spread, $f$

In absence of clustering, the network is identical to a random network.
When the disease is invasive (for all $f$ except the lowest one, $f = 0.01$), the
only admissible control strategies are the Global Strategy (GS) whereby the
control extends to all individuals in the population in one or very few steps,
and the Null Strategy (NS) when it is optimal not to treat any individual.
Fig. 2. GS is associated with control size $z_c \approx 8$ (for node degree $k = 4$,
almost all individuals are within distance of $z = 8$ from a random node and
so will be treated in a single event) or $z_c \approx 4$ (for $k = 10$). NS corresponds to
$z_c = -1$ as no individual is treated — not even the infected one (see above
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Fig. 2. No clustering: Control size, $z_c$, as a function of treatment cost, $a$, for
different probabilities of spreading disease, $f$: $f = 0.01$ (solid/red lines), $f = 0.25$
(dashed/navy lines), $f = 0.5$ (dotted/blue lines), and $f = 0.98$ (dash-dotted/grey
lines). Networks with degree $k = 4$ (left graph), with degree $k = 10$ (right graph).
Other parameters: $q = 0.5$, and $v = 0.1$. 

The transition occurs at $a = 1$, except for small $f$ (below invasion threshold), when it is best to treat the nearest neighbours ($z_c = 1$) for most values of $a$. For intermediate values of probability of disease spread, $f$, Local Strategy (LS), when treatment is applied to the neighbourhood of a detected individual, appears for all values of costs $a$ smaller than 1. However, the radius of control, $z_c$, associated with LS is relatively high, $5 \leq z_c \leq 7$, and increases with increasing $f$. LS largely disappears for $f \approx 1$, Fig. 2, as well as for the networks with degree $k = 10$.

In the case with clustering, we can identify three distinct control options, Fig. 3, the Global Strategy (GS), the Local Strategy (LS) and the Null Strategy (NS). However, regions of applicability for each scenario depend on the network properties and on whether the disease is invading or not.

Figure 3(a) illustrates the situation when probability of disease spread, $f$, is very low ($f = 0.01$) and therefore the disease is not transmitted beyond the initial focus (cf. Fig. 1). All networks present the same behaviour. When the cost of treatment is very low ($a \leq 0.005$), GS is the cost-effective option but with increasing costs, $a$, $z_c$ decreases gradually and reaches $z_c = -1$ that corresponds to NS. The exception are networks with low $k$, for which $z_c = 0$ (treating only the detected individual) is optimal for high $a$. Figures 3(b), (c), (d) show the results with increasing probability of disease spread ($f = 0.25$ in (b), $f = 0.5$ in (c) and $f = 0.98$ in (d)). Three different strategies can still be found, similarly to the random network case.

Networks with 4-cliques and node degree $k = 4$ (thick black/red lines in Fig. 3) are characterized by the longest mean path length. Therefore, the optimal control, $z_c$, reaches the highest values when GS is the most cost-effective scenario. Moreover, the plateaux that corresponds to LS is the widest for networks with $c = k = 4$ and $p = 0.75$, Fig. 3. However, the plateaux is getting narrower with increasing probability of disease spread, $f$. Networks with $k = 10$ and with either $c = 4$ or $c = 10$ show results almost identical to random networks with $p = 0$. Increase of $p$ to 0.75 extends the plateaux in this case as well, although the effect is small.

Number of cliques in networks affects the change between LS and NS. As the number of cliques in the population increases, the shift between LS and NS becomes sharper and moves towards lower treatment costs (approaching $a = 1$). The higher node degree, the smaller the difference between choice of control strategy for different number of cliques.

Finally, the network B with $c = 4$ and $k = 10$ largely follows the case of network C with $c = k = 10$ regardless of proportion of nodes in cliques, $p$, showing that the main effect is due to the change in the number of links per node, $k$, not the size of a clique, $c$. The apparent decrease in $z_c$ in the region corresponding to GS (small values of $a$) is due to changes in the connectivity of the network. For $k = 10$, a single control event with $z = 5$
already reaches most of the nodes on the network, whereas for \( k = 4 \) it is necessary to extend \( z \) to \( z = 8 \) to achieve the same effect. Note that we keep the same \( f \) even though \( k \) increases, so the overall effect is of making the disease spread more rapidly.
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**Fig. 3.** With clustering: Control size, \( z_c \), as a function of treatment cost, \( a \), for different graph topology: networks A with node degree \( k = 4 \) and the size of cliques \( c = 4 \) (thick black/red lines), networks B with \( k = 10 \) and \( c = 4 \) (grey/blue lines) and networks C with \( k = 10 \) and \( c = 10 \) (thin/grey lines). All solid lines correspond to 75\% (\( p = 0.75 \)) of nodes in cliques, whereas dashed lines to 25\% (\( p = 0.25 \)). Probability of spreading disease, \( f \), change from \( f = 0.01 \) in (a), \( f = 0.25 \) in (b), \( f = 0.50 \) in (c) to \( f = 0.98 \) in (d). Other parameters: \( q = 0.5 \), and \( v = 0.1 \).

### 3.2. Effect of changing time until detection, \( 1/q \)

The other important factor influencing the choice of the control strategy is the detection time, \( 1/q \). We first examine the effect of changing \( 1/q \) on random networks without clustering and then determine the effects of clustering.

We start with small values of \( q = 0.01 \) and, therefore, long times until detection, \( 1/q \). The longer it takes to examine the symptoms, the further the disease can spread without being noticed. This results in only two pos-
sibilities in the choice of the optimal control strategy: GS is chosen if costs
\( a < 1 \) and NS (with \( z_c = -1 \)) if \( a \geq 1 \), Fig. 4. The same sharp transition
occurs when the network is clustered, Fig. 5 (a), although increasing pro-
portion of individuals in cliques, \( p \), shifts the values of control, \( z_c \), in GS
upwards. LS is not an optimal choice in that case (Fig. 5 (a)). The disease
is transmitted without being detected and when the symptoms finally occur,
pathogen already has reached the whole population.

Fig. 4. No clustering: Control size, \( z_c \), as a function of treatment cost, \( a \), for
different probabilities of occurring the symptoms, \( q \): \( q = 0.01 \) (solid/red lines),
\( q = 0.25 \) (dashed/navy lines), \( q = 0.50 \) (dotted/blue lines), and \( q = 0.98 \) (dash-
dotted/grey lines). Networks with degree \( k = 4 \) (left graph), with degree \( k = 10 \)
(right graph). Other parameters: \( f = 0.1 \), and \( v = 0.1 \).

Fig. 5. With clustering: Control size, \( z_c \), as a function of treatment cost, \( a \), for
different graph topology: networks A with node degree \( k = 4 \) and the size of
cliques \( c = 4 \) (thick/red lines), networks B with \( k = 10 \) and \( c = 4 \) (grey/blue
lines) and networks C with \( k = 10 \) and \( c = 10 \) (thin/grey lines). All solid lines
correspond to 75\% of nodes in cliques (\( p = 0.75 \)), whereas dashed lines to 25\%
(\( p = 0.25 \)). Probability of examine the symptoms \( q = 0.01 \) in (a) and \( q = 0.50 \) in
(b). Other parameters: \( f = 0.1 \), and \( v = 0.1 \).
With decreasing detection time, $1/q$, the LS starts appearing with the associated $z_c$ also decreasing, see Fig. 4 and compare with Fig. 5(b). Interestingly, the region in which LS is optimal expands significantly as $1/q$ decreases. For fast detection times, LS can be applied even if the treatment is about 100 times more expensive than disease cases, $a \simeq 100$. The proportion of nodes in cliques, $p$, affects not only the region in which LS is valid, but also the value of $z_c$ at the plateaux, Fig. 5, although the latter effect is relatively small. The larger $p$, the more cost-effective LS is, as the transition from LS and NS occurs at higher values of $a$ for $p = 0.75$ than for $p = 0.25$. Also, increase in $p$ results in small decrease in $z_c$ at the plateaux.

The biggest effect on the transition is, however, due to changes in $k$, for both non-clustered, Fig. 4, and clustered networks, Fig. 5. As before, in the region where GS is valid, smaller values of $z_c$ correspond to treating the whole population for $k = 10$ than for $k = 4$, see Fig. 5 and compare with Fig. 4. The results for $c = 4$ and $k = 10$ again follow the case with $c = k = 10$, so the main effect is associated with changing $k$.

Interestingly, the effect of increasing $k$ is opposite for LS, as $z_c$ increases in this case, see Fig. 5(b). This is due to the disease spreading much quicker for $k = 10$ than for $k = 4$, with the same $f$. This must be countered by increasing the size of the control neighbourhood.

### 3.3. Effect of changing time until treatment, $1/v$

Finally, we look at the efficiency of treatment, $v$. The balance between this parameter and probability of removal, $r$, determines the proportion of detected individuals that either are removed spontaneously, or are treated in control events. Thus, $1/v$ can be interpreted as time from detection to treatment, with the caveat that some individuals might become removed ($R$) (recover and become immune, or die) while waiting for treatment. Similarly to the case of detection rate, $q$, there is a big difference between low and high values of recovery, $v$, both for the non-clustered, Fig. 6, and clustered networks, Fig. 7.

When recovery rate, $v$, is small and the time until treatment, $1/v$, is long, the situation presents similar behaviour to the case of small probability of showing the symptoms, $q$. As long as the symptomatic individuals remain infectious, they continue to spread the disease while waiting for treatment. As a result, broadly speaking, there is only a choice between GS for $a < 1$ and NS for $a \geq 1$. However, there is some gradual change in control size, $z_c$, for GS and the transition at $a = 1$ is not as sharp as before, see Fig. 6.

Interestingly, although the fact that for long times till treatment, $1/v$, clustering introduces some evidence of a plateaux associated with LS, the values of control size, $z_c$ is rather high ($z_c \simeq 6$). The plateaux is also
Fig. 6. No clustering: Control size, $z_c$, as a function of treatment cost, $a$, for different probabilities of recovery, $v$: $v = 0.01$ (solid/red lines), $v = 0.25$ (dashed/navy lines), $v = 0.50$ (dotted/blue lines), and $v = 0.98$ (dash-dotted/grey lines). Networks with node degree $k = 4$ (left graph) and with node degree $k = 10$ (right graph). Other parameters: $f = 0.1$, and $q = 0.5$.

extended towards treatment costs $a > 1$ when proportion of individuals in cliques $p = 0.75$ as compared to $p = 0.25$, Fig. 7. There is no consistent effect of clustering on control size, $z_c$, in the region of GS, Fig. 7. In addition, increase in degree of nodes, $k$, decreases the value of $z_c$ for GS and shifts the transition from GS to NS towards costs $a = 1$. The reason of that behaviour is the infection that spreads easier in the networks with degree $k = 10$ than for networks with $k = 4$ (and for the same transmission rate, $f$).

Fig. 7. With clustering: Control size, $z_c$, as a function of treatment cost, $a$, for different graph topology: networks A with node degree $k = 4$ and the size of cliques $c = 4$ (thick/red lines), networks B with $k = 10$ and $c = 4$ (grey/blue lines) and networks C with $k = 10$ and $c = 10$ (thin/grey lines). All solid lines correspond to 75% of nodes in cliques ($p = 0.75$), whereas dashed lines to 25% ($p = 0.25$). Probability of recovery $v = 0.01$ in (a) and $v = 0.50$ in (b). Other parameters: $f = 0.1$, and $q = 0.5$. 
When treatment control can be applied without any delay (large $v$, small $1/v$), control size, $z_c$, is significantly lower than before. There is practically no evidence of GS as the optimal option and the plateaux associated with LS extends towards very small values of treatment costs, $a$. Thus, if we can act quickly, it is optimal to treat population locally even if the treatment cost, $a$, is very low and there is a temptation to treat indiscriminately (as in GS). We do not assume that some additional cost is associated with detection.

Increase in clustering (from $p = 0$ to $p = 0.25$ and $p = 0.75$) shifts the extend of the plateaux towards higher values of costs, $a$, although the effect is small for small node degree, $k$, and the size go cliques, $c$.

The effect of changing $k$ is similar as for the probability of showing the symptoms, $q$, both for GS (decrease in control size $z_c$ as $k$ increases) and for LS (increase in $z_c$), Fig. 7.

4. Discussion

Faced with an outbreak of a novel disease, the authorities need to decide on the approach to controlling its spread. One possibility might be to refrain from any preventive action and concentrate on palliative treatment of infected cases, effectively letting the epidemic to unfold itself (Null strategy). Alternatively, they can attempt to treat the whole population as quickly as possible (Global strategy). Finally, there is a possibility of a gradual responsive approach, whereby new cases are identified and then contact tracking is used to preventively treat individuals who might have links with the pre- and symptomatic individual (Local strategy). The extent of this “ring” control needs then to be determined by taking into account both epidemiological and economic factors.

In our previous work, we studied the dynamics of the disease spreading on regular, small-world and random networks. Although they capture some aspects of the structure of real networks of contacts between people, animals or plants, they do not include the effect of clustering noted in many real-life applications [47, 48]. This paper fills in this gap and takes an important step towards application of the modelling framework to realistic systems.

We have shown here and elsewhere [31] that the broad strategy choice (NS, GS or LS) is primarily determined by the relative cost of palliative and preventive treatments. In this paper, we are particularly interested in finding conditions under which the local strategy (LS) is optimal for as wide range of treatment costs, $a$, as possible. If the prevention is expensive ($a \gg 1$), the choice favours the NS. The GS becomes optimal for very low cost of vaccination ($a \ll 1$). However, the LS emerges for $a \simeq 1$ for disease agents with certain properties. Higher the probability of disease spread, $f$, decreases the range of optimality of LS and, at the same time, increases optimal control size, $z_c$, so that LS eventually merges with GS. Rise in
either detection \( q \) or treatment rate \( v \) (corresponding to the decline in the
time till detection, \( 1/q \), and the time till treatment, \( 1/v \)) expands the range
in which LS is optimal, mainly towards high values of treatment costs, \( a \).
Thus, boost efficiency of detection and reaction of public health systems
makes the LS more attractive, even if the actual treatment and prevention
remain very expensive. The reason is that we are able to catch the outbreak
early and stop it from expansion. Interestingly, higher treatment rate, \( v \),
also reduces the range of optimality for GS for very low treatment.

Network topology and its effect on the choice of the optimal control
strategy form the key element addressed in this paper. Our analysis shows
that the average path length, \( L \) appears to be the decisive factor — the
larger \( L \), the larger the interval for which LS is optimal. However, this is
at the cost of growing control size, \( z_c \). The degree-dependent clustering
coefficient, \( c_k \) is the other crucial parameter. The large value of \( c_k \) leads to a
small expansion of the range of LS applicability, particularly for \( a > 1 \). The
relative insensitivity of the results to clustering is an important result for
public health measures. We are not very likely to know the exact properties
of the real network, therefore the knowledge of details of LS predicted by
the mathematical models is significant, even if they do not exactly represent
the real levels of clustering.

Altogether, in this paper, we studied the effect of topological and epi-
demiological factors on the choice of the optimal control strategy for epi-
demics spreading on clustered random networks. We particularly addressed
the applicability of the local strategy (LS) in which individuals are treated in
a neighbourhood of a detected case. The work can be extended in a number
of directions. The network can be made more realistic, using real-world data
collected for example by usage of mobile phones. The epidemiological model
can also be extended to include different levels of mixing and changes in the
network due to disease appearance. The current economic model is also very
simple; there are many levels of costs that can be incorporated, including
detection and contact tracing, hospitalisation, and delivery of vaccines.
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