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CHAPTER 1 

Introduction

The study and analysis of economic aspects of technological 
change is a fairly novel preoccupation of economists. Until recently 
there has been a conspicuous disregard of this topic by economic 
theorists, despite its recognised importance in industrial competi­
tion and economic growth. As Jewkes et al (1969) point out, 
future historians will no doubt find it remarkable that so little 
systematic analysis was conducted in this area in the first half of 
the twentieth century. While the post-war period has seen a gradual 
development of active interest on "the part of economists, it still 
remains a comparatively neglected topic.

The most obvious and possibly most important reason for this 
neglect is the difficulty involved in adapting and applying conven­
tional economic theory to this area. Innovation is, to a greater or 
lesser extent,a venture into the unknown as far as its development is 
concerned. In such circumstances past experience and quantitative 
techniques nay provide minimal guidance for decision-makers.

It is in this context, and with due acknowledgement of the diffi­
culties faced in model-building in this area, that an approach to 
analysis of resource allocation to research and development in the 
corporation is developed later in the thesis. In particular, R & D 
budgeting techniques, possible determinants of the level of R & D 
expenditure, ard the distribution of resources to basic research, will 
be studied in later chapters. It is hoped the hypotheses tested in 
this respect will contribute towards an improved understanding of the 
nature of technological change in the modem corporation.

The thesis is divided into part I, consisting of chapters 1 to 5 
inclusive, and part II, consisting of the last four chapters. Part I
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is concerned with the development of a model of corporate decision­
making, the model itself being formulated in chapter 5. The early 
chapters lay the ground for this development by dealing with three 
related topics on corporate R & D. Chapter 2 deals with the charact­
eristics of research and development at project level»particularly the 
relationship between science and technology, and the pervasiveness 
of uncertainty in R & D work. In this latter respect it provides a 
basis for criticism of the neoclassical and statistical theories 
discussed in chapter 3. However chapter 2 also develops the concept 
of hierarchical arrangement,or ordering,of R & D sub-systems which is 
of use later in analysing the determinants of basic research activity.

Chapter 3 discusses the problems of theory application in con­
ditions of pervasive uncertainty. Three of the approaches discussed - 
neoclassical economics, decision making under uncertainty, and behavioural 
theory, have a common bond in that they were initially developed and 
applied to problems other than research and development, but each 
has subsequently been suggested to be applicable to problems of R & D 
and technological change. A fourth economic approach developed by 
Penrose (1959) to deal with the growth of firms is also discussed, part­
ly because of its potential application to the area of technological - 
change, but also because it provides useful guidelines for subse­
quent theory building, in conjunction with the behavioural theory of 
the firm.

Chapters 2 and 3 together are intended to demonstrate the diffi­
culties of applying received theory to technological change.
Criticism is directed to theory application in this specific area and 
is not intended to be general criticism of the theories as such. It 
is in this context that chapter 4 takes a wider look at corporate 
decision-making and resource allocation, with special reference to the 
role of technological change in this framework. The typically hierar­
chical nature of corporate resource allocation is pointed out, and the

M
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role of R & D as a specialised and institutionalised function in the 
modem corporation is argued. It is suggested corporations mist 
be regarded as open systems "which maintain themselves through 
constant commerce with their environment, i.e. a consistent inflow 
and outflow of energy through permeable boundaries," (Katz and
Kahn, 1966, pp.18-19). In this thesis this is interpreted to
mean that decision makers not only react to the corporate environ­
ment, but consciously and autonomously act to shape and mould the 
environment itself.

This provides the basis for the model development in chapter 5.
The arguments developed in the previous chapter contribute to the 
model of the firm as a hierarchically organised open system in which 
R & D operates as a specialised function.

Part I, then, is concerned with the development of the model of 
the firm as a hierarchically organised open system in which R & D 
operates as a specialised function. Part II applies this open sys­
tem interpretation in the empirical analyses of chapters 6 to 8 inclu­
sive. Chapter 5 is concerned with accounting for dissimilarities in 
budgeting conventions adopted by corporations operating under different 
circumstances in Western Europe and the United States. The evidence of 
a number of surveys and studies is considered in this chapter, and it 
is suggested that not only does the open system interpretation 
reconcile apparently arbitrary differences in budgeting "style", but 
also that the systems interpretation developed here provides a rational 
basis for rule-of-thumb budgeting techniques employed by many large 
corporations, and frequently described as "illogical" or "irrational".

In chapter 7, hypotheses based on the open systems framework are 
developed, and regression analysis conducted in an empirical exam­
ination of the hypotheses. Specifically, possible determinants of 
R & D and basic research activity in U.S.industry are investigated.
As well as constituting an empirical study of the possible influences
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on corporate allocations to technological change, it is suggested that 
the model developed in part I provides a sound framework for the 
empirical hypotheses of this chapter. Not only does it avoid many 
of the conceptual difficulties of conventional approaches such as neo­
classical theory, it also illustrates how the hierarchic "top-down" 
system of resource allocation widely adopted by large corporations may 
be interpreted as rational behaviour.

Chapter 8 is concerned with intra-industry variation in alloca­
tions to technological change activity, and may be regarded as 
complementing the essentially industry level orientation of chapter 7. 
It discusses the role of rivalry as far as competition in innovative 
activity is concerned, in particular the propensity of corporations 
to match or imitate competitor allocations, e.g. in terms of percen­
tage of sales allocated to research and development. Apparently con­
tradictory evidence as to whether or not competitive matching is a 
prevalent form of industrial behaviour is analysed in this chapter, 
and a reconciliation is suggested based on the adaptive learning 
aspect of the systems approach developed earlier.

Part II is concluded with a short summary as to the main con­
clusions of the thesis and possible implications for future analysis.
It is suggested that neoclassical economics does not provide an 
adequate framework for investigation of technological change, and 
that the alternative approach developed here and based on concepts 
developed in general system theory may generate a more satisfactory 
basis for study of certain aspects of this problem area. While 
the difficulties of applying neoclassical economics in this area are 
generally agreed, it is hoped the potential usefulness of general 
system theory is demonstrated through the studies discussed in 
chapters 6 to 8 inclusive.

It will be emphasised, however, that the usefulness of the systems



approach can only be examined indirectly. There are no precise, 
testable hypotheses provided. As Katz and Kahn (1966) conment;

"In some respects open-system theory is not a theory at all; 
it does not pretend to the specific sequences of cause and effect, the 
specific hypotheses and tests of hypotheses which are the basic elements 
of theory. Open-system theory is rather a framework, a meta-theory" 
(p.452).

The approach provides a frame of reference within which lower 
level hypotheses capable of empirical testing can be generated. The 
concepts and interpretations of the systems approach provides a 
perspective and basis for empirical analysis, not a set of ready made 
hypotheses. Thus, rejection of a lower level hypothesis need not 
imply rejection of the systems approach.

This apparent irrefutability of the systems approach in no way 
invalidates its use. Most theoretical approaches incorporate var­
iables and relationships at higher levels that are not directly ob­
servable, but which have operational correlates at lower levels; the 
relevance or otherwise of the systems approach willbe debated on the
basis of the performance of lower level hypothesis.

As far as the empirical hypotheses consistent with alternative 
theoretical approaches are concerned, hypotheses may be similar or 
conflicting between these different frameworks, or it may be that a 
hypothesis may have no corresponding or conflicting hypotheses in 
other approaches. The latter is particularly likely if one approach 
suggests a rich vein of testable lower level hypotheses.

These possibilities are of particular relevance as far as the 
regression analysis conducted in chapter 7 is concerned. Some of the 
hypotheses may be consistent with the neoclassical theory of the firm, 
while with others it is difficult to see hew they might be developed 
in a project based theory of the firm framework. It will be argued
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that the systems approach must be judged on assessment of the lcwer 
level hypotheses considered as a whole. The regression analysis of 
chapter 7 appears to offer a good explanation, not only of the behaviour 
of R & D at industry levels, but also characteristics of uptake of 
basic research activity by corporations. Although conventionally it 
is generally assumed that resource allocation to this latter phenomena 
is particularly difficult, if not impossible, to account for in economic 
analysis, chapter 7 suggests that this may not be the case. Not all 
the lower level hypotheses are supported by the evidence in this pare 
ticular study but it will be argued that the general performance of 
the regression analysis is good.

The thesis is therefore intended to provide a useful though partial 
framework for the analysis of aspects of technological change in the 
corporation. One area of obvious relevance which is virtually negl- 
ected is that of selection of projects and resource allocation within 
the R & D budget constraint; however it is argued later that this is 
justified in terms of the points made in chapters 4 and 5. Bearing 
in mind such potential restrictions on the analysis, a main aim of 
the thesis is the provision of a useful conceptual framework for 
the analysis of resource allocation to technological change in the 
large modern corporation, and demonstration of the potential applica­
bility of rational analysis to areas where it has been frequently sugges' 
ted to be irrelevant.

However there is a second main objective of this thesis which 
evolved from arid was stimulated by, the nature of the problems en­
countered in developing this framework. It will be argued that the 
emphasis on individual elements in the resource allocating process 
in analytic theories such as those of the neoclassical economists may 
actually observe or inhibit understanding of decision making in the 
corporation. Neoclassical theory has as its building blocks the ind­
ividual consumer, product,and projects, larger units being defined in
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terms of sums of individual elements. The technique of aggregation 
is used in moving from micro-levels to higher levels of analysis.

It is a basic tenet of this thesis that reduction to component 
elements and definition of higher levels as aggregates may be in­
appropriate in certain circumstances and for investigation of 
specific phenomena. Instead a systemic or holistic view of the 
corporation is suggested as an alternative approach to aspects of 
resource allocation. Two main reasons are given for this. Firstly, 
advantage may be taken of redundancy at lower levels; only limited 
and highly abstract detail may be necessary to adequately describe or 
approximate a systems behaviour. This is illustrated in a prag­
matic way by simulation models which in certain circumstances may 
provide a good description of the behaviour of complex systems while 
utilising only highly selective and schematic information. Secondly, 
system description and behaviour may be non-reducible as far as 
specification in terms of constituent elements is concerned.
Pattern, configuration or "gestalt" may be established at relatively 
high levels of abstraction, and may not be directly derivable from 
consideration of components alone. Both these arguments are used in 
interpreting the corporation as an adaptive, hierarchically struc­
tured system, and will be developed at greater length in subsequent 
discussion.

Thus the objectives of the thesis are basically twofold.
Firstly, it is intended that a satisfactory and useful approach to 
sane decision-making problems relating to technological change in 
the modern corporation may be developed. Secondly, it is hoped that 
a convincing case may be made for the argument that the dominance 
of a reductionist perspective in standard economic approaches may 
hinder rather than assist model building in sane cases. It is
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hoped the following analysis may demonstrate the possible usefulness 
of an alternative economic model of the firm based on the constructs
of general system theory.



CHAPTER 2
Industrial Research and Development at Project 

lievel in the Modern Corporation
The existence of technological change has created numerous theo­

retical and empirical problems for economists. It directly challenges 
a basic assumption of neoclassical micro-economics that the state of 
technology is given; invention alters the production function of 
firms and/or the types of products produced, and the process by which 
such development occurs is little understood as yet. Firstly,the 
generation of radical innovation may involve complex and highly technical 
issues which are difficult to caimunicate from scientists and technolo­
gists to economists.. Secondly, even if the problems of conmumcation 
between disciplines could be solved, there is little evidence that 
professional R & D workers could articulate meaningful and useful 
models of R & D activity, as we hope to demonstrate later in this 

chapter.
The inherent difficulties for model building in this area are 

reinforced by the role of R & D as a peripheral industrial activity 
until relatively recently. Economic analysis has tended to concent­
rate on areas more amenable to treatment using its sophisticated and 
quantitatively based techniques,and when research and development 
(R & D) could no longer be ignored due to its rapid increase in 
developed countries post-war, a number of approaches tested and 
accepted in other areas proved difficult,if not impossible,to 
apply to R & D work. This will be discussed further in Chapter 3, 
and specific approaches will be examined in this respect. However, 
before we can do so, it is necessary to analyse why and how research 
and development may present particular problems for corporate decision 
makers, and this is the purpose of this chapter.
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With this aim in mind, the prime concern of the present chapter 
is with the effect of uncertainty on the applicability of rational 
models and analysis. First of all we will examine the types of 
activity associated with R & D work and associated classificatory 
problems. The difficulties of applying rational analysis in these 
areas will be discussed, and evidence for the central importance of 
uncertainty presented. The effect of uncertainty on output of 
types of R & D activity as well as in the relationships between types 
of R & D activity will then be examined in attempting to illuminate 
its role in the R & D process.
It will be suggested that as yet at project level there is little 

evidence that rational models of technological innovation exist or are 
obtainable, and provides an essential basis for the argument developed 
in Chapter 3. However, in Chapter 4 we will point out that it is 
possible to identify at least two separate areas of R & D decision:
(i) the determination of the overall budget,and,
(ii) the allocation of resources to individual projects,

and suggest in later chapters that the inapplicability of rational 
models to the latter area may not mean necessarily that rational 
analysis is of little use in the determination of the overall budget 
for technological innovation.
Firstly,however, we will discuss the nature of invention and innov­

ation, and what is implied by those R & D activities as well as discussing 
the possible relationship between science and technology in the R & D 

process.
Industrial Innovative Activity: Concepts and Classification 
Innovative activity by the firm may be interpreted as being of 

two distinct types, in general; innovation generating and imitative 
behaviour. As Nelson (1972) points out, for a model (of firm behaviour) 
really capable of generating and responding to technological change
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it seems essential to incorporate ...."sane kind of an innovating 
or internal search mechanism for improvement, and some kind of an 
imitation mechanism whereby what one firm does can induce another 
firm to do likewise". (p.44)
In the following chapters we shall be primarily concerned with the 

internal search for innovations, or innovation generation, rather 
than with the imitation or diffusion process. However in the devel­
opment of a model we shall also consider how the allocation of resources 
to external search for innovations may be included in a more general 

analysis.
Internal search activity for technological innovations is the 

responsibility of corporate research and development (R & D) depart­
ments. While definitions and interpretations of R & D activity varies, 
those of the National Science Foundation (NSF 1973 (b) ) are widely 
accepted; research and development is defined by the Foundation as, 
"Basic and applied research in the sciences and engineering and the 
design and development of prototypes and processes", (p.19).

The Foundation also provides standard definitions of the types of R 
& D activity mentioned above. Basic research is defined as,
"Original investigations for the advancement of scientific knowledge 
not having specific commercial objectives, although such investi­
gations may be in fields of present or potential interest to the

reporting company", (p.19).
Basic research is distinguished from applied research, the latter 

being defined as;
"Investigations directed to the discovery of new scientific know­
ledge having specific commercial objectives with respect to products 
or processes. This definition differs from that of basic research 
chiefly in terms of the objectives of the reporting company", (p.19)



Development work is defined as :
"Technical activities of a nonroutine nature concerned with trans­

lating research findings or other scientific knowledge into products or 
processes. Does not include routine technical services or other 
activities exclut frcm the above definition of research and develop­

ment." (p.19)
Schmookler (1962 (a) p.43) however, classifies together basic

and applied industrial research activities as defined by the N.S.F. 
as applied scientific research. According to Schmookler the justifi­
cation for including industrial basic research in this category is that 
such research may be reasonably expected to have eventual industrial 
application as its objective, even though the nature of such application 
may be difficult or impossible to specify or anticipate. This inter­
pretation is consistent with Schmookler's general view identified by 
Gold (1971,p.213) that search for technological innovations is directed 
towards potential economic reward. (See also Schmookler 1962(b) ).
An OECD report (1970) supports this by distinguishing between pure and 
oriented basic research; with oriented basic research, the organis­
ation employing the research worker will normally direct his work 
towards an area of potential interest to the organisation, while in 
pure basic research it is primarily the search for scientific knowledge 
for its own sake that directs the research effort. The report suggests 
that such work tends to be confined to universities, non-profit organis­

ations and government laboratories.
Schrrookler's contention that pure basic research would tend to be 

ignored or rejected by firms depends on the assumption that economic 
objectives are the sole concern of modem corporations. In fact a 
number of analysts have argued a variety of suggested economic and non­
economic managerial or corporate objectives. 2 While bearing in

cautions against accepting Schmookler's argumentmind that the evidence
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without modification, at least on the grounds of a priori reasoning, 
we shall assume frcm this point, unless otherwise stated, that allocations 
to R & D are regarded as cost by corporate decision makers, and that 
they are undertaken in the hope that they will contribute to revenue 
producing operations at some future point in time.
This assumption is consistent with the N.S.F. definition of basic 

research which recognises the possibility that such work might be con­
ducted in the hope that non-specified commercial applications may 
ultimately result. The objectives of such research is difficult, 
if not impossible, to specify in economic terms ex ante, and as R. Nelson 
(1959 (a) ) points out (p.300-01), the loose or vague definition of goals 
at the basic research end of the R & D function is a rational response 
to the great uncertainties involved. This suggests that it is 
dangerous to specify precise objectives supposedly imposed on the 
basic research process as is suggested by the "pure" and "oriented" 
distinction. 3 Nelson indicates that direction and objectives of 
basic research projects may shift considerably as they evolve from 
vaguely formulated beginnings.
A further problem area is the distinction between basic and applied 

research. In the N.S.F. definitions it tends to parallel that usually 
made between scientific discovery and technological invention respectively. 
However if the definitions are strictly applied, scientific discovery 
orientated toward commercial application would be interpreted as applied 
research, while as Schmookler (1962(a),p.W) points out, some inven­
tive work would be interpreted as development. "Discovery" and 
"Invention" are often difficult distinctions to make in practice, but 
Siegel (1962) provides a distinction consistent with the consensus in

the literature:
"a discover/ my be a W  fact, principle,hypothesis, theory or law 

concerning naturel (including h»an> phen»». that are observable
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directly or through their effects." (p.442).
Indention, according to Siegel,"may be regarded as purposeful and 

practical contriving based on existing knowledge (theoretical or 
applied) and uncommon insight or skill; that is as the act of bring­
ing to workable condition a potentially economic or usable process 
or preduct ....that has a significantly novel feature". (p.442).
While the distinction between scientific and technological R & D may 

be difficult to make in practice, Price (1965), for example, suggests 
that the two bodies of knowledge are quite separate, both conceptually 
and in their historical development, as would be expected from Siegel s 
distinction. One obvious distinction from an economic point of 
view is that scientific knowkedge is non-Patentable. Free and public 
conmunication of results is a traditional and ingrained value of the 
scientific ccmnunity, and consequently it is likely that the firm will 
not be able to gain the full economic value created by research for 
new scientific knowledge (Nelson,1959(a);. However,recognition is
generally made that property rights in invention are necessary to at 
least some extent in order for technological research to be conducted 
by private companies. Non-appropriability of results would result in 
the potential external economics of research being high, but with the 
private incentive to conduct research being reduced because of the 
ability of other firms to copy or imitate expensively researched inno­
vations. Consequently, in the light of the separate traditions of 
science and technology, science is frequently regarded as both the 
natural and rightful concern of social policy rather than private 
industry. (Nelson 1959 (a),p.299 & p.306). This is supported by the
observed distribution of R & D activity among sections in the U.S:
N.S.F. statistics esiiiate that private industry carried out 14.2% of basic 
research, 57.2% of applied research and 85.5% of development, conduc­
ted by all sectors of the U.S. economy in 1972 (National Science



Foundation 1972 (a), Table pp.6-7). Universities and colleges were 
the main performers of basic research (56.7%) with the residual being 
accounted for by Federal and Federally funded institutions and "other 
non profit institutions" (29.1%).
However distinction between the two systems can also be made in terms 

of the habits and mores of scientists and technologists. Price (1975 , 
p.130) suggests that scientists are motivated towards discovering new 
scientific knowledge for reasons of prestige and recognition of pro­
fessional excellence, while technologists are concerned with more 
commercially oriented work concerned with the search for privately 
appropriable invention. 4 According to Price, scientists and tech­
nologists are generally very different types of people with differing 
motivation and even training,and Gibbons et al (1974,p.223) suggest 
science and technology may be considered distinct to the extent that
it is possible to identify two separate professional groups distinguish­
able in terms of their respective attitudes, values and norms. Else­
where Price (1969,p.171-2) states that scientific effort is directed 
towards publishing results, while technological effort is directed 
by the opposite motivation of concealment, at least until patenting is

achieved.
Consequently, some taxonomies of R & D activity have attempted to 

identify scientific and technological sub-systems of R & D activity, the 
former concerned with discovery of scientific knowledge, the latter 
concerned with revision and augmentation of productive techniques and 
products.5 Machlup's framework (see Table 2.1) identifies two 
separate subsystems with this intent, "basic research" concerned with 
production of research papers and scientific pledge (consequently 
broadening the definition to include some scientific research inter- 
pretable as applied research in the N.S.F definitions) and "inventive
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activity" (which includes, for example, patenting activity, some of 
which would be defined as development work in strict interpretation 
of the N.S.F.code). Unesco (1970 in Freeman 1974,pp.358-9) identifies 
these differences between taxonomies, while emphasising the conceptual 
usefulness but empirical difficulty of distinguishing between R & D 
sub-systems. The O.E.C.D, D.A.S/S.P.R. report (1970) puts the problem

in context:
"The three categories of R & D may sometimes be carried out in the 

same centre by substantially the same staff. In real life, R & D 
activities do not necessarily fall into the three successive and distinct 
categories defined above. For survey purposes, artificial decisions 
may have to be made in what is more or less a continuous process and 
the appropriate allocation of a given R & D activity to one of the 
categories may be neither natural nor obvious. For instance, 
although an R & D project in an institution may be at the applied 
research/development stage, investigation may reveal that seme of the 
funds are being spent on further basic research that is necessary
before progress can be made." (p.316-17)
Nelson (1959 (a),p.300) emphasises the "fuzzy boundaries" between 

conceptually distinct categories of R & D, and Schmookler (1966) suggests 
that the process of technological invention may involve the simul­
taneous synthesis of various aspects of science and technology, the 
implicit sequentiality of the basic research/ applied research and 
development categories tending to mislead interpretations of the 
innovative process. Also Falk (1973,p. 188) and Salomon (1971,p.ll) 
emphasise the difficulties of distinguishing the traditional categories 
of R &. D at both conceptual and operational levels,.while Gibbons et 
al (1974,pp.223& 241) emphasise the close similarity of scientific
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and technological methods of investigation, and the wide variety of 
potential forms of interaction between the two forms of research.
Therefore there are a number of different types of R & D activity which 

may combine and interact in the course of particular projects. As we 
shall see in the next section, a number of past models have assumed 
the form of interaction to be linear or sequential:i.e. a develop­
ment proceeds in an orderly fashion from one stage to the next. We 
will examine this assumption, together with the more general propo­
sition that rational modelling is feasible in highly innovative 
activity.

The Rational Model of Innovation
Schon (1967) and Gold (1971) have identified,and strongly criticised, 

the pervasive and widely held view that innovation is a rational process
g

which is capable of management, direction and control. While 
rationality is not a simple concept to define, Simon (1965) suggests 
a multi-dimensional interpretation, providing in particular an impor­
tant distinction between objective and subjective rationality.

rationality is concerned with the selection of preferred behav­
iour alternatives in terms of seme system of values whereby the consequen­
ces of behaviour be evaluated.....a decision may be called'objectively'
rational if in fact it is the correct behaviour for maximising given 
values in a given situation. It is 'subjectively' rational if it 
maximises attainment relative to the actual pledge of the subject".

(pp.75-76),
Whether rationality is subjective or objective, it implies that the 

decision-making process is goal-directed, manageable and controllable. 
Schon (1965 pp.3-5, 19-20) cites evidence to suggest that innovation is 
widely regarded as being a rational process, or if not, capable of 
being such. Gold (1971) also provides extensive evidence to suggest



that there is a "synoptic model" of innovation,(see p.213-15),in 
which rationality of decision making constitutes the definitive 
theme. The synoptic model has four major building blocks:
(a) the belief that technological innovation is inherently 

attractive in corporations, particularly in the context of 
potential economic rewards;

(b) the belief that technological innovations are planned and 
controlled by management;

(c) the belief that decision making is rational with built in 
evaluative feedback loops;

(d) the belief that R&D constitutes the most important means to 
effecting growth and profitability.

Influential proponents of the rational view include Machlup (1962(b) ) 
who suggests (p.153) that the process of invention has become systematic, 
routinized and amenable to rational analysis, and Schumpeter (1959) 

who states:
" .... it is much easier now than it has been in the past to do 

things that lie outside familiar routine - innovation itself is being 
reduced to routine. Technological progress is increasingly becoming 
the business of teams of trained specialists who turn out what is 
required and make it work in predictable ways. The romance of 
earlier conmereial adventure is rapidly wearing away because so many 
things can be strictly calculated that had of old to be visualized in a 
flash of genius."(p. 132) . However, Schon provides evidence, and Gold 
cites an impressive array of studies, to infer that the rational view 
of innovation and the consituent "building blocks" of the synoptic model 
are misleading. Extensive empirical evidence is supplied by Jewkes 
et al,(1969),and Langrish et al (1972). Jewkes et al, concentrating 
on the invention stages of the innovation process, found from sixty
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case studies that invention is extremely difficult to consciously
direct or control (pp.108-09), that intuition and chance were central
factors in technical progress (p.169) and that prediction is practically
impossible as far as most inventions are concerned (pp.170-77).
Langrish et al, concerned with the total innovation process in thirty
six studies of Queen's Award winners emphasise the plurality of sources
of innovation and the unreasonableness of using or adhering to the

7ooncept of a linear process of innovation development (p.7).
Price and Bass (1969) identify a conceptual model of the innovation 

process based on assumptions of rationality and linearity similar to 
those criticised by Gold and Schon, and argue that for radical inno­
vations the organisations which introduce them must undergo major 
internal development and change, much of which cannot be programmed 
in advance. This has been subsequently supported by empirical research 
by a team from the Illinois Institute of Technology (1968), and Globe 
et al (1973), both of which found that non-mission oriented research 
played an extremely important role in the development of selected 
major innovations. The former study (codenamed T.R.A.C.E.S.) found 
that 70% of events considered important in leading to the obtaining 
of the five major innovations studied,were non-mission oriented, while 
Globe et al found that non-mission oriented research accounted for 
57% of "significant events" 9 in the pre-innovative period (period 
before the original idea of the innovation is conceived), 16% of 
"significant events" during the innovative period (from conception to
realisation of the innovation) and 10% during the post-innovation

. .. 10period(marketing, diffusion and improvements period).
Machlup's table of the flow of ideas through the innovation process 

(table 2.1) indicates the complexity of the process and illustrates 
the difficulties involved in analysing innovative activity as a rational



linear process. As can be seen from the input/output flew, not 
only do non-programmable "problems, ideas and hunches" provide input 
up to and including the development stage, but "practical problems 
and ideas" constitute part of all innovative activity output, even 
at the apparently terminal stage of new plant construction. Further , 
the identified informational flew contradicts the idea of a simple 
linear, sequential model of the innovation process.

As would be expected in such circumstances, estimates of develop­
ment time or cost for any particular project are typically subject to 
substantial error. Marshall and Meckling (1962) found in a study of 
twenty two major military development projects that the mean value of 
the ratio of the most recent available final cost estimates to 
the earliest available estimates to be between 2.4 - 3, and extensions
of development time by 1/3 to j to be typical (p.474). Significantly
for the predictability of innovation cost, variance around the mean 
value was also high (see page 469), tending to rebut interpretation of 
the mean value of latest to earliest cost estimates as being simply due 
to optimistic bias. “ As would be expected from criticisms of the
rational model, high variability and unreliability is typically the

, . 13case in major and radical innovation developments.
In this context, normative analysis of research and development 

management has frequently emphasised the inability of the decision 
maker to impose a high degree of control over the innovation process. 
Nelson (1962) noted the tendency for selection of projects in a highly 
productive industrial research laboratory 14 to be effected by an 
evolutionary or "natural selection" process (p.572) and has advocated 
that R & D should be explicitly recognised as being unreliable and 
unpredictable,and that especially in the early stages,a high degree of 
control should not be imposed over the innovation process; instead a
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number of projects should be permitted and encouraged to develop, and 
a high rate of project failure should be anticipated and accepted in 
advance (Nelson 1959 (b),and 1972). While Gold (1971) does not offer 
simple normative solutions to his criticisms of the rational model, he 
does suggest that analysis should concentrate on hew the process of 
innovation actually operates rather than trying to mould the planning 
and decision-making process according to pre-conceived analytical 
frameworks, (see particularly p.245) . Schon (1967) argues that techno­
logical change is irregular, unpredictable, and that rather than attempt
to mechanise or routinise change, an atmosphere receptive and conducive

. 15to change should be created in the corporation.
Klein (1962)̂  basing his argument on the Marshall-Meckling results 

among other case studies of innovation development, infers that effic­
iency in the "narrower sense" of the rational model inhibits improved 
decision making in R & D (p.497), and that treating R & D projects as 
if they are liable to be controllable and well behaved may turn out 
to be costly in the end (p.ft96). Like Gold, Klein suggests that the 
innovation process may not be analyzable in terms of the standard optim­
isation techniques which are applicable to routine projects. Klein 
argues that multiple approaches and imposing lew constraints on the 
progress of innovation development will provide greater opportunity for
the development of a viable and useful system.

Hirschman and Lindblcm (1962) suggest that rather than being an 
isolated viewpoint, Klein's work along with joint wo* with heckling 
my be identified as one aspect of convergent thinking on noimtive deci­
sion making in the area of economic development and public policy- 
makhg as well as technological R > D itself. H  Htochman and 
Lindblcm identify a number of specific points of agreement between the 
various interpretations, particularly the likelihood that maedsnsing
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techniques for analysis may prove positively detrimental in many, areas 
of decision making and policy formulation, that "disorderly" develop­
ment of decisions, innovations and policies may be desirable, and that 
elaborate and extensive attempts to specify alternatives, identify 
end-goals and integrate planning are frequently counterproductive in 
conditions of;high complexity, insufficient inducements to decision 
making, uncertainty and/or limited decision making capacity.

As Hirschman and Lindblom suggest, the respective sources place 
different emphasis on the importance of each justification for abandon­
ing the ration*] model. They point out that the rationale for 
criticising the applicability of the rational model in Klein and 
Meckling's view is future uncertainties, i.e. the inability of decision 
makers to anticipate or predict the shape of future technological 
developments.18 It will be suggested in the next section that uncer­
tainty is the dominant consideration in analysis of the innovative 
process, and that it is the influence and implications for decision 
making of uncertainty that has to be focused on in constructing models 

of innovation.

Uncertainties in the Innovation Process

• Knight (1921) first distinguished between measurable and quanti­
fiable uncertainty or risk, and unmeasurable or true uncertainty.
Conceptually risk and uncertainty are quite distinct, although in 
practice they may be difficult to separate. Risk depends on the 
existence of replicability and homogeneity of events, and the conse­
quent calculation of probabilities of occurrence, cost etc. using statistical 
techniques. True uncertainty on the other hand cannot be reduced to 
objective probabilities and consequently qualitative analysis involving
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"hunches", intuition, judgement,tends to play a prominent role in 
decision making when uncertainty is present,and when decisions are 
totally or partially non-programmable. There is in fact a long 
standing and continuing dispute between Bayesian and non-Bayesian 
statisticians as to the legitimacy of quantification in unique 
decisions. We shall touch on this problem in the next chapter, but 
for the nouent we will utilise the non-Bayesian distinction between 

risk and uncertainly.
Essentially, the existence of risk poses no real problem for the 

rational model. Given the existence of objective probabilities of 
future states, certainty equivalents may be calculated for specific 
courses of action, and rational choice of alternative may be made,given 
the objectives of the decision maker and perceived values and estimated 
probabilities of possible outcomes. However, in conditions of 
uncertainty, the assumptions of rational analysis no longer hold 
(specifically those requiring that all alternative future states 
be specified, with associated values and risk of occurrence); 
consequently the rational model itself may no longer be applicable, as 
Gold and Schon have shewn, if uncertainty is a significant factor
affecting the decision making problem.

In fact uncertainty is widely regarded as an integral and effec­
tively definitive aspect of innovation, and decision taking for innovation.

As Gold (1971) points out:
"the overwhelming evidence from empirical studies so far is that, 
except for relatively routine improvement projects, unpredictability 
is pervasive. It seems to be difficult to predict: the kinds of 
inventions or discoveries likely to occur; the kinds of appli­
cations likely to be rrade of new discoveries; hew close to 
success given undertakings are; and even hew alternative designs 
or carefully developed theoretical models will turn out". (PP217-13)J-.

19
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Freeman (1974,pp.223-27) identifies three broad categories of 
uncertainties which are associated with innovative activity: general 
business, market and technical uncertainties. General business uncer­
tainty applies to all decisions which relate to the future, to the 
extent that they may be influenced by environmental variables (polit­
ical, legal, economic, etc.). Since innovations typically have a 
longer gestation period than other investment decision, it is partic­
ularly relevant to this decision class. The other two forms of 
uncertainty are project-specific and according to Freeman are not 
insurable against as risk. Technical uncertainty refers to realised 
standards of performance under various operating conditions for a given 
expenditure on R & D, while market uncertainty refers to the extent 
to which the innovation will be commercially successful for a given 
product specification. Each category of uncertainty is likely to be 
of importance for all but minor development projects: as Hamberg 
(1963) points out, unforeseen problems commonly arise that were not 
anticipated in preliminary investigations.

This is of course as we would expect from the T.R.A.C.E.S. and 
Globe (et al) studies, given the importance of non-mission oriented 
research in the development of the selected innovations. However, the 
technical uncertainty surrounding innovation projects varies qualita­
tively according to the type of project. As Bowie (1963) points out, 

"As one progresses from research through development, design and 
pilot production into full production, he is passing from a state 
of low predictability of specific accomplishment to one of high 

predictability',' (pp.280-81).
Bowie states that basic research "by its very nature" is unpredictable 
of specific accomplishment(p.281). Freeman (1974,p.226) similarly
identifies qualitative differences in uncertainty for various categories
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of innovations (see Table 2.2 below) identifying degree of uncertainty 
as being associated with the original source of the innovation.
Fundamental research, and by implication basic research,is an extremely 
uncertain undertaking, while applied research, if the N.S.F. defini­
tions are to be interpreted literally,is interpretable in terms of 
categories 1 - 3 ( and possibly 4) with associated high degrees of 
uncertainty. Development work (categories 4-6) on the other hand 
has relatively low levels of uncertainty associated with it.

The degree of uncertaintly surrounding the eventual value of 
R & D work nay therefore depend on the type of R & D work being carried 
out. This is a generally recognised and accepted phenomena, yet one 
problem is that implicit in such recognition appears to be the idea of 
a linear model,(see for example, Bowie's idea of 'progression' above).
We have already cited evidence to suggest that simple, continuous 
progression from basic research through intermediate stages to produc­
tion is not typical of the R & D process, and indeed this is recognised in 
some models of the R & D process developed m  recent years. it 
would help to clarify understanding as to the role of uncertainty in 
the R & D process if this apparent inconsistency could be resolved; 
if the linear model is discredited, then on what basis is it possible 
to discriminate in terms of degree of uncertainty associated with a 
particular type of R & D activity? In the linear model, the further 
the appropriate stage or activity is removed from actual innovation, 
the longer the time and the greater the number of intermediate stages 
to development completion, and consequently the greater the degree of 
technical, market and general business uncertainty associated with the 
activity. The abandonment of the linear model means that we have to 
establish an alternative basis for assessment of the relationship 
between different kinds of R & D activity, since one area of concern 
in Chapter 7 is the distribution of resources within the R & D budget.



TABLE 2.2:

Degree of Uncertainty Associated with Various Types of Innovation

1 true uncertainty fundamental research 
fundamental invention

2 very high degree of uncertainty radical product innovations 
radical process innovations 
outside firm

3 high degree of uncertainty major product innovations 
radical process innovations in 
own establishment or system

4 moderate uncertainty new 'generations' of established 
products

5 little uncertainty licensed innovation 
limitation of product innovations 
modification of products and 
processes

early adoption of established 
process

6 very little uncertainty new 'model'product differentiation 
agency for established 
product innovation 

late adoption of established 
process innovation in own 
establishment

minor technical improvements

Freeman (197*0,p.226.SOURCE:



Therefore in the next section we look at the relationship between 
different kinds of R & D sub-systems; however, before we do so, the 
characteristics of respective R & D sub-systems must be examined more
closely, in particular the role of uncertainty in each sub-system.

With this latter object in mind, it may be useful to interpret both 
Hachlup's and the N.S.F.'s categories of R & D activity as being concer­
ned with the production of intermediate informational output (U.N.E.S.C.O. 
1970,in Freeman 197U,p.370). While the input maybe drawn from a 
number of sources (see for example "tangible input" in Machlup's 
table), the intended output of each category tends to be highly speci­
fic, if we ignore for the moment the scientific and practical problems 
and ideas output. Thus, in Machlup's framework, output is new 
scientific knowledge and research papers in basic research, techno­
logical recipes" in inventive work, and blueprints /specifications in 
development work. Similarly the N.S.F. definitions describe neither
the inputs of the sub-system nor the activity itself, but instead the

21intended output and the goal orientation of the sub-system. In 
Machlup's categorisation, categories 1-3 inclusive are not final 
output as far as potential eoonomic reward to the company is concerned, 
though as will be shown, some stages are closer to final output than 
others. 22 While the intended output of sub-systems has implications 
for both inputs and types of activity, the latter are consequences 
of the intended output, not definitive aspects of sub-systems.

Therefore, conceptually at least, sub-systems may be simply 
distinguished from one another. However references to the level or 
order of uncertainty associated with R & D work tend either to emphasise 
the high level of uncertainty typically associated with R & D work 
in general24, or analyse the level of uncertainty associated with the 
inputs of a particular stage as far as their expected contribution to 

final output is concerned25. There is little evidence of attempts to
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Therefore in the next section we look at the relationship between 

different kinds of R & D sub-systems; however, before we do so, the 
characteristics of respective R & D sub-systems must be examined more 
closely, in particular the role of uncertainty in each sub-system.

With this latter object in mind, it may be useful to interpret both 
Machlup's and the N.S.F,’s categories of R & D activity as being concer­
ned with the production of intermediate informational output (U.N.E.S.C.O. 
1970,in Freeman 1974,p.370). While the input maybe drawn from a 
number of sources (see for example "tangible input" in Machlup's 
table), the intended output of each category tends to be highly speci­
fic, if we ignore for the moment the scientific and practical problems 
and jdpap output. Thus, in Machlup's framework, output is new 
scientific knowledge and research papers in basic research, "techno­
logical recipes" in inventive work, and blueprints/specifications in 
development work. Similarly the N.S.F. definitions describe neither
the inputs of the sub-system nor the activity itself, but instead the

21intended output and the goal orientation of the sub-system. In
Machlup's categorisation, categories 1-3 inclusive are not final
output as far as potential economic reward to the company is concerned,
though as will be shown, seme stages are closer to final output than
others. 22 While the intended output of sub-systems has implications
for both inputs and types of activity, the latter are consequences

23of the intended output, not definitive aspects of sub-systems.
Therefore, conceptually at least, sub-systems may be simply 

distinguished from one another. However references to the level or 
order of uncertainty associated with R & D work tend either to emphasise 
the high level of uncertainty typically associated with R & D work 
in general24, or analyse the level of uncertainty associated with the 
inputs of a particular stage as far as their expected contribution to 

final output is concerned25. There is little evidence of attempts to



analyse systematically the level of uncertainty between inputs of a 
particular sub-system and the anticipated intermediate output of the 
sub-system. Such analysis, together with specification of the relation­
ship between a particular sub-system and final output, is essential 
if the R & D process is to be adequately examined.

In fact, the studies that have been carried out at sub-system level 
tend to report unpredictability and uncertainty within sub-system 
boundaries, particularly in the case of "basic research" and "inventive 
work" sub-systems (Machlup's interpretation is implicit in most of the 
studies in this area). Price (1964,pp.l99 and 201), Taton (1957,pl63), 
Kuznets (1962,pp.20-21) emphasise the pervasive uncertainty associated 
with basic research 26, and researchers identifying similar properties 
of inventive work include Griliches (1962,p.352), Kuznets (1962,pp.
21 -2), Gold (1971, p.224), Schon (1967,Ch. 1 & 2), Price and Bass

(1969,p.805).
Some studies suggest that these sub-systems are comparable in this 

respect. Jewkes et al (1969) point out the role of chance in the 
realms of discovery and invention (p.101-2), while Siege« 19 6 2,p.443) 
notes the unpredictability of both scientific discovery and technolo­
gical invention. Price (1965) suggests that attempts by society and 
industry to improve direction and control on both the search for 
scientific knowledge and technological developments are almost cer­
tainly doomed to failure in the former case, and possibly also in the

latter (p.564).
Development work is generally regarded to be less uncertain than 

the other two categories of R & D activity, though the activity itself 
may vary widely in the demands it makes on researchers . Carter 
and Williams (1959,p.48), Schnrokler (1962(a),p.45), Jewkes et al (1969, 
p.28) and Freeman (1974, p.229) testify to the relatively lew degree of
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of uncertainty associated with development compared to the other sub-
systems. However, uncertainty is still a feature of development, even
if the degree of uncertainty is low compared to the basic research
and inventive work sub-systems.

: 1 The uncertainty of "basic research" and "inventive work" in
Machlup's framework might also be expected on a priori grounds.
Basic research is concerned with the search for new scientific

1 knowledge, and consequently the eventual output must by definition be
■j
1 at least partially unknown to the decision maker when resources and

1 inputs are allocated to a particular project, otherwise the allocation

1 of resources to such activity would be redundant and wasteful* If the
output is uncertain, so also will be the anticipated value from

<■
'i allocation of resources to a project. In a similar manner inventive

work is concerned with "the creation of novel products and processes,
the level of uncertainty of each being related to the extent to which
the invention sought is radical and different from those preceding ,
As with basic research, the eventual output is to a greater or lesser
extent unknown and consequently uncertain. If such uncertainty could
be interpreted as measurable uncertainty or risk, there would still be
opportunity for the application of quantitative optimising models

1 for R & D allocations; unfortunately as far as the use of such tech-
i "m niques is concerned, use of risk presumes that all events in the class
9 of events to which it refers are homogeneous as far as the elements of

the events deemed relevant to the analysis is concerned. Yet if
discoveries and inventions are analysed in this manner by identifying
a "unit of discovery" or "standard invention" the essential quality of
discovery and invention is effectively negated, since they are defined
in terms of differences from preceding science and technology respec-
tively, rot simlarities Ore. I**»» (197*,p.225) . Tl* «Mrt tc

j

which a discovery or invention may be regarded as being radically different

li£



from those preceding depends on circumstances, yet since they are 
defined as non-homogeneous and unique events ( at least as far as 
individual or institutional decision making is concerned), the impli­
cations for the basic research and inventive work sub-systems is that 
true uncertainty must be regarded as an integral feature of those 
activities.

Development work also may be regarded as being concerned to some 
extent at least with novel problems in each project. Ames (1961,p.373) 
and Machlup's table (above) both suggest that practical problems or 
"bugs" may arise at this stage, indicating that uncertainty may still 
be present. However , development work, while it may be highly uncer­
tain if new design and testing techniques are required, frequently 
follows well tried and familiar ground rules for the design and develop­
ment of innovations, and consequently it may involve lower degrees 
of uncertainty than the other sub-systems. Similarly with "new-type 
plait construction", an element of novelty and uncertainty is still pres­
ent in the system.

Consequently each sub-system may be regarded as innately uncer­
tain, the degree of uncertainty of each sub-system being related to the 
novelty of the task required. However, there are two other aspects of 
R & D activity which are of importance in considering the reliability 
and predictability of eventual economic value of inputs in a particular 
sub-system; (i) the means by which a particular sub-system is coupled 
to final output by other sub-systems; and (ii) uncertainty pertaining 
to linkages and relationships between sub-systems. To start with, these 
problems will be related specifically to Machlup's analysis.

Hierarchical Arrangement of Sub-Systems
The first problem area is of relevance in establishing the inputs 

into a sub-system and anticipated economic reward to those inputs.
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Machlup's table usefully provides indicators of possible relationships. 
Firstly, apart frcm non-R & D input, table 2.1 makes clear that the major 
input into "new type plant construction" (the sub-system concerned 
with setting up production facilities for innovations) is the output 
from development; if for the moment we ignore "scientific problems 
and hunches" and "practical problems and ideas" as input and output, 
then there is clearly a strong and direct link running iron develop­
ment to new plant construction. This follows from development's role 
in bringing inventions from a raw and schematic state to the point when 
they are ready to be put into production.

Links between the other two sub-systems, basic research and invent­
ive work, and the other R & D subsystems are more complex. Output 
from both systems may serve as input to development, yet there are sig­
nificant differences between the two. While inventive work receives
informational output from the scientific sub-system, the scientific

29sub-system would appear to act almost as a closed system, scientific 
knowledge building on past scientific knowledge. Price (1975) 
relates this to the social, cultural and economic separation of the 
two sub-systems, referred to earlier;

" in normal growth science begets more science and technology 
begets more technology." (p.129-30).

This suggests that technology has minimal input from science under 
normal conditions, a point discussed below. However, with respect to 
the relationship of these sub-systems to development, the above has 
important implications in the contexts of Machlup's system; inventive 
work, in its output and input embodies all the input categories associ­
ated with inventive work, while basic research activity is concerned 
only with a restricted category of development input. While inventive 
work may carry forward into development the scientific knowledge 
inputs required for development work, basic research has more tenuous 
links with development, typically requiring inventive activity before



it serves as useful input:
"Science enters innovation already embodied in technological form.

It may be relatively rare for a piece of curiosity-oriented research to 
generate a piece of new technology, but once this process has occurred 
the technology can be used over and over again and developed into more 
advanced technology. There seems to be much justification for the 
view df Price that technology builds largely on earlier technology". 
(Langrish et al 1072,p.HO).
The embodiment of scientific research in inventive work, and the role 
of development work in converting inventions into detailed construc­
tion and design plans suggests the idea of progression from higher 
stages to lower stages in Machlup's table. Yet "problem, hunches and 
ideas" feedback suggests that informational flew, and by implication 
allocation of resources to the new problems or opportunities for a par­
ticular project, may involve erratic, discontinuous progression, 
jumping from a particular stage to a higher or lower one, or to a
different activity in the same stage.

In fact, it is useful to regard each sub-system not as links in a 
linear chain, but as forming levels in a hierarchy of R & D sub­
systems. The higher its level in the Machlup system, the more remote 
the informational oontent is from final output. Thus,the intermediate
output of basic research generally requires embodiment in a new tech­
nological concept, and design and development work before the stage 
of tooling up for production can be reached. However, while lower 
stages in general are necessary intermediary stages between higher 
stages and final output, redirection of an R & D project or idea to a 
higher stage is always possible (even at stage 00 ) depending on 
unexpected difficulties, new opportunities or revised priorities.

While the idea of hierarchy of these sub-systems must of necessity 
be a rather erode approximation to reality given the rather messy and
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complex nature and relationships of these sub-systems,emphasised 
earlier, it may be interpreted as an improvement on the traditional 
concept of a uni-directional linear model. This concept of a 
hierarchical ordering of the R & D sub-systems will form a central part 
of argument in subsequent chapters.

Linkages Between R & D Sub-Systems, and Project Uncertainty

The second problem area relevant to consideration of uncertainty 
surrounding economic potential of inputs into particular sub-systems 
is that relating to the linkages between respective sub-systems. 
Earlier, consideration was given to relationships between inputs of 
a sub-system and outputs of the sub-system; in a sense the problem 
here is the reverse, since we are concerned with how the output of one 
system relates to the input of the lower sub-system. Even if each 
sub-system could be regarded as determinate with respect to produc­
tion of its own particular intermediate output, once input of a 
higher system is related to anticipated effect on output of a lower 
system, opportunity for mis-direction of effort or uncertainty of 
input value may arise due to mis-matching or poor integration of 

sub-system linkages.
Of particular interest are the linkage characteristics between 

inventive activity and the adjacent sub-systems. As far as Price 
(1975) is concerned, science and technology are two loosely connected

"twin" systems;
"Only rerely, but then dramatically and making a historical 

nountain peak, do the twins show a strong interaction", (p.130).'
In general, links between science and technology are regarded as 

indirect, unreliable and usually highly lagged with technology building 
on "old" science rather than actively interacting with current scient­
ific activity. Schmookler (1962 (b),p.224-5) found little evidence
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of active links between scientific and technological sub-systems in
a study of selected important inventions, while Langrish et al (1972, 
pp.39-42), Jewkes et al (1969,pp.21. 199-203), Ben David (1972,pp.l84 -85) 
similarly identify the absence of strong, direct links between science 
and technology. To a large extent, this is regarded as a conse­
quence of the separate scientific and technological "cultures" mentioned 
earlier.

However links between inventive output and development input is 
also significantly unreliable. Nelson et al (1967,p.95) state that 
studies of patent utilization in the U.S. suggest approximately 50% 
of patents are eventually used. They state that since the bulk of 
R & D expenditures of a project are concentrated on the design and 
development stage, many are abandoned before comru.tment to develop­
ment is undertaken. This would suggest a bias in the development 
projects undertaken towards the less uncertain, and consequently conr 
centration of analysis on only patents and non-patented inventions 
carried to the point of development would tend to obscure a signifi­
cant level of technical and market uncertainty remaining after the 
patenting stage has been reached.

Although studies of R & D activity tend to report heavy concentra­
tion on development expenditure relative to research , these under­
state the commitment of resources required at the development stage.
Many projects fail to be approved for full scale development because 
of remaining uncertainty, and the anticipated resources and time 
required ,to get the project on the market. Consequently retrospec­
tive evaluations of development costs as a proportion of total R & D 
costs of individual completed projects would indicate even more 
strongly the relative expense of development compared to research. 
Expensive and time consuming development operations such as design, 
construction and evaluation of prototypes and pilot plants add to 
develop»* cost of ¡„novations 32, »»gnifyins the expenditure incurred
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in developing the typically relatively inexpensive research projects.
Not surprisingly, the route from applied research to development 
is seldom an automatic one, revision and elimination of projects 
being cannon between stages.

Therefore (there exists imperfection and uncertainty in the output- 
input linkages between sub-systems as well as in the input-output 
characteristics of sub-systems themselves. The implications for a 
project operating at a particular stage or level in the R & D system 
hierarchy are that not only-does the reliability or otherwise of 
sub-system input relative to final output depend on sub-system operat­
ions themselves, it is also contingent on the degree of determinancy 
of links between sub-systems. Uncertainty relating to perceived 
economic value of inputs at a particular stage will be a consequence 
not only of uncertainty in input-output relations of that and lower > 
stages, but will also be magnified by uncertainty pertaining to 
informational output exchanges between sub-systems.

At this point, sane general points can now be suirmarised regarding 

R & D sub-system operations.
(a) R & D sub-systems may be regarded as forming a hierarchy in 

the R & D system, stages in the hierarchy being determined by 
distance from final output. Machlup's framework may be inter­
preted as outlining such a hierarchy, from basic research- 
inventive work - development - new plant construction and to

final output.
(b) Inputs and operations of a particular sub-system have 

associated uncertainty with respect to intermediate output
of that system, while uncertainty is also a general character­
istic of sub-system linkages. Uncertainty pertaining to sub­
system input depends on degree of novelty of anticipated 

intermediate output.
(c) Input into a sub-system at a particular level in the hierarchy
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generally has to be processed through the sub-system and 
lower sub-systems before it contributes to final output.

(d) Consequently the higher the level of R & D sub-system operation, 
the greater the degree of uncertainty typically surrounding 
sub-system input, with respect to anticipated contribution to 
final output. Anticipated economic value of sub-system 
input is affected not only by inherent uncertainty of the 
sub-system itself, but by uncertainty surrounding operations 
of lower sub-systems and sub-system linkages.

Figure 2.1
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Freeman's analysis of degree of uncertainty typically associated with 
different types of innovation (table 2.2) is interpretable in such 
terms. For example fundamental research has complex and indirect 
links with innovation since inputs into that system generally require 
processing by each of the four sub-systems in table 2.1, whether in 
their original or in some nutated form. Also linkages between 
fundamental research inputs and other sub-systems have already been 
pointed out to be loose and tenuous and consequently fundamental 
research is a highly uncertain undertaking for the firm.

On the other hand, obtaining an innovation from a patented idea 
involves comparatively little uncertainty, inputs into the develop­
ment stage being fairly close to final output if no problems or 
hitches arise. Consequently the concept of hierarchical arrangement 
and relationship of sub-systems facilitates analysis of the charac­
teristics of inputs and operations for particular sub-systems, and 
permits investigation of the degree of uncertainty associated with a 
particular project by interpreting the R & D system as being composed 
of a series of interrelated but poorly integrated sub-systems.

Therefore it appears appropriate to impose a hierarchical interpret­
ation on Machlup's analysis. However in later chapters we will be 
utilising the N.S.F. definitions in empirical analysis. In the next 
section we will examine whether or not the N.S.F categories can be 
interpreted in a similar manner.

Research. Applied Research and Development,

There is greater difficulty in applying the hierarchical structure 
to the N.S.F. sub-system definitions, since although some distinction 
is made between sub-systene on the grounds of qualitative differences

in intends! inte»edi«te output,* ****** i*
of the goals of sufr-syste»; scientific KnooleCge for its ™n sake is
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the implied objective of basic research, while applied research is
35oriented towards specific commercial objectives.

Nevertheless, basic research is not difficult to position in a 
system hierarchy since it is interpretable as a sub-set of the broader 
definition of basic research provided by Machlup (Unesco 1970, in 
Freeman 1974,p.358). In the context of its goal orientation it is 
liable to be even more uncertain with respect to final output than the 
supplementary basic research defined in Machlup's framework. Consequently, 
with respect to final output it may be regarded as a highly remote 
and uncertain activity, separated from the innovation stage by the 
residual R & D sub-systems.

However the broader definition of development compared to Machlup's 
interpretation complicates the single hierarchical structure identi­
fied earlier. If basic research in the N.S.F. interpretation accident-
aliy produces a discovery with obvious comnercial applications and 
requiring no further scientific investigation, inventive activity 
definable as development work in the N.S.F. categorisation may then 
precede, skipping the applied research category.

In fact, this rarely, if ever, occurs in practice. Reference was 
nade earlier to the generally observed tendency for the impact of new 
scientific knowledge to be highly lagged. Generally, extensive 
scientific and technological research remains to be done on "pure" 
research findings before the stage is reached of actually directing 
work to specific preduct/process development. Orientation of basic 
research output into applied scientific and technological "channels"

is usually necessary.
A frequently cited example of "pure" basic research leadine 

eventually to ccamercially viable innovationthrougb applied research
is that of the development of nylon.3 In 1927' E>1* 9111 Pont ̂  

Nemours i Company decided to fund a program* of fundamental research
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led by W.H.Carothers, on a yearly budget of $250,000. The goal of this 
programme was to "discover scientific knowledge regardless of immediate 
commercial value" (Mansfield,1968 (a),p.*+9). The results of the 
programme were only of academic value for the first three years, 
until a superpolymer was discovered with a high degree of flexibility 
and strength, though since they were weakened by hot water, they were 
of no direct use commercially.

However this discovery served as a stimulus in directing the 
programme towards synthesising related ccmpounds in the hope of discov­
ering a commercially viable fibre. This point might therefore be 
selected as the beginning of "applied research" according to the N.S.F. 
interpretation. Yet it took some time before a commercially promis­
ing superpolymer, '56' polymer, was discovered. Carothers at one 
point had in fact abandoned his search for a commercially useful com­
pound and only returned to the project after encouragement by a new 
director of Du Pont's Chemical Department. It took eight years from 
the discovery of the superpolymer which prompted the applied research 
phase of the project, to the point where '66' polymer (nylon) was 
first commercially produced. Substantial applied research had 
been required before the initial discovery of a superpolymer with 
possible commercial properties.

Mac Laurin (1953,p.99) points out that pure science rarely leads 
directly to a patentable invention while Nelson (1959 (a)) in an analysis 
of the economics of basic research, suggests that this progression of 
basic (fundamental) research through applied research and then develop­
ment tends to be the rale in industrial R & D;

"significant advances in scientific knowledge are often not 
directly and immediately applicable to the solutions of practical 
problems and hence do not quickly result in patents. Often the 
knowledge is of greatest value as a key input of other research projects



which in turn, may yield results of practicable and patentable value" 
(p.302). 37

Project Hindsight, which was a study designed to identify the 
"events" leading to the development of new post-war weapons systems in 
the U.S., found little relation between undirected science (basic 
research) and the development of technological innovations. Only

OQ .0.3% of "events" were identified as undirected science. It was 
concluded on the evidence of the study;

"the process by which science moves into technology and utilization 
....is clearly not the simple direct sequence taught by the folklore of 
science" (Sherwin et al 1967(p.l576).
Rirther, Sherwin et al found that generally many significant techno­
logical innovations were required to develop a viable new system, 
suggesting the importance of applied research in this sphere. Links 
between basic research and development, where they existed, were 
likely therefore to be buffered by an intermediate stage of applied 

39research.
Consequently there appears to be identifiable hierarchical 

arrangements and relationships between the R & D sub-systems in the 
N.S.F. system as well as in Machlup's system. It is appropriate 
here to emphasise again that conceptual distinction between sub - 
systems must necessarily be coarse and approximate, much R & D 
activity being difficult to allocate to one or other of the categories.

Sunmary
Research and development has been interpreted here as a complex 

of interrelated sub-systems arranged hierarchically, each inherently 
uncertain, but with uncertainty being compounded as projects concentr­
ate further up the development - applied research - basic research 
hierarchy, due to internal sub-system uncertainty and uncertainty in
links between sub-systems. At project level it is typically



difficult to make sound predictions of time and cost of the inno­
vation stage, or to foresee what precise form the new development 
will take. The traditional linear, rational model of innovation 
does not constitute a realistic or useful interpretation of what 
appears to be a non-linear, non-rational process; however,as yet, 
knowledge of the causes and consequences of technological change are 
still at an elementary level and adequate models to replace the rational 
model "borrowed" from other areas of study have not yet been developed , 
(see Gold, 1971,Chapter 10).

In the next chapter, attention is concentrated on specific 
approaches to the R & D problem, and their assumptions and method 
related to what has been developed in this chapter with respect to 
R & D projects in the firm.
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Footnotes

1.. This definition does not include quality control, routine product 
testing, market research, sales promotion, sales service, research 
in the social sciences or psychology, and other non-technological 
activities or technical services.

2. See, for example, Barnard (1948), Baumol (1959), Berle and Means 
(1932), Cyert and March (1963) ch.2, Gordon (1961), Papandreou (1952) 
and Williamson (1964).

3. A striking example of corporate support of what is usually referred 
to as pure basic research is the IXi Pont programme of research begun
in 1928 which eventually led to the invention of nylon by W.H.Carothers. 
The research team were given discretion over the areas in which they 
wished to investigate (Jewkes et al 1969,p.276) and as Jewkes et al 
point out (p.119), when Du Pont set up the research team there was no 
means of knowing what the result of the research would be, when by 
any rational analysis no commercial applications were foreseeable.
Other notable commercially successful inventions which were direct, 
though unanticipated consequences of fundamental research by corpor­
ations include polyethylene, discovered by an- I.C.I. team through 
research into possible physical and chemical properties of matter 
(Jewkes et al p.279-80), and the transistor, invented in the Bell 
Laboratories as a result of fundamental research into the electrical 
properties of semi-conductors (Jewkes et al p.317-18).
Separation of basic research by objectives is made even more complex 
when the tendency of large corporations to use research capability 
and performance in marketing their "image" is considered. _ The 
motivation behind research allocations in such a context might be 
status, prestige, attraction of investment through a dynamic image, 
etc.

4. Nelson (1959 (a).p.306 (a) ) points out this different orientation, 
and its implications for economic value to the information producing 
unit,works back through the price system to create the differing 
salary scales for scientist and technologists.

5. In addition to Machlup's framework outlined above, see also Ames (1961) 
Kuznets (1962),Schmookler (1966 & 1962 (a) ).

6. Schon interprets innovation as commercial appiicationofinvention. 
However since he identifies parallel rational
innovation, here we continue to use the broader rp 
innovation used in the previous section.

7. Linear models typically predict that ̂ re will tea stead̂ progressi
through basic research, applied research, deve P" eliminating
»ith re backtrack^ ^«rUer stages such as tesicrasaarch. Tte J is
fit neatly into a rational model,if it is . ^ uld ̂  redundant
routine and consequently programmable, backtr ^  managerial and inefficient. Backtracking only beccmes iegitimate ̂ ageriai 
behaviour when the rational model in untenable, in particular wnen 
uncertainty is pervasive.
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Langrish et al specifically identify Blackett (1968) and Holloman 
(1965) as proponents of linear models of innovation. See also 
Mac Laurin (1953) for development of a linear model.

8. "Non mission-oriented research (NMOR) is research carried on for the 
purpose of acquiring new knowledge, according to the conceptual 
structure of the subject or the interests of the scientist, 
without concern for a mission or application, even though the pro­
ject in which such research is done may be funded with possible 
applications in mind". Globe et al p.9.

9. "Significant event is an occurrence judged to encapsulate an
important activity in the history of an innovation or its further 
improvements, as reported in publications, presentations, or 
references to research". Globe et al p.9.

10. Further specific criticism of the concept of a linear model of 
innovation is provided by Bryan (1973, p.31—3), Douds(1971,p.74), 
Price and Bass (1969,pp.802-3 and 805), Marquis and Allen (1966, 
pp.1053-54), and Encel (1970).
Siegel (1962, p.447-48)also emphasises that technology can consid­
erably affect the conduct of science in certain circumstances (e.g. 
in contrivance of various types of instrumentation). Bogaty 
(1969) points out the difficulties of advocating or operating the 
management and direction of research,and Freeman,(1974jp.40),
Aram (1973),and Nelson (1972) cast doubt on the possibility of 
ever achieving rational, ordered and directed control over the 
innovation process. Aram's viewpoint is the most extreme, and 
touches on aspects of innovation to be dealt with in the next 
section:"To a large extent ... management and innovation are contradictory 
terms. So does .... the concept of organising for innovation 
contain a contradiction: organisation strives to be a planned,̂  
controlled, predictable system of activities, while innovation is 
unplanned, uncontrolled and unpredictable", p.24.

11. Adjusted for subsequent variation in the price index and in the 
output required of the new development.

12. A recent example of disastrously miscalculated development cost and 
time is that of the Concorde. Government estimates in 1962 were 
that it would cost £150 - 170 million and enter service in 1967.
By 1973 the Ccmmittee of Public Accounts revised estimate was 
£1065 million (unadjusted for inflation, but also provisional and 
liable for revision upwards due to pending design improvements),_ 
while in 1975 the Concorde still had not entered commercial service. 
(A.Wilson (1973),pp.72-3, and 148-9).

13. For further evidence see also Peck and Scherer (1962), Mansfield et 
, al (1971) Ch.5 "Overruns and Errors in Estimating Development 
Cost and Time" pp.86-109, Norris (1971).
The laboratory was Bell Telephone laboratories. Nelson s analysis
being primarily concerned with its invention
transistor (1948) and the junction transistor
Nobel prize was awarded (1952) to three members of the development
teem (Nelson d*5H9) <

15. Chapter V, "Models for Change", pp.112-38



16. Also see Klein and Meckling (1958) and Klein (1963).
17. Hirschman (1958) and Lindblom (1959) are used as examples of 

convergent thinking in economic development and public policy 
respectively.

18. We will subsequently suggest that this is too narrow an interpret­
ation of uncertainty for use in analysis of R & D.

19. In addition, see also for reference to the significance of uncer­
tainty for innovative activity, Schmookler (1962 (a),p.47),
Sanders (1962,pp.59-60), Klein (1963,pp.478-84), Schon (1967, 
pp.21 and 24-32), Markham (1965,pp.72-5), Jewkes (1969,p.l05),
Staff Report (I.R.I.) (1962), Shanks (1969,pp.64-7), Hirschman 
(1967,pp.75-81), Carter and Williams (1958,ch.3).

20. For examples of models incorporating potential redirection of 
R & D orientation by feedback from lower levels of R &_D 
uncertainty to higher levels (e.g. development to applied research 
and applied research to basic research) see Jantsch (1969),
Marquis and Allen (1966) and Gibson (1962).

21. Machlup's table in fact only describes each stage according to its 
"intended ouput" (see Table 2.1).

22. Unless patented or patentable inventions are marketed to licensees.
23. For example scientific knowledge is the ̂ intended output of basic 

research in Machlup's framework, yet scientists and scientific 
knowledge are utilised in basic research, inventive and develop­
ment work.

24. See earlier references.
25. See iceman, Bowie above, Gold (1971 p.224), Langrish et al (1972 , 

p.41), Nelson et al (1967>PP.85-6), Norris and Vaizey (1973,p.66), 
Carter and Williams (1957,p.52).

26. In the context of the high uncertainty associated with the eventual̂  
commercial applicability of this sub-system it is possible to igno 
the fact that a great deal of scientific endeavour can become fairly 
reSt£ aS pridiSle. Kuhn (1970) suggests that in scientific
SSs^^S^striking feature of the normal research problems 
...is how little they aim to produce majoror phenomenal. Sometimes, as in a wave-length measure^, every 
thing but the most esoteric detail of the result i- some„hatadvance, and the typical latitude of expectation is only somewha
wider" p.35.
Normal science is research based on, 
develop, a generally accepted ̂ adrg»
however, while there wouldaprear» be ff^Sereilylgreed that

^ “ f p S S l ^ f S r ^ t h e ^ s t  uncertain and unreliable to 
predict (see for example Kuhn,Ch.9 pp.92 110)
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27. Jewkes et al (pp.28-29, and 153) mentions the variety and difficulty 
of definition of development; the development of a revolutionary 
idea such as the jet or Wankel rotary engines, once the principle 
has been established, may require major commitments of resources 
and time, and by implication there may be significant uncertainty 
as to what will be required to put the radical new idea into 
commercial operation. On the other hand, development may mean 
no more than routine and systematic modification into a new form 
or style of a new product or process only marginally different 
from other existing products or processes.

28. It has been suggested that all major investments involve uncert­
ainty to greater or lesser degrees and that R & D is only a form of 
investment albeit with a higher level of risk and uncertainty.
(see for example Machlup (1967 (a), p.188-92), Schumpeter (1954, 
pp.88-90), Ansoff (1969,pp30-2), Tilles (1966, pp.190 and 192). 
However while replicability of investment in general poses no theo­
retical problem, replicability of discovery and invention as dis­
covery and invention would be redundant unless the decision-maker 
was not in possession of the original specifications of the discovery 
or invention. Consequently, there is an unavoidable qualitative 
difference between consideration of R & D inputs as investment 
and standard, potentially replicable ,investment.

29. Links running from technology to science have been identified, 
particularly in the area of ins trurnent at ion (see for example ̂ 
Schmookler 1962(b),p.l97n). However, Machlup's interpretation 
could be defended on the grounds that while instrumentation may 
affect the precision with which information is found and the access­
ibility of new facts, they do not qualitatively affect the content 
of the discovery or information itself, but rather the manner in 
which the activity is conducted; it is resource rather than in­
ternational input.

30. See also Price (1965) p.564.
31. In 1970, industrial firms in the U.S. allocated $598 million to

basic reseach, $3281 million to applied research and $13,978 million 
to development (National Science Foundation 46 p,83)‘
These amount to 3%, 18% and 78% respectively of R & D funds, 
(calculated to the nearest percent).

32. Jewkes,et al,analyse the growth of development costs using a defi­
nition of development similar to that of the N.S.F. (see p.156).
They suggest that development costs have escalated i^oourse 
the twentieth century as accumulation o e . . ^widened development potential, and_increasing sophist:Lcat:ion on the 
part of the consumer has of necessity been Peraneled by ex 
haustive testing and preparation, quality ̂  reliability new being 
more immediate requirements compared to earlier periods of impere 
feet markets and undemanding consumers, (pp.lbb-bu;.

33. Earlier given as a synonym for "basic research" (p.22), interpreted 
in Machlup's terms.

34. Specifically, "scientific kncwledge,,(basicresearch and applied 
research) and products or processes(development).
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35. N.S.F. definitions do not identify technology as a separate 
concept, but implicitly include it as a sub-division of scientific 
knowledge.

36. For case histories of the development of nylon on which the discuss­
ion above is based see Mansfield (1968 (a),pp.48-50) and Jewkes
et al (1964,pp.275-77).

37. Jenner (1966,p.792) suggests;"...it seems likely that most new operational features have occurred 
in clusters, rather than singly: the development of bail-point 
pens, for instance, introduced (at least) the operations of prod­
ucing carbon copies of hand-writing and * instantly diying' 
ink".
A cluster effect in the applied research sub-system would empha­
sise thatsystem's importance in transferring basic research to 
development, and further support the hierarchical interpretation. 
Scherer (1970,p.356n) in fact comments on Jewkes et al's series 
of case studies in this respect.
"The authors use a loose and sometimes curious definition of inven­
tion; many of the cases studied are best described as systems or con­
glomerations of inventions".
Examples which may be cited include the helicopter̂  (pp.257-60), 
television (pp.307-10) and digital computers. While many sub­
sequent products in each group might be classified under develop­
ment, a number of innovations within each group required substantial 
applied research (e.g. the autogyro, colour television and use of 
integrated circuits respectively).
Jenner's idea of clustering in terms of functional differentiation 
of new features with respect to a conmon source is therefore 
paralleled by frequently observed clustering of inventions within 
a given functional class. Jewkes et al (p.171) do in fact 
identify the view that a scientific discovery may reveal a range 

^dSSties, while qualifying it with «- <=-«“ 
that there »ay be substantial delay between discovery appll 
cations, and that applications are often not obvious. The 
tering of inventions suggests that rather than basiciXTSthSt^ 
independent of applied, applied research may be 
reference to recent basic research.

38. Defined as "key contributions" (Sherwin et al 1967)

a s s ,this finding omits consideration of the pool gon which scientists and technologists may draw, also, siree on y
post-war basic research events ̂ ^ S i ^ L S ^ u S ^ q u e n t  
light of the typically long ag e f -̂ e study may not bei - f I»
tive.

«ite S ™ *  “ Uvation.

■ft



Gold (1971,p.272 n ) cites the "circularity,inconsistency and var­
iability" of reasons given for conducting research, found in 
studies of the R & D function. Further, since the rational model 
of innovation is partly a result of ex post rationalisation (Schon 
1967,p.37) we might reasonable expect a parallel ex-ante rationa­
lisation of intent in terns of high-sounding motives such as 
"scientific knowledge for its cwn sake" as far as some marginal res­
earch activity is ooncemed. Machlup's analysis of qualitative 
differences between types of intended intermediate output is less 
open to ambiguous and discretionary interpretation on the part of_ 
respondents, though difficulties of definition and measurement still 
remain.
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CHAPTER 3

Models of Teclinological Change in the Firm 
The approaches discussed below illustrate in different ways some 

of the problems involved in formulating rational models of technological 
innovation. In Chapter 2 some behavioural characteristics of innovation 
were discussed and the importance of uncertainty emphasised; here the 
relevance of the different approaches is assessed in the light of the 
conclusions and speculations of that chapter.

The difficulties of applying rational project based approaches are 
indicated in the sections below dealingvith the neoclassical theory of 
the firm and decision making under uncertainty. The approaches have 
a further link in that they have been typically applied to routine problems 
of resource allocation in which replicability of events is a prime 
assumption (though as we shall see, Bayesian analysis is an exception 
in this respect). However in both cases it has been suggested that they 
can be applied successfully to analysis of allocations for R & D. Since 
research and development is an activity which typically is not descrebable 
in terms of the assumptions of these approaches, it will be suggested their 
application in this area is generally inappropriate.

The other two approaches discussed, the behavioural theory of the 
firm (Cyert and March, 1963) arxi the theory of the growth of the firm 
(Penrose, 1959) are introduced for slightly different reasons. As with 
the other two frameworks, difficulties of application to R S D problems 
are identified but also attention is directed to concepts and interpretations 
which will prove of relevance in Chapter 9 (in which corporate behaviour is 
analysed more fully) and in Chapter 5 (in which a model of corporate

resource allocation is developed).
In the letter part of the chapter general system theory is made use

of, and the behavioural theory of the fir» and theory of the gr»th of 
the firm re-examined to see to »hat extent they might he integrated in a



- 3.2 -
general systems framework. As well as indicating areas of potential 
concern and application in the particular case of behavioural theory, this 
serves the purpose of indicating in what respect the theories may be 
deficient in their original formulation. Chapter 4 builds on this 
framework by analysing the modem corporation in terms of general system 
concepts and how R & D fits into corporate decision making.

Each of the approaches will be examined in turn, particular attention 
being paid to the nature and implications of assumptions in each. The 
first to be discussed is the neoclassical theory of the firm.

The Neoclassical Theory of the Firm
Attempts to analyse innovative activity in the firm within this 

framework has generally concentrated on the direction rather than the 
intensity of research and development. For example, an extensive 
literature has developed on the analysis of possible determinants of 
factor saving innovations; Kennedy (1964) uses the concept of an 
innovation possibility frontier (in which research productivity is a 
direct function of research inputs) to analyse capital and labour 
saving inventions, while many other studies from Hicks (1932) to more 
recent times1 have also been concerned with this problem. However, 
such analysis is restricted to the search for process innovations, 
and is therefore concerned with a restricted class of innovatory 
activity,since R & D activity is highly orientated towards the search 
for new preducts. Nelson et al (1967, pp. 49-50) report a survey 
conducted in U.S. industry which found that about half of industrial 
R & D was concerned with the creation of new products, 40 per cent 
was concerned with improving existing product lines, and about 10 per 

cent was to improve processes.
The neoclassical theory of the firm assumes that the decision­

maker makes price, output and factor allocation decisions with perfect 
knowledge and foresight as to what constitutes the relevant parameters
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of his cost and demand functions. Choices and allocations are made 
with the intention of maximising profits; the theory specifies objectively 
rational behaviour with respect to this goal. Considering the characteristics 
of R & D activity revealed by recent studies and described in the previous 
chapter, it is not surprising that there has been few attempts to analyse

2R & D activity in terms of the simple assumptions of neoclassical theory.
The conclusions of the previous chapter indicated that R & D is an inherently 
uncertain activity, degree of uncertainty increasing as the basic research 
end of the R & D spectrum is approached. As Freeman (1974, p. 226) suggests, 
the more that innovation is differentiated from the existing experience and 
knowledge of the firm, the greater the level of uncertainty typically 
associated with the preject. It appears that appoximation to the condition 
of certain knowledge in neoclassical theory might only be achieved at the 
expense of trading off the definitive innovation characteristics of novelty 
and radicalness; in short the less innovative a project, the more likely
it is that neoclassical theory may be usefully applied.

This is supported by Mansfield, one of the most prolific and influential 
of economists in this area, in a discussion on the relevance of neoclassical
theory to problems of technological change,

"with regard to many of the mjor issues concerning basic research, 
economics has little to say. As one moves towards the development 
end of the R & D spectrum, economics beccmes more useful, but it 
still has a limited contribution to make" (1966, p. 486).
McKie (1972) in reviewing the economics of technological change puts it

even more strongly;
"Simple equivalence of mrginal cost and marginal social return 

is the test of welfare that we apply to practically every other allocation 
of resources) yet we are not remotely able to apply it at the present 
time to technological progress, which is itself an organic charge 

in the use of resources." (p. 6)



There appears to be widespread agreement as to the nature of the
3problems encountered in applying neoclassical theory in this area.

If this represented the limits to which it has been suggested the theory 
can be applied, we would conclude that neoclassical theory is of limited 
relevance to problems of R & D, and recommend its application be restricted 
to areas where its central assumptions are not so blatantly contradicted. 
However sane theorists have attempted to circumvent this problem by 
studying inventive activity1* at a higher level of aggregation. Schmookler 
has conducted extensive empirical analysis using patent statistics as a 
measure of inventive activity. In an early work (1954) he tested the 
hypothesis that inventive activity is a function of measures of aggregate 
factor input at the level of the economy, in more recent work he has 
developed analysis, still using patenting as an index of inventive activity, 
at the lower level of aggregation of broadly defined industries (1962 (a) ,

1962 (b), 1966).
From his studies, Schmookler concludes that the distribution and level 

of inventive activity is largely determined by demand conditions $ "demand 
induces the inventions that satisfy it" (1966, p. 184) Schnookler interprets 
demand in terms of expected sales quantities of a specified, as yet non­
existent , good.6 However Rosenburg (1974) casts doubt on the applicability 
of this concept of latent demand, asking specifically what is meant by this 
definition; latent demand is difficult to define if invention to satisfy 
it has not been invented. There is a danger of a tautologous definition 
being able to explain any observed behaviour in terms of such a construct., 
Rosenburg identifies the need to define demand independently of observation 
of inventive activity. Relating Schmookler's empirical evidence back to 
a neoclassical micro framework results in interpretation of analysis being 
vulnerable to criticism of the type referred to in the previous chapter.

In this context, Machlup (1962 (b)) argues that at a certain level 
of aggregation it is meaningful to talk of a production function for inventions



- 3.5 -
Machlup bases his interpretation firmly in a rational interpretation of 
the inventive process, suggesting that, "The inventive process ... has 
become more methodical than it used to be in earlier times, more systematic,
mechanized and routinized." (p. 153).

Machlup contends there is sufficient evidence to suggest that the 
production of inventions can be expressed in the form of a production 
function, possibly even at establishment level. However his conception 
of a supply curve and production function is based on the concept of a 
"homogenised" invention whose purpose is to provide a construct ' for 
the sake of reasoning and discussion " (p. 155). In this way, his supply 
curve supposedly avoids the problem of heterogeneity of inventions.

Thus 'homogenised' inventive output, plainly an inapplicable concept 
at project level,is seen as a useful theoretical constraint at higher 
levels of aggregation. In this respect, Gold (1971) puts forward relevant

criticism;
"... aggregation . . . poses serious problems for output 

measurement in cases involving product heterogeneity. Even in the 
simple case of a plant which makes a single product in a range of sizes 
and models, total output can be physically aggregated only by disregarding 
all qualitative differences. But such a measure defies interpretation.
For example, an increase in the number of units, without any indication 
of changes in the ratio of snail to large, or of high quality to lew, need 
not have any meaningful relationship even to the level of aggregate 
production activity. Nor dees it support any meaningful concept of 
the average unit of output . . . such an average unit would not only 
represent seme non-existent composite size and model, but would change 
from period to period---- these problems are further complicated in
the case of multi-producer plants and firms, (p. 54)

Therefore, even if the problem of uncertainty can be ignored in
aggregating measures of inventive output, proper and ad q
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interpretation of constructs and analysis of behavioural relationships 
is difficult, if not impossible. In a later chapter Gold directs 
attention specifically at such problems in decision concerned with allocation
of resources to R & D;

"There are no authoritative measures of the 'productivity' or 
'efficiency' of any corporation as a whole, nor of any subsector of 
corporate activities providing nonrepetitive services. . . . Yet all of 
these have managed to function because input-output measurements are 
essentially a means of sunmarising the results of ccmplex activity 
systems rather than the basis for understanding or managing the 
intricate and usually highly specialised processes involved. . . In 
short . . . when we do not understand the system - as is patently true 
of R & D - we cannot devise strategically significant measures of its 
'preductivity' or 'efficiency' or determine its production function." (p. 241) 

As Gold’points out, useful and worthwhile interpretation
of aggregated data is liable to result only if aggregation itself is 
based on appreciation of the presses involved in the relevant systems.
The fact that the assumptions underlying aggregation in inventive 
activity negate what little consensus appears to have been reached 
by studies at micro level, constitutes a further justification for 
reservations as to the legitimacy of such a blunt instrument in R & D

analysis.
In fact there Is posssibly a further serious criticise to be 

made of the relevancy of aggregation in this Conte«. The idea of 
latent deeand for inventions, tenuous «  project level, teooees even 
»ore so at higher levels of aggregation. At project level, latent 
demand for a product or process providing a specified function y 
conceivable in cert.ih circumstances - e.g. a vaccine for rabies, or 
a neu »capon system to counteract enemy developments i at higher 
levels it is a highly dubires concept. For example, at intermediate
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levels, demand for goods can be conceptually and empirically distinguished 
on the basis of functional differentiation of categories - food, textiles, 
etc. However, within an industry grouping and at macro-level, the only 
distinguishing features of inventions viz a viz existing products is 
the non-functional descriptive feature of novelty. How one may 
operationalise the concept of latent demand for inventions at aggregative 
levels in such circumstances is difficult to perceive.

The difficulty is compounded when one recognises the wide range 
of activities and industries at which R & D is typically aimed; Nelson 
et al (1967,p. 51-3) point out that R & D diversification is considerably 
higher than product diversification. They computed coefficients of

7specialisation and coverage for a number of two and three digit S.I.C. 
industries using N.S.F. data; coefficient of specialisation is a measure 
of percent of R & D expenditures allocated by firms in an industry towards 
that industry’s major products, while coefficient of coverage measures 
the percentage of R & D in each product field done by firms in the 
industry which is the principal manufacturer of that product (see table 3.1)

The median coefficients were 58 and 72 percent respectively, while 
Nelson et al point out that values for both coefficients estimated for 
existing products are typically in the 90 percent range at the lcwer four 
digit industry level of aggregation. This high level of 
diversification makes it even more difficult to identify areas or 
points of reference for latent demand; the attention and direction of 
R & D is more easily switched to areas of potential interest than is 
the production of existing products, and consequently the area to which 
the concept of latent denand for invention is applicable would generally 
have to be much wider than the scope of the industry

Therefore, consideration of R & D activity at project level in 
the neoclassical frame of reference falls foul of the criticism of 
rational models and analysis of R & D characteristics developed and

4 i
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presented earlier. Aggregation of data does not appear to offer any 
solution either; the rational model is still implicit, while aggregation 
creates significant, unavoidable problems not present at project level.
As Grabowski and Mueller (1970,p. 100-101) point out, microeconomic theory 
is basically a theory of a one-product firm, and as such is a highly 
specific and limited approach, especially if aggregation over many 
diverse products and firms to be carried out. Research and development 
presents formidable problems for neoclassical theory in this respect and 
others; as Gold (1971,p. 240-41) points out, perhaps the most surprising 
feature of such approaches is the apparent failure to recognise that 
such difficulties are pervasive and inevitable.

Table 3.1 Coefficients of Specialization and Coverage 
for R & D Activities for 1960

(In percentages)

Industry Specialization Coverage

Aircraft and missiles 67.9 72.2

Chemicals 80.3 77.0

Electrical equipment and communication 48.7 56.9

Fabricated metal products 32.4 23.5

Food and kindred products 78.1 78.1

Machinery 51.4 50.5

Motor vehicles and other transportation 
equipment 58.1 87.3

Petroleum refining and extraction 52.6 93.4

Primary metals 58.8 74.3

Professional and scientific instruments 32.0 56.5

Rubber products 33.9 69.6

îœrce, Computed fr» data fra, M n t l w i c e .
g  S B g S !  -  Kaue« »>. P- ».
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However McKie (1972), while disparaging with respect to the possibility 

of usefully applying neoclassical micro-theory to R & D activity, suggests;
"Uncertainty has been an impenetrable barrier to ex ante evaluation 

of invention and innovation. The noteworthy progress in the theory of risk 
and uncertainty needs to be applied more searchingly to the economics of 
innovation to see whether it will help break the uncertainty barrier." (p. 6-7n) 

In the next section we will consider the possibility of utilising 
stochastic approaches to technological innovation, in particular the 
relevance of the work of Kenneth Arrow.

Research and Development as Uncertain Activity 
Risk and uncertainty has teen introduced into a number of analytical 

approaches to the R & D problem, for example information theory, Bayesian 
and non-Bayesian statistical decision making and operational research.
Each approach differs in its assumptions and its specific area of concern. 
However it is possible to a large extent to identify cormon ground among 
these approaches with respect to their analysis and interpretation of 
R & D activity. Substantial disagreement does exist in one particular

area referred to at the end of this section.
Kenneth Arrow8 has developed an integrated frarewrk specifically 

e.!ri to dealing with decision «eking and rescorca allocation in this

area. According to Arrow,
■Technological progress is in the first instance the reduction in

uncertainty. The product of a research and develop»« effort is an
observation on the told which reduces its possible range of varieties, . . .

intimately connected with the problemsResearch and development is . . •
of uncertainty reduction9 which have been the objects of research in ^

mathematical statistics -  infection « , - •  < * * * » .

n-ronTvintr the decision-making agent does Arrow defines uncertainty as implying
not know the state of the told, state of the told being a description 

complete that if tree ̂  ^SO
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be known (1971 (b),p.45). An event is a set of states of the world 
which satisfy some given condition (1971 (b),p. 46) ; invention is 
interpretable as event.

Elsewhere,(Arrow (1962)), invention is defined as the production 
of new knowledge; interpretation of technical progress and invention as 
both reduction in uncertainty and production of new information is 
consistent with information theory which interprets information as
the negation of uncertainty (see Marschak (1968).

However, such analysis is essentially a modified version of the 
rational model. Arrow suggested (1971 (a),p.168-9) that while a 
priori probabilities of success or failure of specific activities may 
be small (activity being interpretable as a project or section of
project), a posterioriprobabilities of successful projects is 1 by 
definition. A posteriori probability can then be used in calculating 
probabilities of successful repetition of stages in R & D activity;

"At each stage, then,something is learned with regard to the 
probability distribution of outcomes for future repetitions of the 
activity, ... definite methods of computing the optimal solutions

exist ". (1971 (a)jP.169).
While it would be redundant to reproduce all the relevant 

criticism of the rational model cited earlier, Gold again makes
specific and pertinent criticism in this context;

"scientists and engineers do not have access to widely
accepted models of the terrain beyond current research frontiers
(including the identification of promising targets and of the means
as well as the risks of reaching them)." (1971, p.229).

Viac airvadv been referred
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to in criticism of the rational model in the previous chapter (e.g. 
Jewkes et al (1969), Klein (1962, pp.480, 508),and Marshall and 
Meckling (1962, p.463)). In such circumstances it is legitimate to 
question in what meaningful sense technical progress can be said to 
reduce uncertainty. An R & D project might be stimulated by 
unanticipated indications of possibilities in a particular area, 
undergo research on and development of particular ideas, and finally 
abort or innovate according to the subsequent failure or success of 
the project. However, since the project' has moved from a situation 
in which the idea was not even conceived through intermediate stages 
to one in which' it has actually been introduced, it is questionable 
that this is interpretable as uncertainty reduction; originally the 
invention perceivable in intermediate stages as being uncertain, was 
not even recognised as a possibility. Yet if we accept Golds claim 
above, such a situation is typical rather than exceptional.

Interpreting R & D activity as uncertainty reduction implies 
that ignorance is uncertainty;11 as has been pointed out in a related 
context, uncertainty is not simply ignorance but involves knowledge 
of possible future states (Loasby 1967, p.305). Specification of 
uncertainty is with respect to possible events and states of 13» 
world, and that this is implicit in Arrows approach is affirmed in 
his statement that R & D reduces the possible range of variation of 
the world.12 Only if the decision maker is wording towards selection 
of the -tree- state of the world ftan an array of recognised altereat-

• vnrwiedee be equated with uncertainty reduction; ives can increase in knowledge De
i. -Hmical circumstances under whichbut as Gold points out above, the typ

R & D decision-makers operate is one of iterance, not uncertainty.
In fact, Mulkay (1972), interpreting scientific discovery as 

innovation in a study of the sociology of science states; "many
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innovations take the form of a discovery of a new area of ignorance 
which has not previously been defined at all" (p.39) and Bradbury
(1974) comments;

"It is usual to characterise R & D as an uncertainty reduction 
procedure. This I believe to be a fair characterisation of much of 
industrial R & D, but unless one is prepared to regard ignorance 
as infinite uncertainty, the characterisation is a poor fit to the 
exploratory and search part of R & D. Search can rudely disturb 
the bliss of ignorance by creating a great deal of uncertainty which 
it is the role of subsequent product and process development to reduce" 
(p.394). Boulding in developing the concept of "image", or subjective 
knowledge governing behaviour, analyses the possible effects information 
nay have an cognitive "image" of the world; the image may be
unaffected, qualitatively changed, clarified or information iray add to 
doubt or uncertainty in the image (p.7-10). As each of these outlines 
indicate, knowledge is not the simple inverse of uncertainty.

Thus the stochastic apprcach ignores an essential and complemen­
tary characteristic of R & D to uncertainty reduction, that of 
uncertainty generation - finding new problem* and possible inventions 
for future exploitation, uncovering and developing new areas of 
uncertainty. While R & 0 may be characterised as the development of 
new knowledge, this is by no means the same as uncertainty reduction,

. -p p a n work is its antithesis. Thus, Machlup>and in some types of R & D work 1
• /-\p onal model discussedwhile developing a different version

MQR9 ib» recognises that R & D is concernedin the previous section (1962 (b;J, &

both with generating and eliminating possible even
. i1fn , task and at the same time create "an invention may fulfil &

_ ---- ĉonvpries and basic inventions, by



definition, open up new vistas and create new opportunities for 
further invention", p.161.

Machlup distinguishes between agenda increasing and agenda 
reducing inventions; activity by sub-systems is also interpretable 
in this respect, basic research being generally agenda increasing 
(uncertainty generating), development by implication being typically
agenda and uncertainty reducing .Consequently it is in this latter 
area that rational analysis has tended to concentrate: Marschak, 
Glenran and Summers (1967) introduce their microeconomic analysis 
of R & D under uncertainty by immediately specifying that their 
study is restricted to the uncertainty reducing development sub­
system. It is of course feasible in such approaches that new 
opportunities, new areas of possible exploration are suggested in 
the course of R & D work directed towards uncertainty reduction. 
However, uncertainty creation is incidental to the main purpose of 
R & D in such interpretation; the main responsibility and purpose of
R & D is still with uncertainty reduction.

The measurement of uncertainty in approaches such as Arrows is 
a central issue, and has been the subject of considerable debate.
If earlier criticism of the rational model is valid, then in terms of 
the concepts of risk and uncertainty developed earlier, uncertainty 
in such approaches would of necessity refer to true or unmeasurable 
uncertainty, rather than measurable uncertainty or risk. Use of 
risk is effectively invalidated by the unique non-repetitive nature 
of invention and innovation.13 However, if tree uncertainty is 
explicitly incorporated in the decision-making framework, the



rational process of decision breaks dcwn since unambiguous 
maximisation of expected values is no longer possible on the basis 
of available information.14

Bayesian analysis has been developed to attempt to provide a 
subjectively rational framework for decision-making in this context. 
While it nay be used in objectively rational analysis of routine 
situations, (see Winsten (1968, p.123-4», it is also used in 
situations such as research and development where 'tree' uncertainty 
is present. Prior probabilities are'assigned by the decision-maker 
to possible states of the world on the basis of subjected evaluation 
by the decision-maker, and choice of action is dictated by alternatives 
suggested by these "best estimates". Consequently, since it consti­
tutes a means whereby quantitative rational analysis can be conducted, 
a number of theorists,including Arrcw.recoimend this approach as a 
framework for analysis of R & D.15 It has in fact been recently 
suggested that once this step is recognised as "inevitable, or 
expedient" it no longer serves any useful purpose to distinguish
between risk and uncertainty (Bçrch (1968,p.xiii).

Bayesiai analysis, like the other approaches discussed in this 
section, regards R & D as being cncereed with decision-naking under 
uncertainty. In this respect it is subject to the sane criticism 
of misrepresentation of R & D; generation of pledge nay involve 
uncertainty reduction and/or uncertainty creation. For this reason 
also, it is typically advocated as being of most relevance to the 
development (or predominantly uncertainty reducing)end of the R & D 
spectrum. As such it has been applied as a partial analysis of R & D
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activity, and at best must remain so.

As to the potential application of Bayesian analysis in 
determination of R & D allocations in the aggregate, this does not 
avoid the problems encountered at project level; indeed the most 
appropriate application of Bayesian analysis, if any, is liable to be 
selection of development projects within an overall R & D budget 
constraint. Bayesian analysis has been primarily suggested as an 
approach concerned with selection of projects, not determination of 
overall R & D budgets. One obvious objection to its use as a guide­
line for aggregate allocations to R & D is its partial description of 
the R & D process mentioned above, which would tend to understate the 
value of R & D to the firm. As to the legitimacy of aggregation 
within the scope of development work, this is a rather broader 
question outwith the scope of the present analysis. One point which 
must be emphasised is that quantification in the face of true 
uncertainty places a heavy burden on individual decision makers; the 
only effective test of reliability is ex post analysis, and of course 
in such circumstances there may be substantial variability m

itimates.
A further point to be borne to »nd is that it does not appear

at fin» detereine R 5 D budgets this way. If resource allocation 
a totally decided at a project/prcrfuct level, then the R 1 D budget 
e.ta „  decided simultaneously with the selection of projects. It 
ill be suggested to the nett chapter that gross allocations to the 
, D function typically precedes selection of projects to large fires, 
van if selection of projects within the R S D budget is carried out 
sing Bayesian technique, there appears to to so« other basis on 
hich overall budget is decided as a consequence of hiererchiĉ ly 

irganised decision-making within the firm.
r - - -



innovation as a process utilising resources that are in seme sense 
excess or surplus to managerial requirements (see Starbuck 1965, 
pp. 74-9) the main approaches referred to below are those of Cyert and 
March (1963) and Penrose (1959) while the previously described approaches 
had the project as their conceptual base, the theories discussed 
belt» constitute a radical re-orientation of the theoretical focus of 
economic analysis in this area through their enphasis on allocation of 
resources rather than allocation to projects.

(a) The behavioural Approach
•n* behavioural theory of the firm is a generic term cksscribing 

the work of Cyert end March (1963) and derived or related irate.
These in turn base a great deal of the development of their argent 
on previously developed concepts, in particular the concept of "level 
of aspiration" and "satisficing" tot introduced into economic theory 
by H. A. ton (see Siren (1953)). It is generally argued that once 
the limited decision raking capacity of the firm is recognised, the 
uncertainty and ccmpleroity of business environment invalidates the 
neoclassical view of the t o  as an omniscient system capable of 
objective rationality (Cyert and hatch (1963),PP.99-101). Instead the 
t o  learns the decision rules, actions and allocations which have
previously contributed to the goals of the to, *>d in this manner

. Tnqtead of maximising specific decision adapts to its environment. Instead o
variables, the concept of satisficing dictates search activity and
the availability of alternative solutions to probto. Tta 'aspirator

• v' eparch activity on and off, itself being level' is the datum switching search
a r-rtot nerfonrance; increasing rate of dictated by circumstances and pas pe

_ .- .„„viaor rhoueh at 3
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slower rate, while falls in performance tend to result in aspiration 
levels exceeding achievement (Cyert and March (1963),p.34).

Search activity is stimulated by a discrepancy between 
achievement and aspiration. If aspiration exceeds achievement, search 
for a solution takes place until a satisfactory solution is obtained, 
cost of search not entering into decision making (Cyert and March (1963), 
pp. 120-22). Consistent with this concept of 'problemistic search',
Cyert and March develop a theory of innovation in which the effective 
motivating mechanism is that of current failure to achieve target 
levels (pp. 278-79) i failure generates problemistic search which in 
turn produces solutions, resulting in innovative activity. We would 
therefore expect a pouring of resources into innovation search activity 
in conditions of crisis, while in conditions where aspiration levels 
are being achieved, such activity would not be sponsored by the firm.

However, Cyert and March recognise that such an extension of 
the theory does not fit observed behaviour well, citing Mansfield 
(1961) as evidence. Fira, do innovate,and innovate extensively,when 
they are successful, and the concept of problematic search is unable 
to explain this. They therefore also utilise the concept of 
organisational slack in their analysis of innovation.

Organisational slack permits the allocation of resources to ^
, . nroiects that have strong sub-unitsub-units, and the development of p 3

_ allous +1« firm to sanction projects that would notsupport. Success allows the rn
„ .. mytivating mechanism is

be tolerated in conditions of scarcity.
. . , ^ 0  to sub-unit goals, and thethe contribution that such proj

¥



distribution of slack is dependent on the strength of the sub-unit 
demands and influenoe.16 The generation of discovery of inportant 
technological innovations is in this theory not an organisational 
goal, nor even a means to achieving organisational goals, but instead
a consequence of sub-unit side payments.

Cyert and March do not include any form of technological change 
as an organisational goal,17 and indeed it would be difficult to do so 
since their model explicitly recognises goals capable of formulation 
in short run terms, such as profit and sales. The concept of 
satisficing does not recognise the possibility of planning or 
anticipating future events, or perhaps more importantly, allocating 
resources to satisfy anything other than immediate needs. Attention
is focussed either on search for solutions to current problems 
(problemistic search), or in satisfying immediate sub-unit dem̂ ds in^ 
the absence of problème (allocation of organisation slack). Strategy 
and planning, and sub-system* requiring such decisions,have no place 
in such analysis-, indeed since these are associated features of the 
construct of the objectively rational firm, their omission may be 
regarded as a creditable development of behavioural theory. However,

• n-î4-i v concerned with other than in dealing with sub-systems explicitly
operating decisions emphasis «  short ™  «  effo*i" ly
distort interpretation of such sub-systems to the erctent that them 
fundamental nature and purpose is obscured. This is dencnstra 
behavioural the„ of innovation, in particular Cyert and March's

. v- r Khieht's nlodelinterpretation, and K. t. migi
Khi*t develops Cyert and «arch's theory of innovation.

.___tvoically cost reducing, such
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as cutting back organisational employment, while slack innovation is 
associated with the search for technological innovations. Knight's 
model might be characterised as extreme behaviouralism: the firm is 
either in conditions of slack or distress, and typically exhibits one 
of the two polar patterns of behaviour associated with the respective

states.
As Cyert and March point out (p.279): "Problem-orientated 

innovation will tend to be justifiable in the short run and directly 
linked to the problem. Slack innovation will tend to be difficult to 
justify in the short run and remotely related to any major organisat­
ional problem". Knight asserts that far less being able to afford the 
resources to search for technological innovations, the firm cannot 
even afford the risk and high cost of merely introducing product and 
process innovations(p.W5>. Research and development is therefore

justifiable only in slack conditions.
Slade is however not just . facilitator of R »» in behavioural

theô , tat a necessary tradition for its existence. Since Cyert and 
„archStadel is a short run adaptive nodal, R > D ««not contribute to 
organisational goals, only to adroit goals. All K . b resources »y 
be defined as Slade resources (except for possibly nine development
work,.“  The coronary is that in «editions of distress, R a » »„Id

. •. • r & D is an erratic volatiletend to be eliminated implying that
, 21 This is contradicted by Cyertfunction with no inherent stability.

mrdr thrives; they guote W *Ustad « *  »  «—  to suggest 
that in R & D s^syst** in organisation drere exist W d e n h l e  
attempts to smooth allocations so that they vary less from year to



year than do revenues" (p.274). The R & D sub-system acts with 
reference to standard operating procedures and identifiable aspirat­

ions.
While extensive evidence on the inferred instability of R & D 

allocations relative to other functions in the firm is not available, 
two studies of R & D performing firms in distress conditions by 
Williamson 11964, p.94-99) and Schott and Grebner C1974) are of 
relevance here. In Willianeco's case, a specialised c»pany encountered 
declining and fluctuating rate of increase of sales, and current rate 
of sales «s roughly halved fro the cereal rete of previous oars.
During a rest reduction programs it »as found that R S D in the fir. 
over the previous decade had contrihuted hardly anything to profits 
(p.95). Yet instead of afendcreng its R S D effort, the fir. reduced 
its staff of 165 to 52 and redirected »»ch of its «0* to ccneric.rl 
r 5 D oaipanies. Schott and Gretner (1976) found that tie unchanging 
product policy conducted by the cvera »lecturer 8ollei-«erke
fYarice and Hei-fecha aftc the introduction of the innovative rein

• m v, iQ9fi eventually led to stagnating lens reflex camera Rolleiflex in 192 ,
• it 1 -in the post-war period due to the develop- sales and financial losses in the posx-w v

. , aHv̂ nres in miniaturisation. Afternent of Japanese imitators and
1964, high levels of regular investment in R & D led to the introduc-
ticn of substantially differentia«! ne« products and reversed the

• no -t-he film was on the edge of decline in Roliei-Vfcrke sales, just as

bankruptcy. , ..
p . D abated as a short-term distress solution, In neither case was R & 0 treateo as

• «.• t dadc Both firms were going through periods ofor as organisational slack.
enenureging revisit, of priorities and sguaesmgfinancial adversity



Of any slack which nay have developed. Both firms critically evaluated 
and revised this operation with future survival and development in 
ndnd, and intheir different ways emphasised the value placed on regular 
expenditure on R & D as a means of ensuring organisational viability.
The chemical firms preference for maintaining regularised allocations 
to R & D was paralleled by Rollei-Werke after the letters evaluation

of desired allocations to functions.
Vet there is an even sore fundanental objection to the treatnent 

of technological change in behavioural theory as incidental Phenomena. 
The behavioural motivating irechanis» feu R t P allocations in 
ccnditiens of slack (sub-unit side F*y»e»ts) presupposes the existence 
of an E i D subsystem. Resouces are only allocated to the sub-urit 
because it already exists and demands side payments. Yet since 
does not contribute to short run organisational goals, there is no 
reason why R 5 D should be started in the first place. Postulating a 
"techmlogical change" goal is not an adequate solution! the whole 
fie^rk of behavioural tleory is based on satisficing, short run 
reactive respoimes to environ»*. Resource allocatiixswith strategic
intent,of which R & D is a subset,are d ^ d  to generate aM create

. . ,ffprt the firms environment; the reactiveopportunities and actively af
nature of satisficing e^isestha onsite consideration, that of
e„mtn»nt cn the tin» actions in the short run. ^

M  evert and March's behavioural theory has For these reasons, Cyert anu
difficulty in deling with and interpreting technological change, 
„cweiaar, the work introduces and attests to synthesise important
concents with respect to the fir. ̂  a rescuroe allocating mid
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administrative unit. Further reference will be made to this ijrportant 
work, and use made of its findings and theoretical concepts.

(b) Penrose1 s Theory of the Growth of the Firm 
In a separate development of a theory of the firm, Penrose (1959) 

develops an approach which has similarities to behavioural theory, but 
is crucially different in a number of important respects. Penrose 
takes the point of view that growth results from the pursuit of 
economies and opportunities which 'disappear' once the expansion has 
been achieved. New opportunities for grorth may arise once the 
expansion has been completed, perpetuating the growth process.

According to Penrose;
■Wades of growth are tte internal economies available to an 

»dividual firm Which mate etpmsic« profitable in particular directkns. 
They are derived from tte unique collection of productive serv' 
available to it, and create for that fir. a differential advantage 
over otter fire, in putting «  tte m * *  new products or increased 
quantities of old products. At any tin tte avaikbility of such 
cookies is tte result of the process ... by which unused produ^ve

services are continually created within tte fmf P-99'
Peruose differentiates between resources ate services obtainable

fro. these restates. "tesourres... indu* the physical dungs a 
fir. buys, leases, or produces for its ten use, and tte people 
hired on terms that sake them effectiveiy part of tte firm- A resource 
^  _  he viewed as a btedla of preside service,' <p..7>. Services, 
not resources, are inputs in tte production process, ate resources 
can usually be defined independently of their use
avoids tte use =f the teres factre of production srnce she



suggests it is used interchangeably to mean both resources and
24services in neoclassical theory.

Penrose provides a mechanism for generating growth; "The 
services available for expansion are the difference between the 
total services available to the film and those required to operate 
it at the level of activity appropriate to its existing circumstances" 
p.201. Unused or residual managerial resources therefore constitute 
the means by which opportunities for growth are exploited since 
they provide excess managerial services, excess being defined as the 
amount over and above that required to manage the firm in its current 
operations. Growth is generated particularly by underemployment of 
managers, who seek means and opportunities to work to their full 
capacity (pp.49-5). The release of unused resources is facilitated

over time by "learning by doing .
In the development of Penrose's theoretical approach, the

amount of resources required, and allocated to, current operations is 
invariable; "For any given scale of operations a firm must posse 
resources from which it can obtain the productive services appropriate 
to the amounts and types of products it intends to produce" Cp.67).
It is not a variable which can be subjected to discretionary vacation
with respect to possible substitution of resources fo growth

_  R & D would be automatically interpretable It might appear that R & u wouxu
as growth rather than operating activity in Penrose's theory. In fact
as well as potentially providing a foundation which may give the firm

Penrose suggests research may be usefulan advantage in same new ares,
• * firms existing products (presumably as far asin the production of a firms exisxmg p

c end technology is concerned) (pp. 114-5). development of new processes
. w ™  hut it does seem that atThere appears seme possible ambiguity here,



least sate R & D is interpretable by Penrose as operating activity 
orientated towards existing production, as well as having a prune role 
in the diversification process itself (see pp.112-6).

While the role of R & D may be subject to interpretation according 
to circumstances in Penrose's theory, at a higher level of abstraction 
it is possible to identify correspondence between it and behavioural 
theory; both conceive of residual resources (organisational slack in 
behavioural theory) as being the means whereby grwth is fuelled, 
thus implying an 'operating over expansion' priority rule. Operating 
problems are attended to first, then growth opportunities.

Bearing in mind the qualification that at least some R & D may 
be classified as operating activity in Penrose's approach, to the 
extent that R & D is orientated towards diversifying and extending 
the firms range of activities in pursuit of growth opportunities, 
we would expect rosouroe allocation to it to be unstable and erratic 
as in the behavioural theory of the fim As with the latter approach, 
the generally stable nature of allocations to R 1 B.25 and in particular 
the institutionalised nature of the function in large fires,nns 
coulter to «hat would he ejected given the brad theoretical

implications of the model.
. . , +h,t „either the behavioural theory of theIt must be emphasised that neitne

fire, nor tie theory of the growth of the fire ware developed to deal 
specifically with problem of resource allocation to technologic*! 
change. Yet, as 1» b«n indicated above, in both approachss 
recognition of the «ortance of tednologioal change is erased, and
both Cyert and March, and Penrose, attest to account for resource

. vitv „ithin their respective theoreticalallocation to innovative activity wi

frameworks.
It is »t intended here to preside attest to refute

«- theoretical apprcades «hich have teen discussed.or negate



Instead it is hoped that the discussion of the assumptions of each 
will have provided a perspective for discussion in the next chapter 
and the latter part of this chapter as to required developments for 
analysis of the problems of technological change. Tentatively, 
however, it would seem that in their received femulations, none 0t 
the approaches discussed appears to offer a satisfactory basis for

such analysis.
In tl* next secticm, general system theory is introduced. As 

menticned at the start of the chapter, this provides both a «art of 
placing behavioural theory and theory of the grorth of the fin. i» 
context, as »ell as a framne* for the analysis of the corporation 
in chapter The integration of both previously discussed approaches 
into a systems perspective is facilitated by their recognition and 
use of the concept of "resource". Unlike the neoclassical and 
stoctastic approaches in »hid, the ê hasis ia «  project or product- 
specific services, the existence of stable and enduring sub-units, 
or other "bundles" of resources,is a feature of both behavroural 
theory and theoy of the grwth of the firm. The represents for
extending such interpratatiem into a fully affi system frate»«*

4- Kaahpm-iour will be the concern of the next for analysis of corporate behaviour win
two chapters. However, we shall start by examining some of the 
characteristics and implication of general system theory.

n - . ,  System Thecxy_Cla ssificaticQ ^lii2^£ ii-^l^ ‘̂ ^ ^

An mentioned in *. i n « «  dmpter, general syrtems
„ Tt is not a testable theory or set of is to an extent a misnomer. . .
• • «, a framework or "meta-theory" within

hypotheses as such, but is mst
hVDOtheses •



- 3.26 -
Its potential usefulness lies partly in the fune of reference 

imposed by its conceptual language. The structures and relations 
identified »ill hopefully permit an inçroved picture of the behaviour 
of the corporation to be drawn. Firstly,»e »ill develop a brief
classification of systems »  the light of this approach befcte re­
appraising behavioural theory and the theory of the grocth of Se

firm.
General system theory is concerned with "general aspects,

___ I c,,c;tpjns1 " (Von Bertalanffycorrespondances andisaiorphisne cannon to system
1973 p.XVIII). systems ransist of, “sets of elects st.ding in

interrelation" (V=n Berteli IW*-»» * “ y *
regarded as a system in its <» right, constituent elects (such as 
individuals, departments, materials and building, etc.) contributing 
to tbs struttura (or "order of parts - *» Bertalanffy 1W,»•»>• 
„d functions ("order of Passes" - Von Bertalanffy ,.»> of the 
overall system. A fundamental precept of general system theory is

that of hierarchic order (Ver, Berteli p.»» *•
_ nreanised into hierarchies; corporations systems themselves may be organised u

• ,n ;ndustrv "system" while R & D/ may be regarded as elements in
rarhstihg/praduction, etc. are interprétable as systems in trarr

own right, or sub-systems in the corporation sy
n v helm capable of arrangement in As well as systems generally being cap

. lc svstems. Boulding (1968) provided 
hierarchies, so too are models y „ ,

of "levels" of theoretical discourse p."a possible arrangement o
*1* are reproduced end art* interpreted hy Vcn Berrai 
(see tabi. 3,). bouldirg * * * -  tira leve, of systems -d 
associated ndsls, but duce levels ara of partiouinr mterast
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the present analysis, those at the second, third and fourth levels 

respectively.

Second level systems are simple systems with "predetermined 
necessary notions" (Boulding p.6>. In such systems, the final state 
is determined by the initial conditions of the system (Von Bertalanffy 
p.39). the solar system itself is an exanple of such a system, in 
which the behaviour of the system as a whole may be effectively 
studied without reference to other systems. Such systems are 
interpretable as closed systems "systems ... considered to be 
isolated frcm their environnent" (Von Bertalanffy P-38). Such 
systems do not interact with their environnent, and consequently 
their system boundary nay be regarded as the limit of relationsips 
of relevance to system behaviour. There is no feedback of stumuli 
or response from system to environnent or vice versa, viz-,

fiene 3.1 Q )

•MU level systems ans identified as cystic systems; this

is the level of the octroi (Boulding 1968 P'’’'
Hcmeostatic mschanisms ale inttgoal of snoh systao,
hseeostasis being the maintenance of the intemal state of the system 
hy regulatihg mechâ sms which »meet deviations fro. this internal

, ,, 1QR, n it), Such systems operate by meansstate (see Von Bertalanffy 1963jP>
. v̂ rneoqtasis being achieved by means of stimuli from the environment, homeostas

of an iterative feedback process (see figure 3.2 belcw).
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Table 3.2
An informal Survey of Main Levelŝ inthe Hierarchy of Systems.
Partly ir pursuance of Boulding, 1956b.

Description and Examples
1 Static Atoms, molecules, crystals,
structures biological structures fromthe electron-microscopic to tne 

macroscopic level

2 Clock works Clocks, conventional machines in
general, solar systems

Theory and Models

3 Control Mech- Therm ostat, servomechanisms,
S E T  homeostatic mechanism in organisms

4. Open systems Flame, cells and organisms in general

5. Lower 
organisms

6. Animals

e.g. structural formulas 
of chemistry;
crystallography; anatomical 
descriptions
Conventional physicis such 
as laws of mechanics 
(Newtonian and Einstein 
and others
Cybernetics; feedback and 
information theory

(a) Expansion of physical 
theory to systems 
maintaining themselves in 
flow of matter (metabolism).
(b) Information storage in 
genetic code (DNA). 
Connection of (a) and (b) 
presently unclear

'Plant-like' organisms: Increasing 
differentiation of system (so-called 
'division of labour' in the organism), 
distinction of reproduction and 
functional individual ( germ track

Increasing importance of t r a f f i c ^  ^ ^ ! R̂ ia t io n s ),
information (e v o lu tiv o  _ be^inniAgs feedback (regulatory
nervous systems), learning, gw  phencnena), an+rmcmoi; 
of consciousness - • —•—  <

7. Man

8. Socio­
cultural 
systems

9. Symbolic 
systems

Symbolism; past and future, self and 
world, self-awareness, etc., as 
consequenoes; communication y
language, etc.
Populations of organisms _ (human 
included); symbol-determined
communities (cultures) in man only

_________ autonomous
behaviour (relaxation 
oscillations), etc. 

Incipient theory of 
symbolism

Statistical and dynamic laws 
in population dynamics, 
economics, possibly history. 
Beginnings of theory of 
cultural systems

Language, logic, mathematics, sciences, 
arts, morals, etc.

Algorithms of symbols (e.g. 
mathematics, grammar); rules 
of the game' such as in 
visual arts, music, etc.

Cant, on P3̂  3,29
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Table 3.2
An informal Survey of Main Levels in the Hierarchy of Systems. 
Partly in pursuanoe of Boulding, 1956b.

Level Description and Examples Theory and Models

1. Static Atoms, molecules, crystals,
structures biological structures frcm

the electron-microscopic to the 
macroscopic level

2. Clock works Clocks, conventional machines in 
general, solar systems

e.g. structural formulas 
of chemistry;
crystallography; anatomical 
descriptions
Conventional physicis such 
as laws of mechanics 
(Newtonian and Einstein 
and others

3. Control Mech- Thermostat, servomechanisms,
anisms homeostatic mechanism in organisms

Cybernetics; feedback and 
information theory

4. Open systems Flame, cells and organisms in general (a) Expansion of physical 
theory to systems 
maintaining themselves in 
flow of matter (metabolism).
(b) Information storage in 
genetic code (DNA). 
Connection of (a) and (b) 
presently unclear

5. Lower 
organisms

6. Animals

'Plant-like' organisms: Increasing 
differentiation of system (so-called 
' division of labour' in the organism); 
distinction of reproduction and 
functional individual ('germ track 
and soma')
Increasing importance of traffic in 
information (evolution of receptors,

Beginnings in automata 
theory (S-R relations),

nervous systems); learning; beginnings feedback (regulatory
of consciousness phenomena), autonomous 

behaviour (relaxation 
osri1lations). etc.

7. Kan

8. Socio­
cultural 
systems

8. Symbolic 
systems

Symbolism; past and future, self and 
world, self-awareness, etc., as 
consequences; communication by 
language, etc.
Populations of organisms (human 
included); symbol-determined 
communities (cultures) in man only

Incipient theory of 
symbolism

Statistical and dynamic laws 
in population dynamics, 
economics, possibly history. 
Beginnings of theory of 
cultural systems

Language, logic, mathematics, 
arts, morals, etc.

sciences, Algorithms of symbols (e.g.
mathematics, grammar); rules 
of the game' such as in 
visual arts, music, etc.

• • • •Cant, cm page 3.29
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Table 3.2 Continued
N B This survey is impressionistic and intuitive with no claim for 
TSS.cal rigour. Higher levels as a rule presuppose lower ones (e.g.
Ufe phenomena those at the physico-chemical level, socio-cultural 
phenomena the level of human activity, etc.); but the relation of 
levels requires clarification in each case (cf. problems such as open 
svs£ K S e t i c  code as apparent prerequisites of 'life'; relation 
of'conceptual' to 'real' systems, etc.) In this sense, th® dsuggests both the limits of reductionism and the gaps in actual knowledge.

The response of a system to deviations in its environment 
is determined by the structural arrangement of the regulatory
mechanism itself. Possible responses and actions of the system are
therefore pre-prograimed and limited (VOn Bertalanffy 1968,p.43).
At the third level, there is no autonomous action which the system is

26recognised as being capable of. Consequently stimuli may be 
represented as being uni-directional, from environment to system, viz;

S = stimulus 
R = response

The fourth level is that of the "open system" or 'keif maintaining 
structure" (Boulding 1968, p.7). There are a number 
of characteristics of open systems which will be of relevance in 
subsequent analysis,̂  but there is in particular a necessary 
distinction between cybernetic and open systems crucial to the presen 
discussion; this is made by Von Bertalanffy (1963, p.15) who states 
that "spontaneous mass activities" of the system in "dynamic interaction" 
with its environment characterise the open system, in contradis­
tinction to the characterisation of the cybernetic system as a "reactive 
system" answering outside stimuli according to programmed resp



Erery and Trist (1969, p.282) adapt the concept of open system to 
organisational systems, a defining characteristic of such system 
being that they "may spontaneously reorganize towards states of
greater heterogeneity and complexity".

The open system is thus capable of autonomous regulation and

These distinctions constitute probably the most elementary 
basis possible for a taxonomy of systems at the second, third and 
fourth level, yet they provide fundamental behavioural characteristics 
on which complex theories are developed.28 They are arranged 
hierarchially in order of complexity of possible relationships and 
behaviour patterns, the hierarchic ordering facilitating analysis 
of types of system behaviour. However, as Vm Bertalanffy points out, 
the prior existence of open system may be a necessary pre-condition 
of third level homeostatic mechanisms in living systems;

"Reflex reactions answering external stimuli and following a 
structured path appear to be superimposed ... as secondary regulatory 
mechanisms ... In this sense it appears that in development and 
evolution ...open system precedes mechanization (structured arrang 
ments particularly of a feedback nature ) (1963, p.15 16).

Extensive and elaborate hcmeOstatic control mechanisms may
29

therefore be a feature of mature and developed open systems. This 
would be anticipated from the hierarchial arrangement in Boulding's 
taxonary, he points out that higher levels may be regarded as 
incorporating all levels belcw, a corollary being that useful insights 
may be gained by partial analysis of higher level systems using

lower level models.



Even these basic system definitions are sufficient to provide 
soue useful interpretation of the theories discussed in the earlier 
sections. For example, in discussions of third level systems,
Boulding (1968) associates this level with the thermostat; "This 
differs from the stable equilibrium system mainly in the fact that 
the transmission and interpretation of information is an essential 
part of the system. As a result of this,the equilibrium position 
is not merely determined by the equations of the system, but the 
system ... will maintain any temperature at which it can be set, ... 
the essential variable ... is the difference between an "observed" 
or "recorded" value of the maintained variable and its "ideal" 
value. If this difference is not zero the system moves so as to 
diminish it; thus the furnace sends up heat when ... "too cold" and 
is turned off when the reoorded temperature is "too hot") (p.7).

There are close similarities between the thermostat system and 
the satisficing mechanism which constitutes the basis of the 
behavioural theory of the firm. Action is triggered by failure to 
achieve the "ideal value" in the case of the thermostat, and the 
aspiration level in the case of behavioural theory. The "ideal value 
and level of aspiration ar'e not determined solely by the character­
istics and specifications of the thermostat and satisficing mechanism 
respectively, but can move to a range of values within limits, 
depending on circumstances. In the case of satisficing, the current 
aspiration level is determined by historic levels of aspiration an 
achievement, and relationships between these variables. Both syst-ms 
are reactive systems, requiring a stimulus signifying deviation 
a particular level in a specified direction, before action is taken.
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If temperature is below 'ideal value" the furnace operates, if 
achievement is below aspiration,problemistic search is undertaken. 
Attainment of ideal temperature and solution to problems terminates 
furnace operations and problemistic search respectively.

However, problemistic search, the system response in behavioural
theory, is significantly different iron normal homeostatic behaviour. 
Response in the thermostat results in output into the environment 
of a homogeneous nature according to pre-progranned rules ; typically 
problemistic search generates differentiated alternative solutions 
and since the solution may not be previously known to the firm 
programming is necessarily inconplete. Despite this, there is 
substantial routinisation of problemistic search (Cyert and March, 
1963, p.80). According to Cyert and March,"rules for search ... 
reflect sinple concepts of causality... search is based initially 

on two sinple rules:
(i) search in the neighborhood of the problem synptan and 
(ii) search in the neighborhood of the current alternative" 

(1963, p.121).
The organisation learns preferred manners and directions of search, 
and only invokes more complex, distant or unfamiliar search rules 
or patterns if the routinised search procedure is unsuccessful
(Cyert and March (1963, pp.122 and 124)).

Therefore satisficing would appear to operate in a manner 
appropriate to a third level system in the Boulding taxoncmy. This 
reflects Cyert and March's emphasis on the inportance of short run 
adaptation; "so long as the environment of the firm is unstable (and 
unpredictably unstable), the heart of the theory must be the proce 
of short-run adaptive reactions" (1963, p.100).



31Since many standard operating procedures are stable in the short 
run and direct and influence activities and decisions, they parallel 
the role of structural arrangements in homeostatic systems. The 
behavioural theory may be interpreted as essentially based on third 
level models of corporate behaviour, albeit of a specialised and 
sophisticated nature.

This permits useful inferences to be drawn as to the contribu­
tion and possible defects of behavioural theory. If we accept Vcn 
Bertalanffy's claim that open system generally precedes the 
development of homeostatic mechanisms, then the behavioural theory 
concentrates on only one aspect of open system behaviour, that of 
secondary regulatory mechanisms utilising fixed structures and 
responses. Yet if these are generally only characteristics of open 
systems and open system is a necessary condition for development of 
satisficing mechanisms, we would expect fourth level models to be 
necessary for a comprehensive and integrated development of 
behavioural theory; otherwise behavioural theory remains a partial 
and unsound framework. As Marris (1963) comments with respect to 
the earlier satisficing models of March and Simon (1958); The lobster 
like behaviour of a "March and Simon" model might well be observed 
in the lower leveisof business organisations, where the decision 
rules are necessarily rigid, but it is more difficult to imagine 
in a boarel of directors”(p.207). This does not necessarily imply 
replacing any of the concepts of behavioural theory, since as 
Boulding points out, lower level systems may be incorporated in 
higher levels,and by inference lower level models may be incorporated
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in higher models. This prompts two broad questions, firstly what 
additional organisation operations and decisions would be expected 
to be associated with a move from a third to a fourth level 
behavioural model, and secondly how significant are these 
operations and decisions for analysis and interpretation of 
technological change and R & D in the firm?

Both questions , will be discussed in the next chapter.
The problem of what type of organisational behaviour might be of 
concern to an open system model is in fact a prime concern of 
Ansoff (1965 (a),1969). He identifies the concern of Cyert and 
March with repetitive operating decisions and suggests that strategic 
decisions, in which the firm autonomously organises, allocates 
resources and anticipates environmental effects, are of crucial 
concern to a study of behaviour of firms. Of particular interest 
is his development of a strategic decision, method which includes in 
particular; monitoring the environment for changes and searching 
for attractive product opportunities; consideration of allocation of 
resources between current operations and possible future opportunities, 
evaluation of competitive advantage, long term potential,and 
possible joint effects (synergy) of opportunities; coping with 
potentially antagonistic objectives (Ansoff 1965 (a),p.28).

Some of these activities may be at least partially dealt with 
by the behavioural theory of the firm.32 However, the distinguishing 
characteristic of strategic decision is the autonomous organisation 
and development of new products and markets (Ansoff 1965 (a), pp.100-101) 
the firm itself is organising to affect and change its environment, 
rather than passively responding to environmental stimuli as a
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simple homeostatic system. The development of the concept of 
strategic decision may therefore be seen as contributing to a fourth 
level model of organisational behaviour.

The role of strategy as a director and motivator of R & D is 
also emphasised by Ansoff; "Strategic change (is) a shift in the 
product or servioe mix ... and/or markets.... A key step in the 
shift is the discovery of a product-market idea.... Discovery of 
a novel product-market idea is a creative .act; the idea must be 
either invented inside the firm (usually by R & D or marketing 
departments), or searchedout iron among opportunities", (1969, p.21). 
Of particular relevance is earlier comment on the implications of 
failure to develop strategy;

"In the absence of strategy, there are no rules to guide the 
search for new opportunities, both inside and outside the firm. 
Internally, the research and development department has no guide­
lines for its contribution to diversification. ... Thus the firm as 
a whole either passively waits for opportunities, or pursues a 
'buckshot' search technique)(1965 (a),p.l02).

This illustrates the problem of analysis of R & D as organisa­
tional slack or distress innovation in behavioural theory. Unless 
analysis of R & D and technological innovation is carried out in 
the context of open systems models of the firm, R & D presents 
severe difficulties for interpretation, since in the absence of 
strategy it tends to be undirected or reactive. Treatment of 
R & D as a third level response to environmental change constitutes 
an unsatisfactory discripticm of such non-programned activity , 
typically characterised by long lead times. If R & D projects acted
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as problemistic search response to environmental problems, then 
even if a satisfactory answer to the original stimulus could be 
found, environmental change in the interim is liable to invalidate 
the derived solution. Innovation, with its long gestation period 
and original features requires organisation and planning.
Opportunities and challenges must be anticipated, emphasising the 
centrality of the open system concept of strategic formulation in 
this area.

As far as Penrose's analysis is concerned,general system theory 
may also clarify the possible limitations of the model. There is 
no active consideration in this approach of hew. much should be 
allocated to search for new opportunities as opposed to current 
operations; this is entirely dictated and determined by operating 
requirements. If current operations require changed levels of 
resources, residual unused productive services are varied appropriately.

In short, as far as the formal mechanism for allocating 
resources to growth opportunities is concerned, the decision 
second level. The environment does not affect the distribution of 
resources between growth opportunities and operations, this is ent’ y 
dictated by internal operating requirements. In this respect the 
firm operates as a closed system, and to the extent that R & D may 
be characterised as search for grewth opportunities, it will have 
the implicit features of potential vulnerability and instability 

suggested earlier.
Yet Penrese does emphasise the importance of ability to 

anticipate and prepare for changes in environment (see pp.*+l 
114), and identifies quality of management as crucial.



"at the very least we have to assume that the firm is eager and
willing to find opportunities and is not hindered in acting on them
by 'abnormally' incompetent management. In other words the firms with
which we shall be concerned are enterprising and possess competent%
management; our analysis of the processes, possibilities and direction 
of growth proceeds on the assumption that these qualities are present 
in the firm", p.32.

In effect this means the firm is assumed to have the innate 
ability to perceive and generate growth opportunities through its 
managerial resources, in effect to act as an open system. Yet this 
informal description of a well managed firm is not reflected in 
Penrose's formal specification of the mechanism whereby resources 
are allocated; the environment plays no part in this process.

This suggests an inconsistency in the model; the firm is a 
closed system for the purposes of allocating resources between growth 
and operations, yet becomes an open system once the allocation is 
made. This is not impossible but it is an unconvincing formulation of 
the model; if management is " eager", "competent" and conscious of 
the importance of environment, we would expect allocation of resources 
to growth opportunities to be responsive to environmental conditions. 
This is essential if the firm is to be specified as a fully open 
system.

That the modern corporation does in fact generally operate as 
a fully open system is a central argument of the next chapter, and 
evidence is presented in support of stable managerial preferences fo 
R & D in particular. We shall also identify the specific features of 
open system organisation that will be further considered in the



process of model building in chapter 5. In doing so, the tentative 
conclusions reached so far will be related to description of how the 
modem corporation is typically administered.

Summary
Application of the neoclassical theory of the firm and related 

project based stochastic approaches have been of limited and indeed 
questionable utility in the area of technological change. The highly 
complex and uncertain process of generating technological innovation 
involves concepts and techniques alien to the specialised knowledge and 
training of economists, as well as directly contradicting basic 
assumptions on which rational economic models are built.

Subsequent development of theories of the firm by Cyert and 
March, and Penrose, present rather different views of the firm as 
a construct fraa those of the above approaches. Aggregation of 
worthwhile projects is no longer automatically the means by which 
allocations to functions are derived. Sub-units are recognised to 
have identity in their cwn right in the behavioural theory, and in 
Penrose's model residual managerial services provide the source 
of opportunities for growth. Both approaches identify systemic 
properties of corporate behaviour beyond that of the project, and 
introduce concepts which will be utilised' in chapter 5 in developing 

a model of corporate behaviour.
Yet both the behavioural and Penrosian approaches appear to only 

partially describe the process by which corporate behaviour is deter­
mined. In particular the deliberate and widespread practice of firms 
to allocate funds to the search for new strategies and technological 
innovations is not adequately explained by such theories. Using a 
general systems taxonomy facilitates explanation of the source 
neglect, the failure to treat the firm as a fully open system.



Footnotes

1. See, for example, Blaug (1963), Fellner (1961) and Salter(196o).
2. Nelson, Peck and Kalachek (1967,pp.27-43,especially p.34 n) 

conduct analysis of technological change activity in terms of 
supply and demand for invention.

3. For an example of how one eminent economist's work in this area 
has developed away from the neoclassical theory of the firm, see 
R.R.Nelson (1959 (a) and 1972). In his earlier work Nelson 
described a rationally planned inventive effort as implying an 
excess of expected revenue over cost, while recognising the 
uncertainties typically found at "the basic research end of the 
scale. Recently, however (1972), he has suggested that the 
formal, objectively rational, neoclassical theory firm is 
incapable of adequately dealing with the problems of R & D and 
innovation.

4. Measures of "inventive activity" are more easily obtained than 
measures of propensity to innovate due to the availability of 
patent statistics.

5. Article with Oswald Brownlee.
6. Schmookler does recognise the difficulties of referring speci­

fically to determinate demand curves (1966 p.184) but tends to 
understate the significance of uncertainty.

7. Standard Industrial Classification (S.I.C.)
8. The work of Kenneth Arrow is emphasised in this section, partly 

due to his position as a leading theorist in decision-making under 
uncertainty, but also as a consequence of his attempts to relate 
such analysis directly to problems of technological change.

9. Emphasis added.
10. Mansfield also interprets R & D as an activity aimed at reducing 

uncertainties (see 1971, p.9).
11. By ignorance is meant unawareness, or simply lack of knowledge.
12. Menges (1968) comments; ."Uncertainty has two possible sources, not only random variation 

but also lack of knowledge concerning the possible states of̂  
nature or the distribution over the state space respectively . 
(p.136) . . , ,However in the limiting case of perfect absence of knowledge or 
possible states of the world in a particular class (pure ignorance) 
uncertainty in the sense referred to above by Arrow ceases to be 
applicable.

13. Shackle (1970) puts this point strongly; _ , .
"What is novel is precisely that about which it is logi-̂  
cally impossible for any statistical experience to exist .
(p.101).
While it might be contended that novelty should be interpreted
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as a relative rather than absolute term in the context of 
innovation, Shackle's criticism is suggestive of the difficulties 
involved in interpreting R & D as risky activity.

1H. Arrow does recognise the "fundamental paradox" in the determ- 
ination of demand for information/invention;
"its value for the purchaser is not known until he has the 
information but then he has in effect acquired it without 
cost". (1962 p.615)

15. Arrow does suggest that action may be decided on the basis of 
the average value of information/invention as a class in the 
past, which if feasible, would by implication provide a basis 
for an objectively rational theory.

16. See Cyert and March (1963) p.36-8, for a full discussion of the 
nature of organisational slack.

17. For Cyert and March's full set of operational goals, see pp.Hl-3.
18. Strategy here is interpreted in the same sense as used by Ansoff 

(1965 (a) ). He states;
"We use the term strategic to mean 'pertaining to the relation 
between the firm and its environment"', p*18 n.
Ansoff points out that Cyert and March only concern themselves 
with a limited class of decision, operating decisions, and 
ignore strategic decision.

19. Ansoff defines operating decisions areas of allocation (budgeting) among functional areas and product 
lines, scheduling of operations, supervision of performan , 
applying control actions. " (1965 (a),p.l8)

20. Search is 'simple minded' in Cyert and March's ̂ .similar
or 'near' solutions being preferred (p.121-2). •
erentiation of product would tend to be ®and take a shorter time to develop, than nore nojeland radical 
innovations. However, this would not be interpreted a s ^  D 
in the N.S.F. categorisation; development w *  is o t remed 
with converting research findings into actual p »
with differentiating an already existing p 
National Science Foundation (1973 (b)*p»l /

21. "the 'satisficing' model .... seems inconsistent witttte 
practice of highly profitable firms ̂ continue to <
able R & D; it does not adequately model ̂ s w r t c n  or the 'search' sense the looking to other firms ̂ t  seems to^ 
characterize 'diffusion' processes, and it seems unable to account 
for 'major1 innovation.” (Nelson (1973) p.

22. See Ansoff (1965 (a), p.18-22)
23. Shubik (1970,p.H19) describes Cyert ̂

phrased as "The behavioural theory of̂  e f j - ™ a r t i c l e
behavioural theorising about the firm . reoresent
in the title suggests they did not expect ̂
the terminal point of theoretical devetopment ̂  ̂
at the present time it is still accepted as the definitive text.

I ft
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24. This interpretation of resource will be utilised in subsequent 
analysis.

25 Only limited evidence has been presented so far to suggest that
R & D allocations are relatively stable. This will be discussed 
further in the next chapter.

26 Stimuli, is interpreted as the set of actions which may be report­
ed as autonomous from the point of view of analysis. Response 
is interpretable as pre-progranmed reaction on the part of a 
system or systems.

27 The open system is often defined as engaging in exchanges with 
its environments, and compared in this respect to closed systems 
(see, for example, Emery and Trist (1960) ). However, this 
tends to obscure the none subtle, but equally important, dis­
tinction between cybernetic and open systems.

28. We are restricting system definition to analysis and reorganis­
ation of information. It is of course possible to interpret 
all business enterprises as by definition being open systems 
in so far as they continuously import and export materials, 
resources and goods from their environments. However restriction 
of system definition to informational levels will facilitate 
subsequent analysis.

29. This may account for the confusion over the status of ̂ ernetic 
systems. For example Kast and Rosenzweig (1970,p.102) describe 
Boulding's third (homeostatic) level as closed system, while 
Buckley (196 8,p. 490) is typical of a number of other inter" 
pretations which describe the homeostatic system as
Van Bertalanffy's analysis suggests that homeostatic 
and sub-systems are characteristics of open syst , 
is accepted as describing their status in analysis o î ing
systems, it may explain the source of the confusion, hcmeostati 
systems alone do not fully define open systems, gh y
are typically integral features of mature open systems.

30. Problemistic search differs in other respects from r̂ rmal homeo­
static response. For example, the generation corrective 
responses is typically a continuous process in nf the
systems, while in the former case correction is y therefore 
discovery of discrete solutions; indivisibility
a feature of problemistic search output. de_y
be terminated on perception of what is expected to be ' ,
quate solution (Cyert and March (1963),p.120), andconsequeny 
anticipated future behaviour of the system may ̂  sufficient to 
terminate search, while in normal homeostatic sy . ..
ses (e.g. furnace operations) are necessary t 
operations of the homeostatic mechanism.

31. See Cyert and March (1965,pp.101 - 13) for a discussion and
description of standard operating procedures.

32. For example "coping with potentially antagonistic obĵ tives" 
might be dealt with by mechanisms involved in q
of conflict" (see Cyert and March, p.U.6-18). ̂ giscase, 
sequential attention to objectives might be an openati 
means of handling potential conflict.
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CHAPTER U
Industrial Research and Development at Functional Level in 

the Modem Corporation
We have already utilised general systems concepts to analyse some 

definitive features of theoretical approaches of technological 
change. The idea of open system was suggested as a necessary construct 
for analysis of strategic change and proved useful for provisional 
classification of behavioural and Penrosian theories.
In this chapter the significance of strategic change in modern
corporate behaviour is discussed in relation to environmental developments. The
evolution of modem multi-divisional corporate structure is analysed partly in
terms of increased need for institutionalising the formulation of
strategic change, and the creation of R & D departments is seen as an
example of this response. Later in the chapter,R & D sub-systems
are examined in the light of the sub-system hierarchy suggested in
chapter 2; the characteristics identified will prove useful in
chapter 7 when the possible determinants of basic research activity

are examined.
From the arguments of the last chapter, to the extent that strategic 

change is an important concern of firms, the firm must be regard 
as an open system and modified accordingly. Bouldings taxonomy 
has proved useful in providing a brief introductory description 
types of systems including open systems; however, the behaviour 
open systems in particular may be analysed more deeply in terms 
a number of characteristics which facilitate analysis and exploration 
of open system behaviour. In particular,Katz and Kahn (1966 p.19 
develop the work of Vcn Bertalanffy and from his analysis 
systems identify nine characteristics which appear to defin 
open systems. The first four characteristics are input; throughput;
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output;and the cyclic nature of events in systems. The fifth 
characteristic is that of negative entropy) Katfc and Kahn state 
that, "The entropy process is a universal part of nature in which 
all forms of organisation move towards disorganisation or death.
The open system, however by importing more energy from its environment 
than it expends, can store energy and acquire negative entropy,'1

(p.21).
These five characteristics constitute basic features of open 

system. However, it is with the rather more subtle behavioural implications 
of the four, relatively complex, remaining characteristics of negative 
feedback, steady state, differentiation and equifinality that open 
systems analysis provides guidelines for study of corporate behaviour 
and development of potentially useful models. The applicability of 
each will be discussed in the context of appropriate description of 
corporate organisation and behaviour in this and the next chapter.
We will begin by looking at the historical development of the 

corporation.
The Evolution of the Modem Corporation

During the course of the twentieth century, the administration 
of the modem industrial firm has undergone radical change. There 
have been substantial quantitative changes in industrial organisation 
with a tendency towards increasing size of corporations and also 
concentration of industrial activity in a diminishing number of 
corporations2. Industrial production has become dominated by 
numerically few corporations, and it is with respect to the conduct 
and behaviour of these large institutions that attention must be 
focussed if industrial activity is to be analysed.

These changes have been accompanied by qualitative changes in 
corporation management. While generalisations must be heavily
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qualified, it is possible to identify distinctive trends in the 
development of novel administrative structures8™̂  processes. Certain 
factors and influences are discernible as being particularly 
influential and decisive with respect to administrative evolution.

Chandler (1962)3 describes the typical industrial enterprise 
in the U.S. before 1850 as being very small with little need for a 
full-time organiser or clearly defined administrative structure.
Routine activities (buying, selling, supervision of operations) tended 
to be their main preoccupation, long-term plans or decisions being 
rarely required (pp. 22-23). However, the rapid growth of the railway 
system in the latter half of the nineteenth century greatly expanded 
the potential market for goods and services and both facilitated and 
necessitated that firms extend and subdivide their operations. This 
expansion required new managerial skills of co-ordination, evaluation 
and planning of the specialised functions (Chandler, p.27). By the 
end of the century, there had developed numerous large privately 
owned firms typically operating in a single product or market area such 
as mining, neat-packing and steel. They tended to be organised on a 
multifunctional basis in which there was a series of specialised sub­
units, such as narketing, production, purchasing and sales. These 
private enterprises were frequently vertically integrated with divisional 

co-ordination directed fran a central head office. The beginning 
of the twentieth century saw widespread adoption of unitary, centralised, 
functionally departmentalised organisation (Chandler, p.27 50). This 
is defined as unitary or U-form organisation (see figure 4.1 belcw).

The development of large and administratively complex organisations
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began to increase the responsibility and power of professional 
management. The diffusion of ownership of corporations further 
removed direct control of owners over corporation management.1*
Where before the individual entrepreneur tended to be identified 
with the management of the enterprise, the dispersion °f ownership 
through thousands of shareholders due to the growth of firms5 
increasingly devolved pcwer to those involved in the day to day 
running of the corporation. Growth of corporations tended to create 
new administrative problems requiring continuous and professional 
managerial skills for their solution.'

However, growth could take different forms, and the form of 
growth dictated the degree and type of administrative problems.
Growth might result from expansion of the firms existing lines to 
the same type of customers, or from a search for new markets and 
sources of supplies, or finally from the opening of new markets 
through diversification. Simple expansion of existing markets 
brought minimal qualitative change in administrative problems, and 0
these industries tended to be still administered through the U form,

7or centralised, functionally departmentalised organisational structure.
This simple, extrapolative growth avoided a fundamental 

weakness of the U-fomn. A few managers were effectively responsible 
for the major decisions which management of the overall enterprise 
required. Since their experience and knowledge tend to be restricted 
to a single functional activity and problem area, their ability to 
deal with complex problems tended to be contrained to these boundances. 
As long as familiar problems had to be dealt with through this simple 
expansion of existing products ,this was not critical, however if
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Unitary form

Multi-division form

Figure 4.1
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growth required venturing into new areas, particularly in terms of 
markets, then vulnerability of the centralised U-form organisational 
structure to the increasing complexity of decision making required , 
becane apparent. Diversification increased the number’, complexity 
and unfamiliarity of both operational and strategic decision making, making 
systematic co-ordination of activities an extremely complex and 
difficult task and creating a great strain on the limited power of 
existing U-form structures to cope with the situation. (Chandler 

p.50-53).
The multi-divisional or M-form organisation structure (see 

figure 4.1 above) was introduced to provide a decentralised solution 
to the increasingly complex problem of organising highly diversified 
firms, a number of firms instigating the new organisational structure 
in the 1920's in the United States. In the M-fcnn, a general office 
co-ordinates, evaluates, formulates strategies and allocates resources 
to a number of quasi-autoncmous divisions. Each division administers 
a major product or geographical area, with a central office 
administering a number of departments which operate on a functional 
basis similar to that of the U-form. At the lowest level, field 
units (branches, plants or works) are responsible to departments,
General office is thus free to concentrate on broad strategic 
decisions of concern to the whole enterprise, while the lower levels 
of the organisation are mere conoerned with operational and nunor 
strategic responsibilities (Chandler p. 11-13). General office still 
consists of a few crucial decision-makers who are responsible for the 
regulation and general direction of the enterprise; however, while 
a sense still specialists dealing with a limited range of problems, 
their specialist responsibility and psychological commitment is 
respect to the broad renge of strategic, long term plans and decisions
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pertaining to organisational charge and development. They are a group 
of "generalists" (Chandler p. 383) and in fact might be described as 
specialist generalists, freed frcm the routine, operating decisions 
required at lower levels. Bower (1970, p.190) describes this as 
involving the creation of a "new order of conplexity" in the 
administration of the corporation, the hierarchical organisation of 
the corporation being further elaborated from the U-form.

The M-form development facilitated transfer of resources to
profitable areas, creation and termination of divisions,and the
selection of the most able managers. It also encouraged intra-firm
competition for resources between divisional managers as well as
market competition, since enterprise resources were allocated on the
basis of neasurable performance (Channon 1973, p.4). The M form
constituted a rationalisation of the organisation of the business
firm and institutionalised active consideration of strategic change.
The firm attempts to impose change on its environment rather than

8 „ .simply predicting and reacting to environmental change. This may
be interpreted in terms of attempting to establish a "negotiated
environment" (Cyert and March (1963) pp. 119-20); "Father than
treat the environment as exogenous and to be predicted (firms) seek

• 9
ways to make it controllable" (p.120).

The large modem firm is therefore typically highly diversified 
and uses the M-form organisational structure.10 Strategic decision 
is integrated as a recognised and institutionalised feature of 
corporate action. The firm can no longer be simply regarded as the 
manufacturer of a class of products, since in the M-form it becomes 
the vehicle for strategic change and development of innovations ,
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(Schon 1971, pp.63-4).
However such developments also contributed towards qualitative 

changes in environment. What is systemic change in one frame of 
reference be cares environmental change in another. Conplex and 
dynamic environments or "turbulent fields" (Emery and Trist 1965) 
have become features of contemporary organisational concern. 
Terreberry (1968) suggests that such development effectively 
precludes long range planning and strategy; the environment becomes 
inherently uncertain when turbulent fields develop, creating great, 
if not insuperable difficulties for rational decision making and 
effectively inhibiting the usefulness of long-term strategy.

In those circumstances the ability to effect long-term 
strategic change has been extensively questioned. March and Simon 
(1958, p.176-77) and Cyert and March (1963, ch.6 especially) 
incorporate satisficing mechanism as heuristic means of coping with 
adjustment to environment, rather than planning change in complex, 
uncertain circumstances. Lindblom (1959), and Braybrooke and 
Lindblom (1963) suggest that "disjointed incrementalism", or 
development of consensus policy to conplex problems through a 
series of approximative solutions, is not only a prevalent form of 
decision making, but also relevant and realistic. Jantsch (1968) 
recommends that development of technological change should be an 
iterative adaptive process,in the face of uncertainty as to 
technological and environmental futures. Loasby (1967) points out 
the danger of commitment to long term plans in conditions of rapid 
change in uncertain environments. All these are consistent with 
the rationale of Cyert and March’s model described earlier, that in 
unstable and uncertain environments theoretical development of 
models must be based on short run adaptive reactions (1963, p.100 1).



If strategic decision making is effectively eliminated by 
turbulent environments, there would be a deep irony in the fact 
that a central justification for creation of M-form organisations 
in the first plaoe (facilitation of strategy through separation of 
strategic and operating decision making) is itself a major 
contributory factor to the creation of turbulent fields. Yet 
Ansoff (1969, p.ll) dissents from the consensus view of decision 
making in turbulent environment; "Since the early 1950's, 
confronted with the growing variability of the business environment, 
business managers have become increasingly concerned with finding 
rational and foresightful ways of adjusting to and exploiting 
environmental change. Out of this concern grew practical management 
approaches and systems, as well as an increasing understanding of 
the problem of the relationship between the firm and its 
environments".

Schcn (1971, ch. 3) supports this view of the increasing 
importance of strategy and identifies this with the widespread 
adoption of the M-form after world war II (pp.59-64). Case studies 
of highly diversified firms also tend to enphasise the importance 
of active formulation and implementation of strategy.

In fact, disagreement over the .contemporary relevance and 
effectiveness of corporate strategy is not as substantial as might 
first appear to be the case. There is no doubt that unstable 
environments increase the potential utility of anticipating 
environmental change and planning future actions; if environmental 
change is slow or infrequent, lagged reaction to environmental 
stimuli may be sufficient to maintain corporation viability and 
ensure survival. However, in dynamic and rapidly changing

not be sufficient to permit theenvironments, lagged reaction may
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firm to keep pace with developments ; response to changing circumstances 
may involve a significant time lag especially if radical innovation 
is required, by which time circumstances may have changed again 
rendering the response redundant or inappropriate. In such 
circumstances anticipatory and autonomous development of strategic 
action may be desirable.12 Further, few analysts would disagree 
that instability and rapid change in environmental parameters create 
some difficulties in formulating and implementing strategic change 
which do not exist in stable conditions.13

Consequently, in times of rapid environmental change the 
increased need for strategy tends to be paralleled by increased 
difficulties in effective development and application of strategy.
To a substantial extent, the controversy over whether strategy 
formulation or adaptive response constitutes the prevalent or 
appropriate corporate action revolves around disagreement over the 
relative significance of these issues. While the importance of such 
disagreement should not be understate! it may be helpful to reformulate 
the problem to focus on the more general consideration of how the 
noctem corporation has evolved in terms of its relations with its 
environment; strategy tends to be generally interpreted as referring 
to specific problems and innovations, and as was shewn in the previous 
chapters, the prevalence of uncertainty may mitigate against rational 
analysis of individual decision or plans. While decision making for 
strategic purposes constitutes a very important area in analysing 
resource allocation for technological change, whether conducted by 
intuitive, rational, or other means, we shall suggest that such concern 
nay be a problem for lower-level analysis of corporate decision 
making. We shall suggest that it is possible to interpret the 
corporation in terms of a hierarchy of decision-making levels, and
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that the problems of specific strategies may be subsumed into a 
lower order of conoem then that of the R & D budget decision. This 
is the concern of the remainder of the chapter, and we shall start 
by suggesting how the organisation may be interpreted as a hierarch­
ical system.
The Firm and its Environment : Evolution of Organisational Hierarchy 

According to Simon (1965) "Large organisations are almost 
universally hierarchical in structure. That is to say, they are 
divided into units which are subdivided into smaller units, which are, 
in turn, subdivided, and so on. They are also generally 
hierarchical in imposing on this system of successive partitionings 
a pyramidal authority structure." (p.99) Thus,organisations 
typically exhibit the important systems characteristic of hierarchy, 
identified earlier.

Of particular relevance also is Simons description of 
organisational structure of decision-makingi'an organisation can be 
pictured as a three-layered cake. In the bottom layer, we have the 
basic work processes - in the case of a manufacturing organisation, 
the processes that procure raw materials, manufacture the physical 
product, warehouse it, and ship it. In the middle layer, we have 
the programmed decision-making processes, the processes that govern 
the day-to-day operation of the manufacturing and distributive system. 
In the top layer, we have the ncrrprograraneddecision-making processes, 
the processes that are required to design and redesign the entire 
system to provide it with its basic goals and objectives, and to
monitor its performance" (1965, p.98).

However, formal structuring of managerial decision making was
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typically absent in the early days of industrial firms, described by 
Chandler. The entrepreneurs concerned themselves with all sections 
of their business, and as a result found themselves spending the 
bulk of this tine in functional activities. Chandler specifically 
identifies two activities; (a) supervision of operations, which 
effectively involves management of second level activities in Bouldings 
taxonomy (b) buying and selling; programed decisions involving routine, 
repetitive operations. While Chandler does not discuss the mechanics 
of purchasing materials and distributing goods, such activity may be 
programmed using third level mechanisms. Long term planning and non- 
programed decision (fourth level activities) were not a regular 
consideration of entrepreneurs.

The U-form reorientates the decisions undertaken by allocating 
decision-making by hierarchical levels. Routine second level operations 
become the responsibility of supervisors in respective functions, while 
managers become responsible for interfunctional co-ordination as heads 
of functional divisions (Williamson 1970, p.19). Interfunctional 
co-ordination and also overall enterprise direction is the responsibility 
of central office. (Williamson 1970, p.18 and 111). Managerial sub­
systems are thus created in an overall hierarchy with specialisation 
of responsibility in decision-making. While co-ordination of the 
internal environnent of the firm may require occasional unprogramned 
decision-making by a managerial sub-system, the internal operations 
of the firm are under the control of management to a large degree, and 
consequently decision-making in a mature firm by a managerial sub­
system is typically highly programed third level activity, such as is

. . 15exemplified by management by exception̂ or variance analysis.



Programed decision-making techniques such as standard economic
analysis and operations research may also be utilised to deal with

16routine problems concerning internal allocation or resources.
However, strategy is generally the responsibility of central office, 
with functional heads operating as advisers or advocates.

Consequently functional heads are mainly concerned with third 
level mechanisms for control of internal environments with some 
fourth level activity, while central office concerns itself with 
strategy (fourth level activity) and interfunctional co-ordination 
(third and fourth activity). Complexity of decision-making increases 
progressively up the managerial hierarchy. The higher levels of 
management are typically concerned with higher levels of decision 

making.
However, even this hierarchial arrangement was not sufficient. 

Expansion of the U-forrn, especially through diversification created 
problems for central office; operating decisions began to demand more 
and more time of the scarce resources of central office. Creation 
of a further rung in the hierarchy through development of the M- 
form permitted the highest managerial sub-system to concentrate on 
the crucial fourth level strategic problems,while co-ordinating 
overall control of the enterprise, typically through lower level

■ . 17decisions.
Thus the development of the corporation has been directed 

towards increasing specialisation of the top managerial sub system 
and higher level decision-making. In the early days, the entrepreneur 
was mostly concerned with second and third level operations and 
decisions,with occasional fourth level decisions. The intended 
orientation of senior management in the U-form was third and fourth 
level decision, though increased demands from operating problems
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resulted in fourth level decision being gradually "squeezed out" of 
the system. The senior management of the modem M-form are mostly 
concerned with fourth level decision with attention also being paid 
to third level decision. This is of crucial importance, since as we 
have seen, the behavioural theory of the firm is primarily concerned 
with third level model-building. As we would expect from the 
argument of chapter 3 it is therefore incapable of modelling adequately 
the decision making process of the top managerial sub-system. This 
problem will be the concern of the next chapter.

Before going on to lock at the nature and organisation of R & D 
in the modem corporation, it may be a useful introduction to 
enphasise the process whereby the M-form organisation developed. A 
central feature of this development, the elaboration of hierarchical 
organisation may be attributed to two complementary sources:
(a) natural differentiation '3 : differentiation is a property of open 
systems in which the open system evolves from a general and 
homogeneous state to one of increasing specialisation and hierarchical 
order. The development of programmed regulatory mechanism (third 
level systems) is a feature of differentiation in biologica- and 
social systems.20 The development of management hierarchy, from 
diffuse unstructured entrepreneurial activity in the nineteenth 
century through the U-form to the highly structured M-form 
illustrates the process of differentiation; (b) environmental change: 
The development of turbulent fields and rapid environmental change 
has necessitated that top management should be free to consider 

strategic action. The M-form development was catalysed by the
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problems of dealing with environmental problems in the U-form.

However, differentiation involved qualitative changes in the 
way that decision-making was organised and orientated as well as 
facilitating certain types of decision-making. A feature of this 
process was an increasing tendency to treat technological change as 
endogenous phenomena capable of management and incorporation in the 
firm. The institutionalisation of technological change is new a 
feature of modem corporations, and it is this development in the 
context of the differentiation of corporate hierarchy which is of 
prime importance in contenporary analysis of corporate behaviour and 

change.
The R & D Function and the Institutionalisation of Technological Change

The pace of technological change in the nineteenth century tended
to be dictated by individual inventors and perceptive entrepreneurs
who appreciated the opportunities offered by a novel idea. Although
in a number of cases there was co-operative development of invention
by a small informal team, the individualistic role of the entrepreneur

21in that period tends to find a parallel in that of the inventor. 
Invention tended to be exogeneous to the firm, but with the development 
of the multifunctional firm, interest in developing innovations within 
the corporation increased, and scientists and technologists began 
to be employed in this capacity. However, in an analysis of the 
historical development of industrial R & D, Sanderson (1972, p.139) 
points out that there was only limited development of "in house"
R & D before 1914, the burden of discovery still resting on the 
individual inventor and such contact that he could establish with
universities and within his cwn firm.

Sanderson identifies this as a transitional stage. The rise
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of the research department within the firm in the 1920's and 1930's
not only changed this by bringing invention into the firm, divorced
frcm the person of the entrepreneur; it also created a new situation
whereby new developments came not so much iron one firm or one
research team as from the cumulative advance of knowledge through
the interaction of many of them together", (p.139) Thus widespread
institutionalisation of R & D coincided with the development of
M-form organisational structures; from Sandersons interpretation it
also appears to have significantly contributed to the subsequent

22development of turbulent fields.
However, in another historical analysis of the development of 

R & D laboratories, Fusfield (1975, p.13) identifies four stages of 
development of industrial R & D after 1930. During the first phase 
in the 1930's, the main focus of research managements attention was 
inside the laboratory, its main concern being with efficient 
management of research funds. The second phase developed in the 
1950's, though soie evidence suggests it was beginning to stir before 
then; this might be termed the integrative phase, in which the inter­
action of the R & D function with other parts of the organisation 
began to be emphasised. The third phase developed in the 1960 s in 
which attention began to be focused on the inpact of the environment 
on industrial research and vice-versa. Fusfield also identifies a 
notional embryo fourth stage in which not only the environment 
industrial research becomes of importance, but also the question 
the kind of society in which private enterprise can exist.
Therefore R & D has becrme an institutionalised and integrated 

sector of corporate activity. Hcwever, it has also developed both 
the complexity of its relations with the rest of the firm and t 
external environment, and progressively extended the degree of
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qeiinessof those relations. Although R & D became internalised in
the corporation during the course of the twentieth century, initially

23there was minimal coupling between R & D and its environment. The 
integration of R & D in the firm was increased through improved intra- 
firm coupling in the post war period, while latterly there has been 
evidence of increasing coupling between R & D and its external environment .

Typically R & D is organised on an auxiliary department basis 
within the M-form. It acts as a service department to central office 
and thus is directly responsible to the office in charge of strategic 
planning without having to go through divisional heads. Marris 
(1971, p.276-77) comments that while seme R & D activity may be 
organised on a divisional basis, it is fundamental to the nature of 
R & D that it is likely to lead to the establishment of new operating 
divisions, and consequently tends to be organised on a separate, func­
tional basis. This is illustrated in figure 4.1. Marris uses the 
term "transcendent" to describe M-form corporations which perceive 
the possibility of changing their environment (by implication, open 
systems). "Development" consists of conventional R & D and other 
strategies related to diversification or merger. Marris's model describes 
open-system M-form behaviour in which R & D is a high level activity.

Chandler in fact identifies the institutionalisation of 
diversification as being the consequence of the formation of a 
general office in the M-form and the development of an R & D d part 
ment. He points out that science based industries have in­
creasingly orientated strategy towards developing products to 
ensure profitable use of resources that are increasingly technology 
rather than product based. The R & D department develops and analyses 
new products, while executives in gen eral office are free to 
concentrate on whether the new product prospects and use of resources
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justify production. General office also decides whether production 
and sales can be handled through an existing division or whether a 
new division should be created (Chandler, p.490). In matters of 
strategy involving a great deal of resource carmitment, R & D heads 
usually act in an advisory rather than an executive capacity (see 
Chandler, p.130-31, 354, 362-63, 376 and 490).

Thus the development of R & D as a specialised, integrated 
function in the industrial corporation has been complementary to the 
widespread adoption of the highly structured and functionally 
differentiated M-form. The development of turbulent fields has been 
both a consequence of such developments and a catalyst for further 
evolution of the R & D function and M-form organisations. Research 
and development is a prime originator of strategic change in the 
firm; if the post war development of turbulent fields in industry 
generally had created insuperable difficulties for the formulation 
of strategy by the top managerial decision making sub-systems, we 
would expect to find that growth of industrial R & D would have been 
inhibited and even reversed by the existence of such dynamic and 
uncertain environments. In fact the number of full-time equivalent 
scientists and engineers employed in R & D in U.S. industry increased 
steadily to a peak of 387,100 in 1969 after which the total numbers 
. employed began to decline. (N.S.F. 1973 (a) p.14, table (3)).
However, while environmental changes did prompt the reduction in R & D 
staff, the changes were mainly due to reduction in support from 
Federal defence and space programmes in industry as well as elsewhe 
(N.S.F. 1973 (a), p.12). Total funds for industrial R & D measured 
in current dollars also increased up to 1969, at an average rate of
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9.7% per annum from 1953 to 1966, then a reduced rate of 1.68% from 
1966 to 1969, before declining in 1969 (N.S.F. 1972 (b), p.5).
However, while the ratio of total industrial spending on R & D to 
net sales declined steadily from the peak year of 1964 due to restriction 
of Federal financing of industrial R & D, companies own funds for 
R & D as a percentage of sales increased steadily ffan 1957 (1.5%) 
to 1970 (2.2%) (N.S.F. 1972 (b), p.l).

Therefore, while dynamic and uncertain environments are a 
feature of the context in which post-war strategic decision-making 
in corporations is typically set, and while development of R & D 
would itself be expected to contribute to the degree of turbulence 
of those fields, industrial corporations had tended to increase their 
involvement in this area rather than restrict R & D spending as a 
reaction to turbulence of environment. While turbulence may affect 
the formulation of R & D strategy, it is obvious from the growth of 
R & D spending that it has not prevented the corporation frcm 
increasingly relying on technological innovation as an active source 
of strategy options, and indeed we would expect that this reliance 
may increase through turbulence even though the complexity of the 
problem may also be magnified. Open system decision making and 
planning is a feature of the modem firm, and in the context of 
turbulence its absence tends to create myopia and consequent 
vulnerability to unanticipated changes in environment, imperilling 
the survival of the corporation.

In the structurally differentiated firm R & D therefore tends 
to be cane institutionalised as an auxiliary sub-system. However,
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institutionalisation itself changes the character of R & D activity;
R & D as a function is a manifestly different concept from R & D 
projects. R & D function ijipliesthe continuing existence and 
employment of durable resources - plant, machinery, researchers, 
technicians, etc. On the other hand, at least in retrospect,an 
R & D project iray be regarded as a series of operations or acts, 
the progression of which may be analysed by reference to the information 
generated at each phase or stage of the project. Resources, 
individually or in combination, contribute in varying degrees to the 
project development. However, while the R & D function in the 
corporation may be effectively distinguished from other functions 
and specified by reference to the resources employed, the defining 
characteristic of the R & D project is informational. The effect of 
resources on the R & D project is measured by contribution to 
derivation of information at each stage. As was emphasised in 
chapter 1 such effects are by definition transitory and non-nepetitive 
creating unavoidable uncertainty and problems for rational decision 

making.
Yet the institutionalisation of R & D constitutes a radical 

re-orientation of the focus of the M-form. In this latter respect, 
Bower was earlier quoted as describing the M-form innovation as 
creating a "new order of complexity" in the firm. In a sense, the 
opposite is true; essentially both the M-form and institutionalisat' 
of R & D do not create complexity, but adapt to its existence. Both 
might be regarded as creating a new order in complexity, imposing 
structure and pattern on dynamic, disordered situations and processe , 
at least as far as the organisation and allocation of resources to
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those areas is concerned. The difficulties of operational goal
specification, co-ordination of activities and separation of strategic

25and operating decisions in the expanded U-form enterprise were 
largely alleviated by further hierarchical differentiation of the 
enterprise in the M-form. The institutionalisation of R & D may 
be siirply regarded as a feature of the development of specialist 
activities on the part of the corporation in an attenpt to deal with 
the caiplexities of its internal and external environment.

However, beyond simple specialisation, institutionalisation of 
R & D involves changes in the characteristics of the relevant 
decision-making variables. As mentioned above, the R & D project 
evolves through intermediate transient states of incomplete 
information, while the R & D function is specified in terms of 
stable resources of varying though generally substantial durability. 
The immutability and consequent uncertainty of R & D projects 
discussed in chapter 2 results in the well documented difficulties 
of rational analysis. The R & D function, or the other hand, is 
specified in terms of resources; this raises the crucial question of 
how allocation of resources and decision-making is carried out in 
such circumstances. R & D imposes a new order cn the organisation 
of technological change, and if this order is paralleled with 
identifiable regular and stable decision rules, it offers the 
premise and opportunity of a new direction for decision analysis 
and model building for technological change. In the next section 
this area will be examined further, and in particular attention will 
be concentrated on conventions for setting R & D budgets in modern 

corporations.
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Managerial Preference for R & D Activity in the Firm

From the project based neoclassical theory of the firm and its
extensions, the problem of optimising involves the estimation of
expected future streams of cost and revenue from projects and
combinations of projects, and the calculation of that combination of
projects which will maximise expected future profit. The R & D budget
would not be calculated directly since it is not an explicit component
of the optimisation problem, but would be calculable ex post as the

26 „sum total of selected projects identifiable as R & D projects. The 
allocation of resources to R & D is consequently determined by the 
number of approved projects.

In fact this rational model of allocations, with its associated 
problems of unavoidable uncertainty is rarely, if ever, used in large 
modem corporations. Allen (1970) in a study of R & D budgeting in 
U.K. firms found; "Usually authority for determining the R & D budget, 
and how the research should be financed, rested outside the R & D 
department, many organisations considering the annual research budget 
as a single item" (p.176). Mueller (1966) concluded from a series of 
interviews held with research directors; "Directors first seem to 
settle on a figure for the total and then divide it into its components" 
(p.37). Kaplan (1959) found that research directors frequently used 
constraint of available funds as a rationale for restricting or 
stopping projects (p.33). Reeves (1958) who had responsibility in 
research budget formulation in the Esso Research and Engineering 
company,states: "a long-range budget is not a project budget in which 
we outline year by year exactly what we shall be doing. It is, instead, 
a forecast of the over-all magnitude of effort that will be required 
and of the general type of work that will have to be done", (p.136).
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Reeves states that in the development of a long range research budget 
a basic assumption is that a lack of good ideas will present no 
problem even if those ideas are not available at the time of 
budgeting. Collier (1964) in an analysis of factors that define upper 
limits on research spending found; "The first of these is concerned 
with a balance of the total company resources" (p.404); thus explicitly 
changing the focus iron projects }to R & D as a function.

These studies suggest a radically different picture of the 
R & D budgeting process than is suggested by the neoclassical theory 
of the firm. In the project based optimisation models the R & D 
budget is simultaneously determined with project selection. However, 
the above studies imply the separation of budgetary and selection/ 
control decisions; the budget generally precedes consideration of the 
direction of research. The separation of these two decision areas 
has consequences for the behaviour and attitudes held by R & D 
administrators and researchers. Kaplan (1959) points out that research 
administrators can, and do,tend to blame funding and procedural 
problems on senior administrators external to the functions, while 
still themselves retaining control of the substantive issues of 
technical direction. Allen (1970) found that although authority for 
deciding the R & D budget lay outside the R & D departments in most 
cases, in almost all the firms studied allocation of R & D resources 
was at the discretion of the R & D leader or director. Jewkes et al 
(1969) found iron their study of invention that while it was possible 
to organise and plan for the provision of facilities and resources to 
R & D, co-ordinating teamwork and guiding research activity 
involved problems of a substantially greater order of magnitude (p.107- 
14).
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The R & D budget is therefore generally based on consideration
of the resources which should be allocated to R & D rather than
specific projects. The top managerial decision-makers are free to
consider in the light of past experience how much should be allocated
to R & D relative to expenditures on other functions. Freeman (1974)
points out; "Although management cannot calculate accurately the
return cn any individual project or piece of R & D, it has learnt
from experience and from observation of competitors that this 'normal
level of R and D spending will probably help it to survive and grow",
(p.246). This suggests that resource allocations to R & D are
potentially more stable than might be expected if consideration were
limited to study and analysis at project level. Gold (1971) frcm an
extensive review and synthesis of case strikes and analyses in this
area provides support for this in his "basic hypothesis that, in
most firms top management tends to have a reasonably stable preference
for the means of promoting its primary objectives (such as inproving
or maintaining:- profitability; growth; market position; security of
assets; relative stability of operating levels; and a favourable
public image)" p.222. Technological progress is not seen as a
primary objective in itself, but one of the possible means of

28promoting more fundamental goals.
Enpirical analysis of allocations to R & D industry level of 

Freeman (1962) indicate that R & D expenditures were stable over a 
number of years, while Mueller (1966, p.36) refers to the evidence 
cited in his unpublished Ph.D dissertation (1968) which indicated 
that; "R & D data, unlike patents are not subject to erratic year-to- 
year fluctuation". In fact stability of preference for R & D resources



together with the concern expressed by Collier in achieving a balance
of total company resources, help explain what Schmockler (1962, p.213)
identified as "the corrmon corporate practice of setting research and
development budgets at a fixed percentage of sales". This is a widely

29reported practice used indétermination of the research budget. It
has also been reported as a practicein allocating funds to marketing,
a function which, like R & D, typically involves projects with

, 30associated uncertainty as to future returns.
This is interpretable in terms cf a'further defining characterisic 

of open systems, that of the steady state. According to Katz and 
Kahn (1966); "open systems which survive are characterised by a steady 
state. A steady state is not motionless or a true equilibrium. There 
is a continuous inflow of energy from the external environment and a 
continuous export of the products of the system, but the character of 
the system, the ratio of the energy exchanges and the relations between 
parts, remains the same" (23)?̂ ” It would seem that steady state is 
identifiable at least in two respects for many corporations, firstly 
at a cognitive level in terms of managerial preferences, and secondly 
at an allocative level in terms of observed deployment of resources 
to R & D.

A further element contributing to steady state behaviour in
the R & D function is perceived need for stability of employment of
R & D resources. In a study of 43 chemical companies in six European
countries Olin (1973) found; "The most important factor in determining
the size of the R & D budget is the last year's expenditure. It was
generally thought to be detrimental to the R & D effort if it was

. "changed by more than 5-10% annually in any direction, p.127.
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Mansfield (1968 (a), p.62) states that firms place emphasis on the
stability of their R & D programme; they attempt to build up gradually

32and avoid expansion which may soon have to be cut back. Reeves 
(1958) justifies Esso Research and Engineering's research budgeting 
based on "magnitude of effort" rather than project analysis, since, 
"a research organisation is an extremely complex machine and takes far 
longer to build than most other corporate assets such as a new 
factory" p.136. Reeves also states that high variability in research 
budgets can be highly disruptive in organisational terms.

Thus, stability of preference for R & D resources, and stabiliity 
as a desirable feature of the R & D function facilitating continuity 
and constancy of employment of R & D resources, may be complementary 
to one another and mutually reinforcing. Cyert and March (1963) also 
exphasised the inherent stability of the R & D function on the basis 
of research conducted by Seeter. Cyert and March conclude that there 
are four important features of the R & D process;

(i) Most organisations are aware of and probably 
use such simple rules as per cent of revenue 
as a guide to research and development allocation.

(ii) The pressure on subunits for maintaining absolute 
dollar allocations, the logic of research 
appropriations, and the difficulties of forecasting 
revenues lead to considerable attempts to smooth 
allocations so that they vary less ffcm year to year 

than do revenues.
(ill) Target allocations are substantially influenced by

estimates of allocations (per cent of sales) in other 
"comparable" organisations•
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(iv) Organisational failure on profit or sales goals 

to pressure to revise the allocation rules" 
pp.274-75.

Points (i) and (ii) emphasise simple and intendedly stabilising 
resource - based decision-making, while points(iii) and (iv) provides evidence 
of the environmental phase earlier identified by Fusfield (1975).
Point (iv) indicates the role of negative feedback in adjusting steady 
state preferences. Particularly important is the tendency found for 
stability in resource allocation in the face of variability in the 
revenue from projects. This is explained by Freeman (1974); many R 
and D managers or scientists act as if they were fanners. They knew 
that there are unpredictable and accidental factors present in their 
work. But they also knew that, if they apply their labour with 
ingenuity and appropriate equipment over a sufficiently long period, 
they will probably achieve sane useful results", (p.339). Freeman 
suggests that the existence of corrmercial research institutes and the 
steady increase of company financed R & D are evidence of the economic 
practicability of a wide range of types of R & D activity, even if 
particular projects are inherently uncertain.

Therefore stability of resource allocations does not necessarily 
imply regularity and predictability of R & D output. While this may 
appear obvious, it is frequently ignored or confused; thus Chandler 
(1962) states, "the systematizing of strategic decisions through the 
building of a general office and the routinizingof product development 
by the formation of a research department have, in a sense,

33institutionalised this strategy of diversification (p.490). Yet a 
viable R & D department with stable and continuous use and employment 
of resources need not prcduce"rcutinised innovations" - indeed it was 
argued in chapter 2 that the concept is implicitly contradictory. The
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tendency for management to exhibit stable preferences for allocations
to R & D does not necessarily imply expectation that there will be a
corresponding steady yield of commercially useful ideas. The R & D
budget decision is typically separate from allocative and control
decisions in the R & D function, and concerned with radically different
decision variables. Stability in budgeting is entirely consistent with

3**highly uncertain and unpredictable R & D projects.
Bower (1970) in analysing conventional resource allocation decision 

making in modem firms reinforces the idea of qualitative differences 
in decision variables operative at different levels. Typically top 
management is concerned with the overall relationship of the firm 
with its environmert while sub-units are concerned with the specific 
content of overall plans (p.190). This is consistent with the 
argument of this chapter, and Bcwer emphasises "the process shaping 
the content of plans - both the choice of objectives and the discrete 
ooimvitment of resources - is different from the process that leads 
the plans to be approved" (p.190). The sub-unit manager plans within 
the scope of his job as it has been defined".(p.190).

The significance of these analyses may be regarded as twofold. 
First of all, a number of contentious problem areas in study of R & D, 
still subject to active debate and involving difficulties of analysis, 
may be subsumed into a separate area of analysis. The high degree of 
uncertainty associated with specific R & D projects and difficulties 
in formulating long term strategy in turbulent environments are 
specifically problems of internal control and management. While they 
nay have implications for R & D budgeting, the decision problem at
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this level is qualitatively different from the management and control 
problem, and consequently the relevance of issues must be reappraised 
in the context of this contrasting perspective. The R & D system as 
a whole may display properties which are not apparent iron consideration 
of its component parts or processes.

Secondly, and related to the above, stability and institutional­
isation of R & D resources emphasises the integration of technological 
change as a means by which the firm can deal with its environment.
It emphasises the allocation of resources for the contrivance of 
strategies and so stresses the need to regard the firm as an open 
system. The differentiation in functional hierarchy associated with 
the evolution of the modem corporation, and the tendency for allocation 
of resources to function to exhibit "steady state" behaviour relative 
to allocations to other functions, are both characteristics of open 
systems behaviour. It provides support for the earlier suggestion 
that the behavioural theory of the firm may need revision or 
augmentation to provide for fourth level activity in the firm.

It must be emphasised once more that these arguments relate to 
the large modem corporation, particularly those operating in a regime 
of rapid technological change. Studies reporting contrary findings 
to the consensus do exist, and these will be discussed in chapter 6.
The dissenting studies will prove useful to the present analysis, 
since as exceptions they effectively test the rule of stable resource 
preferences.

In additional to the possibility of exceptions to stability of 
preferences at functional level, it is conceivable that at lcwer levels 
than that of the function there may be activities having in carmen

!



- 4.30 -
characteristics of a systemic nature. In such circumstances, as with 
the overall system, it may be possible to identify stable and 
organised properties at a higher level than that of individual projects. 
In this respect, the second chapter indicated the possibility of 
identifying research and development sub-systems arranged in a 
hierarchical interlinking ordering with'respect to final output, and 
provides a basis for further analysis of this possibility.

If stable preferences for R & D sub-systems are identifiable, it 
may indicate how model building of corporate behaviour may extend 
the application of the concept of a resource preference system to 
levels below that of the overall function. In particular it would 
suggest the possibility of a hierarchy of "top-down" resource allocation, 
in which resource allocations at lower levels compete with other uses 
of funds within the overall constraint of a function budget. The 
function budget, while operating as a variable at higher levels in 
the decision making process, would operate as a parameter at these 
lower levels. The lower level allocations within the overall budget 
would then in turn provide constraints within which further sub­
allocation is made.

However, even if resource allocation were made in this fashion, 
there must of course be a level of allocations sufficiently lew in 
the decision making hierarchy where allocations are made in terms of 
projects, not resources. In the next section, it will be suggested 
that there are qualitative differences in managerial attitudes towards, 
and preference for, different types of R & D sub-system activity.

Managerial preferences and R & D sub-systems
In chapter 2, distinction was made between types of R & D sub­

system; basic/fundamental research, applied research/inventive work, 
and development. The linkage between sub-systems, and their
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hierarchical relationship to final output contributed to the complexity 
and uncertainty of evaluating expected final output from inputs into 
a particular sub-system. We shall consider both sets of inter­
pretation of R & D sub-systems as delineating a "spectrum" of R & D 
sub-systems, with basic/fundamental research at the "top" end, and 
development at the "bottom" end.

As Freeman, table (2.2) indicates, the further that the level 
in which an R S D project is operating is removed from final output, 
the higher the degree of uncertainty associated with projects operating 
at that stage. The reasons for this were discussed in chapter 
3. However there is typically a further distinguishing feat­
ure of final output derived from respective subsystems; the degree 
of radicalness associated with innovation originating from different 
levels in the sub-system hierarchy tends to increase as activity 
moves towards the "top" end of the spectrum. It may be that the 
output of one applied research project may stimulate successive 
development projects designed to moderately differentiate or improve 
the derived innovation or innovations, and consequently R & D is 
active only in the development sub-system; in those circumstances 
the final output in terms of products and processes will tend to be 
only moderately or marginally different from existing output, as 
indicated by categories 5,6 and possibly 4 in Freeman s table. 
Similarly it may be that applied research may be conducted from a 
fixed scientific base using a given stock of scientific knowledge; 
however, in this case new technology and inventions will tend to be 
highly novel and radical with regard to existing output. Inventi 
may require major revision of productive techniques and may require 
further inventive work before viable innovations are obtained, creating 
ccmplex technological and organisational problems of integration in
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the existing product /market posture of the firm. This is typified by 
categories 2,3 and possibly 4.

However, potentially the most radical and fundamentally different 
innovation involves a shifting stock of scientific knowledge and imply 
activity in basic research sub-system as defined earlier by Machlup. 
Mulson (1959 (a) p.302) claims that significant innovations have tended 
to care from basic research, not applied research; and gives examples
of X-ray analysis, radio caununication and the development of 
hybrid com each of which was facilitated or made by scientific research. 
Freeman (1974, p.261) identifies in-house fundamental research as being 
contributory to the development of nylon, pcyethylene and the transistor 
among other inventions with far-reaching significance and impact.

As would be expected from discussion in chapter 2 the degree of 
radicalness of final output, measured in terms of qualitative differences 
compared to existing output, tends to parallel degree of uncertainty 
associated with the potential utility of inputs in the particular 
sub-systems. Thus, contribution to degree of radicalness of 
innovation also tends to increase as R & D activity moves towards the 
basic research end of the hierarchy. The nearer the top end of the 
spectrum, the greater the degree of uncertainty associated with derived 
final output, and the greater the degree of radicalness typically 
associated with final output (see figure 4.2 belcw).

"top"
end

basic applied development
research research

"bottom"
end

ctian of increasing uncertainty as to the nature of final output 
Figure 4.2

As we shall discuss further below, management is not indifferent 
to these two influences. Further, since both appear to achieve greater
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significance the nearer the relevant activity is to the "top" end of 
the R & D spectrum,we might expect management to rank their preferences 
for particular types of R & D activity according to their position in 
the R & D spectrum.

In order to establish such ranking, we need to examine the effect 
of uncertainty and radicalness of final output on managerial attitudes. 
While such attitudes are linked and frequently nutually reinforcing, 
it is possible to separate out distinct influences on managerial 
perception of R & D sub-system characteristics, and consequent attitudes 
to allocation of resources to those areas.

Dcminant influences include the following:
(i) The pervasiveness of the rational model and 

its incompatibility with uncertainty (see 
Gold and Schon op cit). The rational model 
is appropriate as a general frame of 
reference for stable environments and routine 
decision naking problems. However, the greater 
the degree of uncertainty associated with a 
project, the more likely that managers adhering 
to the rational model will screen such projects 
out of the decision system. Uncertainty in 
R & D is derived from two project-specific 

sources;
(a) technical uncertainty; this tends 

to increase as R & D activity moves 
to the "top end" of the R & D 
hierarchy (see chapter 2).

(b) market uncertainty; "this is a consequence 
of the development of turbulent fields in
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35the industrial environment. The 

uncertainty is compounded back by the 
length of time from project inception 
to innovation in turbulent fields, and 
also by the degree of novelty and 
unfamiliarity of innovation. In both 
respects, uncertainty again increases towards 
the basic research level due to the tune 
taken for projects to progress through 
sub-systems and generate sub-system - 
linkages in the former case, and the tendency 
for novelty of final output to increase as 
the level of R & D activity in the sub­
system hierarchy increases. Thus the 
potential relevance of the rational model 
diminishes the nearer the particular activity 
is to the top end of the R & D spectuim; we 
would therefore typically expect increasing 
resistance tcwards innovative activity in the 
same direction.

(ii) Resistance to radical innovation; this is generally contingent 
on two related sources:

(a) The difficulties of co-ordinating and integrating 
radical innovation in complex systems;
"The problem with trying to achieve major 
advances in large and complex systems—  
products with a large number of highly 
interdependent ccmponents-is that to change 
any one item causes reverberations throughout



the system", (Nelson et al 1967, p.27).̂
Administrative problems in implementing 
innovation in richly connected, complex and 
functionally differentiated systems tends to 
increase with the radicalness of the 
innovation, the disruptive potential of radical 
change often acts us a strong dissuasive 
influence.

(b) dynamic conservatism (Schon 1971, pp.30-57).
This is active resistance to external or internal 
threats to stability on the part of individuals 
and groups in the system. In this case it is not 
the complexity of radical change which is the 
source of difficulty, but the extent of the threat 
to the stability of the existing system, the status 
quo,and vested interest. In his earlier work 
(1967) Schon identified the rational model as a 
crutch and reinforcing agent of dynamic 
conservatism.

Again, since degree of radicalness increases towards the top 
end of the spectrum, we would expect discrimination against, and resistance to 
R & D sub-system activity to increase with the level of the sub-system 

in the R & D hierarchy.
A further factor encouraging resistance to a particular type 

of sub-system activity is that in the case of the basic research 
sub-system we would expect non-appropriability of sub-system output, 
referred to earlier, to reduce its ranking in a managerial preference 

system even further.
(a) and (b) would tend to encourage increasing managerial



discrimination and bias against R & D activity as the level of the 
relevant R & D sub-system approaches the basic research end, while 
the third influence reinforces the tendency for basic research to 
be a lower ranking sub-system in managerial preferences.

All these effects would tend to influence management in the 
same direction, biasing them against innovation activity towards 
the "top" end of the R & D spectrum. This is supported by Gold 
(1971),in the light of his review and analysis of studies of 
innovation activity, in that as far as top management is concerned;

"first preference is generally for the continuation, or 
only noderate intensification, of familiar operations involving 
little risk to established organisational structures or
patterns of resource allocations...the generating or
pioneering adoption of major technological innovations is 
likely to rank low because it tends to involve heavy 
investments, substantial risks and readjustments in existing 
organisational arrangements and budgeting allocations affecting 
many functions and operating divisions'.' (p.222).
Jewkes et al (1969, pp. 112-14) concluded from their case 

studies of invention that administrators tend to discriminate 
against uncertain and long term research projects; research departments 
themselves may be a source of resistance to change due to the N.I.H.
(Not Invented Here) syndrome.̂  Hamberg (1963) described most 
corporate research as being mainly concerned with unambitious and 
"safe" projects, while Mansfield (1968) in conjunction with 
R. Brandenburg in a case study of large and prominent electronics 
firms, found that the projects approved by R & D management tended 
to have a high estimated subjective probability of success and were 
typically concernai with short term safe advances in the state of the art 
(p.57). Nelson et al (1967) found in interviews with corporation
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executives that R & D activity tended to be concentrated in search

38for modest improvements and short pay-back periods.
These observations support the view that management tend to 

prefer less uncertain and less novel projects as opposed to highly 
uncertain and radical projects.

Since both the radicalness and uncertainty of derivative final 
output tends to increase frcm the "bottom" to the "top" end of the 
R & D spectrum, this supports a general hypothesis; management will 
rank their preferences for a particular type of R & D activity according 
to its position in the R & D spectrum; the closer a particular activity 
is to final output, the less liable are management to resist or 
discriminate against that particular activity.

This suggests that there may be obstacles to be overcome before 
activity towards the "top" end of the R & D spectrum is taken up.
In particular it raises the interesting possibility that there may 
be progressively strengthening resistance to specific R & D activity 
as we move frcm the "bottom" to the "top" of the R & D spectrum, 
represented by ever increasing barriers or thresholds which must be 
overccme before the activity can be conducted. In chapter 7, in a 
modified version of the model to be developed in the next chapter, we 
shall consider those factors that may influence whether or not a 
particular barrier to the uptake of a lcwer ranked activity may be overcome 

One relevant question which has not been discussed so far is whether 
or not allocation of resources to R & D subsystems has inherent stability 
comparable to that of the R & D system overall. This is not an issue 
which appears to have received much attention,



4.3 8 -
but a recent report by the National Science Foundation (1973 (c))
provides relevant evidence at the level of the firm based primarily
on surveys of senior R & D officials in 55 of the largest U.S.
corporations. The officials were asked to comment on possible 
effects of cutbacks on basic research; the authors concluded,

"It was generally believed .... that such a policy on a long­
term basis could spell disaster yet, in periods of economic duress, 
cutting back on basic research can be an effective short-term 
mechanism to improve profits. If the basic research cut-back is 
too deep, however, good research people must be released; it is 
extremely difficult to obtain suitable replacements when money again 
be canes available (pp.3-4)

In the previous section Olin (1973), Mansfield (1968 (a)) and 
Reeves (1958) emphasised the general belief held by corporate 
management that high variability in the overall R & D programme 

can have an adverse and disruptive effect. The N.S.F. study above 
suggests that this attitude may still hold at sub-system level, in 
this case basic research. While the vulnerability of basic research 
to short term pressure is emphasised, so also is the resource based 
perspective of managers and inherent tendencies towards stability of 
basic research allocations. We would expect potential vulnerability 
of basic research in distress conditions to be high due to the 
irreconcilability of basic research and the rational model, and the 
long term nature of basic research payoff. However, it would seem 
that in the absence of short-term pressure basic research has a 
tendency towards a stable share of total resource allocation within 

the R & D department.
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Summary
In this chapter we have looked at some trends in the evolution 

of the modem corporation. The process of differentiation, reflected 
here in the development of the M-form organisation, has played a 
central role in the changing nature of the corporation in the 
twentieth century. As the environment of the typical modem 
corporation has become more complex and uncertain, so the increasing 
need for effective strategy has been paralleled by increasing 
difficulties and obstacles to such formulation.

However, it was suggested that the apparently widespread 
existence of stable managerial preferences for corporate resources 
in the various sub-systems meant that analysis and selection of 
individual strategies and projects could be disregarded as far as 
the present analysis is concerned. The institutionalisation of 
R & D and the separation of the overall R & D budget decision from 
project selection in the large modem corporation indicates the 
manner in which such preferences have evolved. The possibility 
that stable managerial resource preferences may exist at intra­
functional levels wets also considered, the specification of possible 
sub-systems (such as "basic research") being suggested by the 
analysis of chapter 2.

A basis for an alternative to the highly unsatisfactory project 
based model-building of approaches such as the neoclassical theory 
of the firm is indicated by the evidence that management of large 
corporations eorrrronly seek to achieve a balance of resources in 
corporate operations. Cyert and March (1963) recognised that it 
may be useful to discriminate between activities or projects and 
sub-units or sub-systems in the firm, and as we have seen in this



chapter, they provided simple behavioural principles relevant to 
the analysis of sub-systems rather than component activities. 
However, as we have seen earlier, their analysis covers a restricted 
fiace of decision problems and cannot be satisfactorily applied to 
top managerial decision making in the M-form organisation. We shall 
therefore use the general conclusions of this chapter as the 
starting point for the development of the model in the next 
chapter.
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Footnotes

See George (1974, p.33-36)
2. See Scherer (1970, p.41-44) and George (1974, p.36-37)
3. Chandler bases his analysis on historical data and detailed case 

histories of Du Pont General Motors, Standard Oil and Sears 
Roebuck.

4. See Berle and Means (1932)
5. Scherer (1970, p.30) states the median firm in

terms of shareholder numbers in the Fortune list of the 500 
largest corporations for 1956 recorded more than 9,000 shareholders.

6. Williamson (1970 and 1971) uses this term to describe the 
functionally subdivided firm.

7, As a consequence of this growth strategy, Chandler identifies 
metals and a number of agricultural companies as being among 
those still operating the U-form in 1960 (p.51).

8. Thus, Galtraith (1967, p.72-82) talks of the desire and ability 
of large, diversified, management controlled firms such as 
General Motors to control and stabilise their environment through 
planning. Schon (1971, p.64) defines the major planning _ 
question of the M-form enterprise as "what are the potentials
in development for new commercial ventures", and demonstrates 
how firms which integrate a number of diverse and related 
activities may unilaterally innovate whole new technologic 
systems without waiting for complementary innovation on the 
parts of other systems in the environment.

9. However, stability and predictability is achieved by rule of 
thumb decision rules (p.120). While stability woul_ appear 
be an implicit element of a negotiated environment in conditions 
of uncertainty, it does not enter into Cyert and March s formal 
node !.

10. Channon (1973, p.4) cites evidence to suggest that approximately 
86% of the 500 largest manufacturing firms in the U.b. were 
administered by a multi-divisional structure in 196 .

11. See studies of two highly diversified M-form
(Sheehan 1966) and Texas Instruments (Layton 1972, pp.96 
for examples of methodical formulation and integra ion o 
corporate strategy. Also, Carter (1971) m  a field study of 
decisions relating to computer installation found that active 
search for opportunity paralleled problemist̂  s ! , ,
suggests behavioural theory should be reappraise o 
strategic considerations.
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12. For example, Jantsch comnents on the evolution of corporate 

planning in the specific context of rapid technological change 
(1969, p.17).

13. Schon in fact emphasises this problem; "The times required for 
diagnosis, for design of demonstration or for extension to the 
next instance, are long enough - in a period of loss of the 
stable state - to include changes which invalidate conclusions 
once they are reached"-(1971, pp.212-3).

14. Simon defines programmed decisions as being repetitive and 
routine to the extent that a definite procedure has been worked 
out for handling them. Unprogranmed decisions are such to the 
extent that they are novel and unstructured (1965, pp.58-9). 
Strategy is interpretable as unprogranmed decision.

15. For example and analysis of such control mechanisms, see 
N. W. Chamberlain (1962).

16. Ansoff (1967) states that operations research has been applied 
successfully to lower level routine problems of internal 
allocation and utilisation of resources; "variables which are 
exogenous to the company as a whole usually do not have an 
important effect on the solution" (p.306).

However; "There is another large class of business problems 
in which operations research has had much less success. This 
includes company product policy, market policy, diversification, 
resource allocation, R & D planning, facilities location, etc. 
Problems in this class also have common characteristics. They 
are usually of concern to the top management levels in the firm. 
They deal with decisions whose impact is primarily on the long 
range future of the company and which affect the position of 
the company within its environment. Therefore variables and 
events exogenous to the firm frequently have a first-order effect 
on the solution" (p.306).

17. See Chandler (pp. 382-83) and Williamson (pp.115 and 117).
18. Consequently relations with environment tended to parallel those 

of third level mechanisms, with environmental stimuli of 
adversity being necessary to prompt corporate action, though 
analogous programmed responses were not always available. The 
firm became a reactive, adaptive system in the Cyert and March 
sense. The initial adoption of the M-form itself provides a 
good example of environmentally induced corporate change,in e ec 
distress innovation;1' In Dupont, the company's financial s a e 
ment .... provided the shock that finally precipitated a major 
reorganisation. ... At General Motors, an inventory crisis 
together with the collapse of the auto market in 19 20 produced 
the change ... Partial reorganisation at Jersey was uiduced by 
excessive inventories, falling profits, and a declining marke



share. ... But it was not until earnings fell ... that major 
organisation changes were induced. .... Although profit 
pressures at Sears were less dramatic, they also contributed to 
the change" Williamson (1970, p.113) from Chandler (1962) as 
source.

19. The open system property of differentiation is a separate concept 
from the eooncmic concept of product differentiation, though as 
is pointed out above, the latter encouraged the former in the 
development of the M-form.

20. See Von Bertalanffy (1973, p.223) and Katz and Kahn (1966, p.25).
21. See Jewkes et al (1969) ch. Ill for examples and further 

discussion.
22. This, in fact, is a major contributory factor identified by Emery 

and Trist (1965).
23. Coupling is a term used to describe links facilitating the 

integration of sub-systems in the overall system. It is 
particularly used to refer to the R & D sub-system and the 
development of technological innovation; (see Jantsch (1969, p̂ 2 
Iteaian (1974, pp.165, 169, 190-191), Price and Bass.(1969, p.805).

24. For empirical analysis emphasising the importance .
see Science Policy Research Unit (1972). For normative analysis 
of desirability of coupling, see Jantsch (1969 J.

25. See Williamson (1970, p.114) for a fuller discussion of these 
problems in the large U-form organisation.

26. Thus Reeves (1958, p.135) suggests that buildii*J*®“ “J*

D«, ̂  S*w*ta <1562,,
Gover and Smavasan (1972) and Foster (1971).

27. However, Hairberg (1963, p.110), while indicating thattheR director 
has usually discretionary control over pro]e , P° aBemen1: ̂
increasing influence and participation of s integrative this area. This is consistent with the post-war̂ integrati 
phase of the R & D function identified by infield (1 •
the same time, Nelson (1962) found that overTelephone Laboratories exercised substantial contrô  
direction of R & D from within the iuncrtaon : d LStive, 
allocation decisions were made by a f
the changing allocation of research effort Diace anperceived alternatives and knowledge change P
impossible information processing and decision making 
on top management".



- 4.44 -
Control and direction of the inherently uncertainty R & D 
projects is consequently made even more complex in terms of 
analysis of the decision making process.

28. Nelson (1972) states that as far as corporate behaviour is 
concerned, "in an environment of rapid change where the 
lower-order rales may be quite unstable, one might hope to find 
more stability in the qualitative "meta-rales" that guide 
changes in the rules" (p.42). Nelson gives as example of meta­
rules, R & D style , search rales and broad strategies. In a 
similar vein, Freeman (1974, ch.8) describes the various R & D 
strategies open to the firm, interpreting strategy as the broad
R & D philosophy or approach of the firm, a functional equivalent 
of the project-orientated concept of strategy discussed earlier. 
At higher levels in the firm it may be that such qualitative 
meta-rales may parallel the general stability in resource 
allocation described above.

29. Allen (1970, p.176) found in his study that the research budget 
was typically set as a percentage of turnover or operating 
profit, while the prevalence of the convention of setting R & D 
as a percentage of sales is also identified by Mansfield (1968 
(a) p.62). Freeman (1974, p.245-6), Quinn (1959, p.295), Thomas 
(1963, p.307).

30. In a survey of advertising appropriations, Taplin (1959, pp.32 
and 235) found that the most caimon standard used was a rairly 
stable percentage of sales"(p.232). Jastram (1949) reports a 
survey of 194 large advertisers in which three quarters of 
firms reported restricting advertising outlays to a fixed 
percentage of sales. Doyle (1968) reports this as the consensus 
method of deciding appropriations, and sets it in the context
of failure of rational, analytical method (p#576-77).

31. See also Von Bertalanffy (1973 pp.130-35, 149-50 and 164-9).
32. Argument partly based on NSF survey (1956).
33. See also Dalton (1974, p.145)̂ technological innovation is no

longer the haphazard result of occasional discovery. It has 
become institutionalised through corporate, university ^  
governmental research". Jewkes et al (1969) also m
the trap of the non-sequiter in analysing progressivê  
institutionalisation of R & D.̂  The underlyingprincip e, 
rarely formulated precisely, but ever present, has beenth 
originality can be organised ... mass production wi P 
originality just as it can produce sausages 'P*1 .
such behaviour and attitudes may be concomitant wi 
alisation ,they do not form necessary principles o 
underlying institutionalisation per se.

34. This is paralleled in the problem of organisation stracture 
by Burns and Stalker's distinction betw^ mechaustic and 
organic systems of management 5 ( Burns and Stalker
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organic system, typified by continual re-definition of tasks 
and shifting responsibility, is suggested to be the appropriate 
form for dynamic environment. Thus, while the organic form is 
identifiable as a coherent system composed of persisting 
organisation goals, resources, etc., its content and distribution 
of activity is liable to be dynamic, non-routine and highly 
changeable.

35. General business uncertainty is also aggravated by the development 
of turbulent fields, in this case in the macro-environment.

36. This refers to both organisational and technological connections 
and links between component sub-systems in the firm. See 
Gold (1971, p.222) for evidence of direct relationships between 
radical innovation and tendency to substantially readjust _ 
existing organisational arrangements and functional allocations, 
and Glennan (1967, pp.32-34) for examples of problems presented 
by component interrelatedness ,for technological innovation.

37. See Jewkes, 1969, pp. 115-16 for examples of myopia and under­
estimation of outside ideas on the part of some eminent researchers.

38. In such circumstances it is perhaps surprising that search for 
major innovation is conducted at all. However, despite the 
fact that only about 3% of R & D expenditure was allocated to 
the basic research sub-system in the N.S.F. categorisation 
(N.S.F. 1973(b), from table B-45, p.66), the distribution of 
scientists to basic research work activities was approximately 
17% of all non-managerial employment of scientists in R & 
sub-systems (N.S.F. 1973 (a), from chart, p.13). While basic 
research tends to cost relatively little in terms of demands on 
resources, development costs typically involve expensive 
prototypes and pilot projects. Such expenditure an cos s 
are incurred in development and tend to _ overstate bhe activity 
in that sub-system and understate activity in the bas 
sub-system, in terms of the allocation of scienti îc ime 
work.



CHAPTER 5

The Model

We are now in a position where we may begin to draw together 
the different threads of arguments of preceding chapters with the 
intention of formulating a model of resource allocation in the 
modem corporation. So far we have been concerned with three 
inter-related aspects of the R & D problem, that is, the nature and 
characteristics of R & D, models of allocations of resources for 
technological change in industry, and the evolution of the modem 
corporation and institutionalisation of R & D. In this chapter, the 
development of a model of corporate allocations to R & D is founded 
on a number of points and conclusions made in these earlier chapters.

A central issue dealt with in the previous analysis is the 
significance of uncertainty in R & D work at project level in the 
modem corporation. Because of the pervasiveness and importance of 
uncertainty, a substantial body of opinion,supported by empirical 
studies of R & D, holds that the applicability of rational models to 
R & D projects is drastically constrained. The tendency for large 
modem corporations to separate budget and allocation decisions 
reinforces criticism of project models; if» as appears to be the 
general case, corporations generally allocate a stable percentage 
of available funds and resources to R & D independently of the 
allocation decision, the irrelevance of project based models is 
assured, at least as far as descriptive theories of the R & D
budget in the firm are concerned.

If we retain a project based perspective of allocation of 
resources to functions in the firm, such budgetary conventions are 
difficult to explain or justify. In fact,such a frame of reference 
encourages criticism in terms of the imputed non-rational and unsoun
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nature of such budgetary process. Quinn (1959, p.295) describes 
the practice of setting the R & D budget as a percentage of sales 
as "arbitrary", Jastram (1950) identifies the practice of setting 
advertising appropriation as a percentage of established sales 
revenue for the period, "regardless of any logical inconsistency 
which may be involved" (p.155), while Doyle also criticises such 
appropriation policy as lacking a logical basis (1968, p.577).
It is indeed difficult to conceive how such practice might be 
analysed or condoned within a project based frame of reference.

Yet "logical inconsistency" or "arbitrariness" only holds 
as valid criticism if it is intended that budgeting adopt the 
frame of reference held by the same critics. It may be that such 
conventions follow a framework of internally consistent rules unre­
lated to project based optimisation procedures, and consequently 
acting in accordance with an entirely different rationale. In fact 
in the last chapter it was suggested that the R & D budget decision 
is frequently based on consideration of qualitatively different 
characteristics and variables than those typically associated with 
project based models. The widespread resource-orientation of 
budget decisions parallels and complements functional differentiation 
in hierarchy and the institutionalisation of technological change. 
These developments are related to the growth of turbulent fields 
and the corresponding necessity for open system organisation and ac
tion on the part of the corporation.

The last chapter also described features of corporate organis­
ation and behaviour constituting definitive characteristics of open 
systems, and further supports adoption of the open system frame 
of reference in analysis of technological change. The typical
variables relevant to decision making at higher function levels were 
identified as resource rather than the cutccme-orientated project.
Beyond mentioning differences in properties of those decision varea-



bles (particularly aspects of stability and homogeneity associated 
with resources and projects respectively) we have not examined the 
implications of this feature of higher decision making procedure.
In this chapter we attempt to provide a rationale for such behaviour, 
in an open systems framework. We will develop a model of corporate 
resource allocation based on the concept of the firm as a hierar­
chically organised system, with a relatively stable set of preferences 
for resource allocation, distributing resources in a "top-down" fashion, 
The firm is regarded as a system partitioned into sub-systems; 
allocations are first made to individual systems and then distributed 
to component sub-systems. A means whereby a preference system can 
be built up through feedback is also suggested. The corporate man­
agement will be assumed to allocate resources, according to this 
preference system, with the primary objective of ensuring the sur­
vival of the corporate system, in the context of a hostile turbulent
environment (actual or potential).

The view of the firm as being hierarchically structured into 
successive partitionings was emphasised in the last chapter as a 
central feature of corporate resource allocation. In the next 
section we will suggest hew redundancy may facilitate, and non reduci 
bility necessitate, the description of tire firm in this way.

Abstraction in Interpretation of Complex Systems 
In chapter 1 it was suggested that a holistic view of the cor­

poration may be more appropriate than the reductionist perspective o 
neoclassical theory for some purposes. Redundancy and non 
reducibility were two concepts used to support the holistic or sys 
temic argument, and they are discussed in rather more detail 
this section. It is important to bear in mind that neither concept is
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definable in terms of the concepts and behaviour of lcwer levels.
The previous chapter has, in fact, already suggested the emergence of 
stable resource preferences at higher levels in corporate decision 
making, and implied that these are not reducible to project terms.
We shall suggest why this may be the case belcw in discussion of 
"gestalt" organisation, but first the concept of redundancy is dis­
cussed as an additional justification for abstraction.

In this respect, H.A.Simon (1969) emphasises the possibility of 
deriving simple descriptions of complex systems sufficient to provide 
adequate models of behaviour;

"The more we are willing to abstract from the detail of a set 
of phenomena, the easier it becomes to simulate the phenomena. More­
over we do not have to know or guess at all the internal structure 
of the system, but only that part of it that is crucial to the ab­
straction " (p.16).

Simon later asserts that complexity or simplicity of structure 
depends critically upon the manner of description. Most complex 
systems incorporate large degrees of redundancy, and this redundancy 
can be utilised to simplify description. However the correct rep­
resentation and simplification must be identified to achieve this 

(1969, p.117).
An example is provided of the behaviour of an ant:
"An ant viewed as a behaving system, is quite simple. The 

apparent complexity of its behaviour over time is largely a reflec­
tion of the complexity of the environment in which it finds itself'. 

(1969, p.24).
Simon develops this hypothesis from description of an ant's irregular, 
erratic path weaving and detouring around obstacles on the way to its 
anthole. Complexity of behaviour is determined by complexity of 
environment, not innate complexity of the ant itself in terms of
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goals or preferences.
In this context the ant may be represented as a simple system;
"at the level of cells or molecules, ants are demonstrably 

complex; but these microscopic details of the inner environment may 
be largely irrelevant to the ants' behaviour in relation to the outer 
environment." (p.25).
Simon suggests an automaton, though different macroscopically, might 
adequately simulate the ant's behaviour.

While Simon is careful to frame his interpretation as a hypo­
thesis, his identification of redundancy of lower levels in the 
behaviour system parallels the gross simplicity of analytical and
simulation models of complex systems.2 Simon extends his hypothesis 
to cover human behaviour, and if it is further extended to social sys­
tems, it has obvious implications for corporate analysis. Irrelevancy 
of study of behaviour at lcwer levels in the system would greatly 
simplify analysis. A corollary is that analysis of higher levels in 
terms of lower level concepts may be inapposite, and worse, possibly
misrepresent higher level activity.

Consequently characteristics and properties of systems may 
differ qualitatively from consituent sub-systems. For example, 
steady state behaviour may involve different perspectives or qualities 
fran those of lower sub-systems. This is pointed out in one respect 

by Rapoport (1974);
"open systems if'left alone' tend toward steady states deter­

mined by their structure and interactions with the environment. 
Mathematically this trend is often demonstrated as a determims 
one. But it can also be shown in so-called stochastic systems m  
which the simple events are probabilistic but the system behaves 
deterministically in its totality." (PP* 167-68).

However syste.iic properties may differ substantially from simple
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aggregative or summative properties derived from mathematical
manipulation of statistical events. The Gestalt psychologists
based their analysis on the hypothesis that wholes ( which Angyal(1969)
describes as "organised objects") have properties not derivable
from analysis and aggregation of constituent parts. This approach 
has been widely summarised in terms of what Angyal (1969 p.26) describes
as an inapt formulation;

"the whole is more than the sum of its parts".
As Angyal points out, this may suggest that a summation of parts 
takes place and that in addition a new factor enters the composition 
of wholes, contrary to the interpretation of Gestalt psychologists.
Gestails and additive aggregations bear no direct relationship to 
one another; instead of implying that wholes involve something more 
than summation of parts, it is more appropriate to state that aggre­
gation plays no part in whole formation (Angyal (1969) p.26).

This is explicitly formulated by Angyal;
"in an aggregation the parts are added, in wholes the parts are 

arranged in a system. The system is an independent framework in
which the parts are placed......the whole is, to a large extent,
independent of the individual parts." (p.27).
Consequently aggregation and the formation of wholes involve processes 
of entirely different natures. Gestalt is German for configuration 
or pattern, and as the name implies, holistic properties of systems 
may only be perceivable through consideration of higher levels in 
the system. Thus, not only would analysis of Simon's ant at the 
level of cells and molecules be redundant, it might obscure simple 
goal seeking behaviour at higher levels. The abstraction involved 
in considering progressively higher levels in systems not only 
involves information loss in terms of description of lcwer-level 
sub-systems, it may also result in a gain due to qualitative differences
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in the determinants and constituents of higher level behaviour.
As Simon elsewhere states, in dealing with complex problems in­
volving persistent, systematic properties and characteristics,

"Man...is not only a learning animal, he is a pattern
finding and concept forming animal". (1959, p.272)

The importance of this for the subsequent model development 
in this chapter is difficult to overstate. The general direction 
of contemporary economics is with respect to derivation of aggre­
gative relationships between sub-systems and system; costs of 
production are sunmed to obtain total costs of production, aggregate 
demand and supply curves are derived from the behaviour of individual 
units. The concepts of cost»revenue,demand and supply remain 
essentially the same in whatever level in the overall economic 
system they are applied.

However, in allocation of resources to R & D and other func­
tions in the large modem corporation,there does not appear to be a 
sunmative process and corresponding concept camion to all sub-system 
levels. The project is naturally the operational concern inside 
the R & D system itself, but it has typically no equivalent in 
budgeting at higher levels in the large corporation. Budgeting at 
the level of the function is typically analysed in terms of available 
resources and precedes consideration of allocations to specific 
resources. Maiagers evince stable preferences for resources,and 
firms are generally describable in terms of enduring departments, 
managerial teams etc. The corporate system as a whole, analysed in 
terms of constituent functions such as R & D, marketing, production and 
so on, does appear to be largely definable independently of its compon­
ent projects and activities; not only is this a defining quality 
of "resources",3 it is also a feature of gestalt organisation of wholes

(see Angyal above).
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Gestalt organisation of managerial preferences for resources 
at the highest level in the firm may help to explain the processes 
and behaviour discussed in chapter 4. The abstraction of top 
management with respect to routine problems and complex inter­
related processes at lower levels, may facilitate formation of 
gestalts with respect to resources. It is a characteristic of 
gestalt that configuration or pattern at higher levels is not 
derivable in terms of "building up" from lower level analysis; 
consequently project analysis may be inappropriate at this higher 
level, as far as description of managerial overview of the alloca­
tive problem in the corporation is concerned.

The idea of "gestalt" is almost certainly an essential 
ingredient in the formulation of stable "meta-rules" which Nelson 
(1972, p.42) postulates as existing in turbulent environments.
The specification of constructs to which these meta-rules might refer 
or be applicable possibly ranks among the major, though generally 
unrecognised, contribution of both Cyert and March and Penrose.
Thus, Penrose contends that resources may be defined independently of 
their use (p.25), while Cyert and March perceive the "relatively 
independent calculation" of sub-unit budgets with respect to projects 
(p.272), and distinguish between sub-unit and project allocations 
(p.274). In neoclassical theory such distinctions would be 
arbitrary with no behavioural implications; boundaries and charac 
teristics of sub-units would be defined in terms of aggregative 
constituent projects, and resources and sub-units would only be recog­
nised in terms of their derived services.

The distinctiveness of gestalts from simple aggregations is

emphasised by Allport (1955);
"Since the percept has an indissoluble unity it could not ha e 

been acquired in the first instance by adding sensory units "piecemeal".

lu m p *,. ■ mf
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It might take a little time before the gestalt appears; but when it 
cones its advent is sudden. It is all or none. Learning would 
therefore have to be a discontinuous rather than a continuous 
process", (p.124-5)

Analogously, in the case of the corporation, patterns inherent 
in the organisation and its environment are not derivable frcm simple 
manipulation or analysis of projects. Such processes may require 
higher levels of abstraction and synthesis by corporation management. 
Obviously such perceptual constructs cannot be directly observed, and 
must be inferred fran the usefulness of models based on such concepts; 
however evidence of search for gestalt organisation in a highly 
innovative corporation is provided by Morton (1967) from his descrip­
tive comments of Bell Telephone Laboratories in which he was Vice
President for Electronic Components;

"Wherever you run up against a complex problem - and in fact, I 
find it difficult to name problems in the technological world that 
are not complex - you look for patterns. In other words you look at 
it as a system. What do we mean by a system? First it is an inte­
grated whole. It is not a bunch of disconnected parts. It is a 
structure of specialised parts, each of which has its own special 
function in the whole, and each of which is so coupled to the others 
that they act together tcward a cannon purpose. >,e also maintain th 
the combined effectiveness of the persons making up this system
more than the simple sum of its parts." (p.22)
Morton analyses, A.T.& T., the parent company of the Bell Telephone 
Laboratories (B.T.L.) into "only four basic functions" (p.25), of 
which B.T.L. serves as the R & D department. This functional 
separation is perceived in a complex system of about 800,000 employees

in 24 companies (pp.24-25).
Such a view of the individual corporation appears reasonable,
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and indeed essential in the light of the discussion here and in 
chapter 4. We shall develop a model of corporate resource allo­
cation based on a similar interpretation of the corporation as that 
described by Morton above. In the next section, the features of 
managerial decision processes concerned with the overall deploy­
ment of corporate resources will be analysed further in terms of 
gestalt organisation, and the basic assumptions of the model will be 
set cut.

Nature and Objectives of Corporate Resource Allocation

The analysis so far suggests that certain general statements can 
be made regarding corporate resource allocation at high levels 
of decision-making in the large modern corporation. We shall 
briefly sunmarise the most significant as far as our argument is 

concerned.
1) It is based on subjective rather than objective decision 

rules. There do not appear to be widely recognised priciples or methods 
corresponding to the decision making process which would provide the 
same allocative solutions by analytical methods. The evidence of
the earlier chapters suggests that subjective evaluation of allo­
cations takes place through rule of thumb methods, rather than aggre 
gation of individual projects by means of optimization techniques.

2) There appears to be stable managerial preferences for 
resources at top management levels in the firm. This is reflected
in the tendency towards explicit equi-proportional allocations at func­
tional level despite the existence of turbulent environments.

3) The modern corporation behaves as an open system in allo­
cating and organising resources for the generation of strategies and
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innovations. Research and development at function level is an 
institutionalised and integrated part of the managerial preference 

system.
4) Managerial decision making based on the preference sys­

tem fo r  resources is national. This is the most speculative of the 
statements made here, and indeed the burden of argument referred 
to earlier emphasises the "arbitrary", "illogical" nature of con­
ventions such as setting R & D as a percentage of sales. For the 
reasons stated earlier, such criticism may be provisionally dis­
counted since they are made from within the neoclassical frame of 
reference. However it was suggested earlier that finis may learn 
the appropriate level of R & D that permit it to survive and expand 
their operations; this infers subjectively rational action on the 
part of senior corporate management even if analytic methods are 
unreliable at project level. The development of models of cor­
poration behaviour would be made exceedingly complex without some form
of rationality postulate as guideline.

We have now a number of building blocks on which to develop 
a model of corporation decision-making behaviour. One area of 
neglect so far is the possible objective function operative at this 
higher level of abstraction. In neoclassical theory the objec 
tive function is profit maximisation, and recent extensions have 
included sales naximisation subject to a profit constraint (Baumol, 
1959) and maximisation of managerial utility (Williamson, 1964).
In a recent qualification of his early theory of managerial discre 
tion, however .Williamson (1971) has suggested that the M-form corpor- 
ation may effectively premote profit maximising behaviour.
shall discuss this further below.

An alternative motivating force applicable to resource manage­
ment at the top level in the managerial hierarchy is required.
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This is suggested by Emery (1969) in his analysis of corporations 
as open systems operating in fields with "complex environmental 
interactions" (p.8).

"The task of management is governed by the need to match con­
stantly the actual and potential capacities of the enterprise to the 
actual and potential requirements of the environment. Only in this 
way can a mission be defined that may enable an enterprise to achieve 
a steady state. However the actions of management cannot in them­
selves constitute a logically sufficient condition for achievement 
of a steady state"(P.10).
Here the steady state is the target for managerial allocations.
A similar objective is implied in Chamberlain (1968).

"There must always be a tendency toward a state of equilibrium.
At the same time there must also be a tendency toward a break-up of 
existing relationships and the formation of new ones because of the 
intrusion of unavoidable environmental changes and the firm's purposive­

ness with respect to them.
These two tendencies - toward coherence and disturbance, toward

equilibrium and disequilibrium - must run together, in a kind of
»5economic counterpoint (p.10).

Chamberlain suggests that a balance or harmony must be main­
tained between existing relationships and forces promoting change, 
in which latter category would be included R & D. This is similar 
to Emery's primary task of management,in which achievement and 
maintenance of a steady state is the objective. The steady state 
was earlier interpreted as maintenance of the essential character or 
identity of the system; Kast and Rosenzweig (1974) reproduce this 
interpretation, but also provide a description of steady state 

appropriate in this context;
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"The steady state has an additional meaning; within the 
organisational system, the various subsystems have achieved a 
balance of relationships and forces which allows the total system to 
perform effectively" (p.116).
A more rigorous definition is provided by Von Bertalanffy (1973,p. 167) 
as a time-independent state in which the ratio of the system com­
ponents is constant. We shall refer to this description in the 
development of the model.

This balance of sub-systems and consequent "matching" or 
"harmony" between firm and environment may therefore be regarded as 
a form of organisational objective. Thus,organisational success 
in achieving this objective may be regarded as being reflected in 
the coincidence of the selected allocations of the managerial resource 
preference system with the appropriate allocation of resources 
required to achieve/maintain steady state. Such coincidence would 
result in observable equi-proportional sub-system allocation of 
resources over a period of time. However,a mis-match between pref­
erence system and required sub-system balance would eventually 
necessitate corrective action being taken, and consequent non-steady 

state behaviour.
Suppose, for example, stable parameters (some possibly defined 

in terms of rates of change) are operating in the environment o 
the firm and require the firm to allocate certain proportions of funds 
to various sub-systems if steady state is to be achieved. Approxi- 
mating the required allocations permits achievement and continuance 
of the steady state, while significant deviations from required allo­
cations - say, an excess of resources allocated to marketing, or 
not enough to R & D - will result in firm/environment mis-match, and 
necessitate eventual corrective action. The firm which habitually 
mis-matches resources and environment will exhibit erratic, unstable
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behaviour, while the firm which achieves a fair match between required 
and actual allocations would tend to exhibit steady state behaviour.

Such characteristics of corporate decision making does involve 
some potentially restrictive assumptions. Firstly, it requires that 
there is some regularity or pattern in sub-systems with respect to 
their overall function and relations with their external and internal 
environments. This is implicit in the concept of 'gestalt' which 
was earlier suggested to be a possible feature of resource prefer­
ences at top levels in the corporation. However the existence of 
pattern and regularity at high levels of abstraction, involving 
technological change parameters in dynamic environments, is well 
illustrated by the wide applicability of the logistic curve to growth 
of technological capability or "key-parameters".6 Such growth 
patterns have been demonstrated for a number of techologies, the 
degree of abstraction being such that typically only a single 
characteristic such as capacity/speed/power is involved. With res­
pect to the possibility that top management may perceive a global 
pattern in terms of environmental parameters and "matching internal 
resources, it is encouraging that abstraction demonstrates pattern 
in technological change, the latter representing perhaps the definitive

characteristic of turbulent fields.
Secondly, it implies that the environment is sufficiently hostile

and other firms sufficiently competitive to motivate steady-state 
seeking behaviour. By competitive environment we simply mean that 
the environment is sufficiently unstable and demanding as to miti­
gate against significant discretionary allocations away from the steady 
state, and this appears to be guaranteed to a large extent by the 
pervasiveness of turbulent fields (Emery and Trist (1965), Terreberry 
(1968) ). In this respect, Williamson (1971) suggests that the 
modern tt-form corporation is potentially more efficient in terms of
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profit maximising than its predecessor, the U-form. As we saw in 
chapter 4, the M-form facilitates separation of strategic and opera­
ting decisions, creating capacity at top-level decision-making for 
consideration of strategic change. It also reduces strictly 
functional matters to divisional level, with the consequence that 
partisan goal seeking can be controlled or even eliminated; the 
top-level decision-makers have a "psychological conmitment" to the 
operation of the corporation as a whole (Williamson, 1971, p.359). 
Williamson argues that as a consequence the M-form organisation and 
operation is less favourable for the indulgence and pursuit of man­
agerial discretion than the alternative U-fom due to the "superior 
efficiency, motivational and control properties" of the M-form, (p.367) 
Given the widespread adoption of this organisation form in modern U.S. 
industry, the implication is that the large corporation typically may 
face strong effective competition - whether real or potential - in 
its various markets. In such circumstances, we assume corporate 
management seek the steady state solution that permits it to sur­
vive and also possibly to achieve some grcwth. We will discuss this 
latter possibility further in a later section.

Thirdly, it implies limited substitutibility of sub-systems.
If steady state could be maintained by replacing some R & D resources 
by equivalent expenditure on marketing, the steady state would not 
be a unique solution. In such circumstances enduring stable pref­
erences for resources may not reflect attainment of a unique steady 
state, but may reflect stagnation of resource preferences due to the 
adequacy of a range of alternatives. A problem considered belcw is 
how the model may be specified to obtain unique allocations in the

steady state.



The Derivation of the Preference System

In open system, the means whereby steady state is achieved is 
through feedback from its environment, particularly negative feed­

back;
"Negative feedback is informational input which indicates that

the system is deviating from a prescribed course and should readjust
to a new steady state.... Management is involved in interpreting and
correcting for this information feedback" (Kast and Rosenzweig, 1974

p.117).7
Thus, as suggested earlier, third level mechanisms contribute to the 
maintenance of steady state in an open system. However, such mechan­
isms do not provide information about steady state characteristics as such 
they are specified simply in terms of discrete action/inaction, nega­
tive feedback prompting corrective action, and absence of negative 
feedback signifying no system correction necessary. For derivation 
of preference systems leading to purposive steady state seeking beh 
¿viour, we have to formulate open system models of corporate behaviour. 
Negative feedback homeostatic mechanisms are useful for signalling 
when required steady state allocations are being deviated from, an 
if the existing preference system requires adjustment. As th 
firms experience and knowledge of a particular environment increases, 
so pattern and regularity in the features and performances 
respective resources contributions is perceived. Morton (196 ,p 
gives customer error, feedback through intermediate institution , 
flow of funds from the external investment market, and articulation 
of new needs from market signals as examples of informati 
hack in the Bell ocmnunications system. While some of this is erro 
or negative feedback, some will also signal opportunities and successful 
strategies (positive feedback), and together both types of feedback
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may contribute to the elaboration of a stable preference system.

The previous section suggested that in an open system frame­
work the managerial task is to achieve a "match" between organisation 
and environment in terms of steady state allocations to resources. 
Environmental parameters determine the preference system of the firm
through the firm's interaction with the environment. It is not 
necessary that the various parameters be isolated and identified by
1he firm; it is the contribution of sub-system combinations to steady 
state behaviour that is important. A gestalt may be devised with 
respect to the pattern of resources that management have learnt to 
be effective from past experience of resource allocation in a partic­
ular environment. Although the specification and inter-relationships 
of system and environmental parameters may be extremely complex, pro­
viding there is regularity and consistent pattern in system, environ 
ment, and their relationship, a stable preference system for resources 
may be built up through simple system-environmental interaction. 
Environmental turbulence need not imply lack of pattern; even though
water movement in a rough sea nay appear chaotic and irregular when 
viewed from close quarters, there may be discernible regular wave 
patterns when viewed from a greater height. Similarly turbulence m  
corporate environnent may be consistent with pattern at higher levels

of abstraction and decision-making.
Once a 'gestalt' appropriate to the system and environment 

has been achieved, the control problem nay be reduced to a third level 
problem, providing the pattern and configuration on which the gest 
is based is expected to persist indefinitely; negative feedback would 
signify that the pereeived pattern and corresponding resource allo­
cation requires adjustment to changing circumstan

This is analogous to Friedman's example (1953,p.21) of a bll 
Player who lea™ requit«! actions art performs them skilfully without



solving the complex and dynamic equations with which his shots may be 
represented in a mathematical model. An expert billiards player 
does not require knowledge of Newton's laws of motion, nor does he 
have to separate out relevant variables such as coefficient of fric­
tion, ball velocity etc; his skill will have been developed through the 
trial and error process of negative feedback.. Similarly manage­
ment need not separately identify parameters and specify relationships 
for attainment of steady state since this is learnt from experience of 
past allocations and consequent effects on attainment of steady state. 
Negative feedback adjusts the preference system and directs resource 
allocation to the steady state value.

A Framework for Intra-Firm Allocation
We therefore assume management makes subjectively rational dec­

isions on the basis of a stable system of preference for resources, 
in the context of the corporation behaving as an open system 
turbulent fields. Research and develop***may be an integral com­
ponent in the preference system. In developing a model of corpo 
resource allocation these constitute the basic assumptions.

Since it has been suggested that the project-orientated neo­
classical approach is inappropriate for analysis of corporate decision 
making in turbulent environments, it jnight be expected that conven 
economic theory in general is redundant as far as such analy 
cemed. In fact, given the basic assumptions above,this may not be the

i t  j _✓ v rxi-w i mo-fhniinlorv

and substantial literature based on the 'assumptions of subjective 
ality" and "stable system of prefercnces" in the theory of consumer choice,
particularly with respect to indifference airve theory. Concepts

, ... . utilised in developinĝ  model,derived from indifference curve theory will
.j j . .. distinct functions; production/We assume a firm divided into two

marketing (P/M) and research and development (R S D). ty



derivable frcm allocation of resources to both functions, perceived 
utility depending on the contribution a particular combination of 
resources makes towards the survival of the firm; we deal with 
possible exponents of utility later. ' In turbulent environments, 
survival is the prime objective of the firm and resources are 
deployed with this objective in mind. The more resources avail­
able to the firm, the better its chances of ensuring survival, 
ceteris paribus; however, the effectiveness of contributions of 
"bundles" of resources (or combinations of sub-systems) depends 
on the specific combination of resources employed over a defined 
period. The importance of the steady state in this context will

be discussed later.
As far as the resource allocation to each function is con­

cerned, it may be specified with respect to real expenditure on 
the resources employed in each function as long as relative prices 
are held constant; we will assume all firms have equal access to 
resources, and all resources are available to the firm at the marke 
rate. If relative prices are assumed to be constant, P/M and 
R &D allocations^ then be treated as involving homogenous res­
ources; this is analogous to Hick's composite conrnodify theorem 
(196., p.33) except that ». specify w> «»posite resources instead 

. 9of one composite caimodity.

The utility function may be defined as

U = f(Yr Y2}

where is R & D resources and Y2 is P/M resources.
VP. »11 t)*refore esse» that «r preference system de^s with

two resources P/M and R 8 D and that we can identify different
, yii a suggested set of assumptionsof resources, X, X X" ... * • A 56

permitting the development of a theory of resource choice are set out
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below, based closely on Green's axions of choice (1971):
1) Different allocations of P/M and R & D can be represented 

ty a weak preference ordering; for any pair of resourv. allocations 
X and X' either XRX' or X'RX or both (completeness)and if XFX' and 
X'RX", then XRX" (transitivity). The relation R means that one bundle 
is regarded as at least as good as the other.10 If we obtain a 
function which assigns to each allocation a unique real number, 

then
U(X) > U(X') if and only if XRX' 

i.e. the utility derived from X is greater than or equal to that 
derived from X' if and only if X is regarded as at least as good as 

X.
2) If X is a chosen allocation from a set of alternative allo­

cations and X' is an allocation in that set then XRX' (rational choice). 
In terms of utility U(X) t U(X') if and only if XRX .

3) If X contains at least as much of both resources and more 
of at least one resource, then X is preferred to X ; that is if
X > X', then XPX' (non-saturation)
If the utility function is differentiable everywhere in the set of 
alternative allocations, then the partial derivatives with respect
to P/M and R & D are greater than zero.

4) For any allocations X and X' a continuous series of alloca­
tions can be found connecting X and X' (connectedness)

5) The set of all possible allocations X' such that X'RX is 
strictly convex for all possible allocations of X (convexity.
implications of this assumption will be discussed belew).

5) The marginal rate of substitution between all pairs of allo­
cations in the set of alternative allocations is uniquely determined 

(smooth indifference curves).
One assumption that is both central and more complex than 

the others is the convexity assumption. We will discuss this bel
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but first we will assume both functions exhibit diminishing marginal 
utility» as the use of resources in each function increases, so the 
contribution towards steady state maintenance derivable from each
function tends to decrease, i.e.;

Un <0 (R & D)

u22<o.(p/m)
The marginal utilities themselves (l̂  (R & D ) and U2 (P/M) ) are 
always positive (from the assumption of non satiety). However we 
are faced with a problem since our assumptions are not strong enough 
to guarantee a convex indifference curve, i.e. a diminishing marginal 
rate of substitution. Diminishing marginal utility is neither nece­
ssary nor sufficient for convexity (Green, 1971, pp.83-94 and 305-08). 
We can deal with this if we add the "special hypothesis" of indepen­

dent utilities (Green 1971, pp.89-94). However there are strong

reasons to suspect that the utilities dealt with here are definitely 
not independent, and sufficiently dependent on one another to affect 
the relevance of a model built on this assumption; the effectiveness 
of P/M will be affected by the amount of R & D supplying it with new
ideas, and the effectiveness of R & D will depend on the amount of 
P/M available to exploit R & D ideas. We cannot assume that utilit­

ies are independent, therefore
Ui2 = U21 i 0 (U12 = U21 from Youngs Theorem)

However it K- „v,—  +wat indifference curves are strictly convex

to the origin if and only if
Uu  <U2>! - 2 1 ) ^  * W 2 * 0 <s“  Gre“" 1971,P'90’ 

We know that Uu  and U22 <0: and U2 > 0 according to our
assumptions. Therefore for a convex indifference curve wi 
wishing marginal rate of substitution, we requir

U12 ) 0 or d*U > 0
àY„



This requirement means that,as we increase P/M resources, the utility 
derivable from additional R & D resources does not diminish.
Normally we would expect the usefulness of R & D resources to 
increase as more P/M resources are made available to exploit the 
ideas and innovations generated by R & D, implying U12 > 0 and dimin­
ishing marginal rate of substitution. A possible qualification 
to this general conclusion is discussed in a later section of this

chapter.
Unit measurement of composite resources may be defined indep­

endently in the respective R & D and P/M functions. Thus, for 
example, a given real expenditure may purchase m R & D resources or 
n P/M resources where m may or may not equal n depending on measure 
ment convention in the respective functions. As far as 
expenditure on resources is concerned, managers face a budget con 
straint of expected available funds for resource allocation to be 
distributed according to the resource preference system. Given the 
constraint of available system expenditure, allocations to sub­
system can only be increased by trading off allocations to costing

sub-systems.
The utility of a resource combination is specified in terms 

of contribution to the survival of the firm; in a benign environ­
ment long tern survival may be consistent with a variety of alter­
native allocations, but we assume this is not the cas 
Corporate allocations are oriented towards ensuring the survival 
of the firm in a dynamic, hostile environment; attaint of a steady 
state allocation which may be perpetuated indefinitely is an essen­
tial part of the problem of maintaining organisational viability in 
turbulent fields. Maximising utility of resource allocations 
therefore involves attempting to establish the particular st y 
state solution which will ensure organisational viability.
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general, it should be possible to identify the possible elements 
of utility derivable from a given resource bundle-, R & D as a source 
of innovations, marketing for selling effectiveness etc. Ultimately 
the utility of functions must be seen in terms of their capacity for 
revenue generation in conjunction with other functions in the firm, 
though not as project level generally. We assume that it is possible 
to establish a pattern or overview in terms of revenue generation cap­

acity of specific bundles of resources.
Obviously,since the payoff from allocation to R & D resources 

is typically highly lagged, the time period over which the preference 
system is hypothesised to operate must be long enough to permit 
most viable projects to be worked through to development and subse­
quent exploitation. Note that this does not necessarily mean that 
the utility derivable from R & D resources lags, the utility from 
production for any time period; as emphasised utility is derivable 
from combination of resources, R & D requiring eventual use of P/M 
resources before utility can be generated by any R & D allocations.
It is the balance of resources or eviration of sub-system, which 
constitutes the prime decision making problem at thi

The allocation problem can be described graphically be



For a resource expenditure constraint of aa1 management may allocate 
a maximum of Oa resources to R & D and Oa1 to P/M in figure 5.1 above. 
Management are motivated to allocate resources intended to achieve 
steady state due to the environmental pressure in competitive, tur­
bulent fields and consequently attempt to maximise the perceived 
utility of resource contribution towards the steady state. It is 
assumed the demands of the environment are such as to not permit any 
correlate of organisational slack in corporate resources, and that
the steady state is a unique solution with respect to the specific 
level of corporate resource expenditure incurred. The implications
of this assumption are discussed further in a later section.

The indifference curves in figure 5.1 describe the locus of points 
providing equal perceived opportunity for long term survival.
All resource combinations described by a particular indifference
curve are seen as providing the same potential in terms of the present 
value of operations conducted over the specified time period, even 
though the components of utility (such as advertising campaigns, in­
ventions etc.), and the manner in which future revenue is gener­
ated,is liable to be different for each resource ccrrtoiration.

The implication for management described by figure 5.1 above, 
is that given the rasouroe budget constraint .¿and the managerial utility 
function, utility is maximised at d where the highest possible in­
difference curve II1 is attained. II1 is tangential to aa at d. 
Allocations on, say, I ^ 1 result in a resource mis-match between 
firm and . environment; coûtions on higher indifference curves 
are preferred as allocations approach the steady state solution, 
unless the steady state solution is achieved, in the long run 
corporation will be non-viable. On the other hand, allocat'
I * 1 are too expensive for the firm to consider even though they 
generate greater utility than IIj1 combinations. Point d is
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therefore the highest available utility point attainable with 
available resources, and since the preference system is expressed 
deterministically, corporate management are assumed to have knowledge 
of this combination of resources, the combination most likely to 
guarantee future survival in the face of actual or potential can- 
petition; it is assumed that at this level of abstraction there is no 
significant uncertainty pertaining to resource allocation.

In short, given the resource budget described by aa1, attain­
able allocations other than at aa1 are inefficient in that for 
the available resource expenditure they provide less than maximum 
expected utility. Since efficiency in the sense of utility 
maximising is assumed to be necessary for long-term survival due 
to envirormeirtal press»«, for » « «  budget aa1, altattio. <*>«' 
than at d would be non-steady state allocations, and not tenable

indefinitely.
Utility maximisation does not guarantee attainment of the steady 

state. Firstly, managerial preferences may be incorrectly specified 
for steady state behaviour. Negative feedback from performance of 
resources should adjust preferences towards the appropriate steady 
state system of preferences. Overly slew adjustment of preferences, 
or persistently incorrect preferences will result in eventu 
failure of the firm. Secondly, it may be that steady state is 
feasible for a particular firm in a particular environment.
Unless firm or environment is changed sufficiently rapidly, it wil 
result in the failure of the firm. We will assume that "natural 
selection" 'weeds out' firms which cannot attain a steady st 
match with its environment. "Nature! selection" necessitates that 
stable preference systems for resources, coincidental with those
required for steady state behaviour, evolve through feedback from the 
environment ard result in firms capable of developing appropriate



and effective steady state preference systems. We therefore 
assume surviving firms are both able and required to attain steady

. . • v-1-*. 11state allocations intended to maxmise system viability.
This "survivor" hypothesis alone, however, is not sufficient to 
guarantee utility maximising behaviour; as Alchian (1950) points 
out in an early statement of the natural selection argument in an 
economic context, "even in a world of stupid men there would

be profits".
Natural selection favours the relatively efficient, and there is no 
requirement that these are profit or utility maximisers. In order 
to justify the assumption of utility maximising, natural selection would

appear not to be sufficient.
In fact the assumption is more reasonable in this analysis 

than in Alchian's, since the preference system is deterministic in 
the present case, while in Alchian's analysis films operate in condi­
tions of pervasive uncertainty. Because of the level of abstraction 
and application of the preference system, the firm is assumed to 
have adequate knowledge of the steady state balance of sub-systems, 
and believes that if this steady state is not attained and maintained
it is vulnerable to attack from other corporations who may perceive 
that it is mis-matched with its environment. The relevance of 
uncertainty in our analysis is restricted to lower levels and micro- 
processes in the corporation, and consequently the assumption that 
corporations are utility maximising steady state seekers is facili­
tated by the assumption of determinism at higher levels of abstraction.

It is important to establish he such utility functions may 
be related to corporate budgetary conventions discussed earlier.
It has been suggested that the indifference curve analysis must be 
defined over time periods long enough for the utility derivable from 
R & D to be generated, in effect the very long run when technological
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change can be incorporated into firms production functions and 
product lines. Yet usually corporations decide to allocate funds to 
r 8, D on an annual basis, typically using the rule of thumb techn­
iques described earlier. Is it possible to reconcile differences 
between the utility analysis and budgetary conventions, and if so,

hew?
It must first be emphasised that the choice of time period for 

a particular set of indifference curves and resource constraints is
arbitrary, providing of oouree that they extend into the very long 
run. This is because the basis on which utility is calculated is 
the same for all such indifference curves, irrespective of actual 
time periods over which they aro defined; expected utility of future 
sub-systems allocations is calculated from feedback on past perfor­
mance and derived utility of all previous allocations up to the 
present time. Thus, in figuro 5.1, the actual time periods over 
which the indifference curves and rescurce constraints may be defined 
could be, say, 15 or 30 years. Essentially there would be no differ­
ence between the two different ■ sets of indifference curves and resource 
constraints, except that in the latter case utility and resource 
constraints would be magnified by sore factor conpared to the former
case, e.g. a doubling in the case of expected zero growth of the 

corporation.
Shce «  have assumed that the ™»ge«nt =«* *

steady state, the gross allocations perceived to be required for 
survive! in the long run »ay be annually districted to sub-syste« 
according to Von Bertadanffy's definition of the steady state as a 
time-iidependent state in -hioh the ratio of the systems events 
is constant (1973, p.167). ««ever, this does not «an that the 
sane absolute resource etpenditure »ay be distributed to sub-syste»s 
in each time period; even tough *  assu»e the primary <i»jectrv,

i. _ i c+pni" With
---- _



regular steady state expansion of the resources budget. Corporate 
growth in an expanding industry may be a normal part of corporate 
operations j the static firm in such circumstances may be seen as 
potentially vulnerable and weak, inviting attention frcm predatory 
rivals. Thus, pursuit of the primary corporate objective of 
survival may be reflected in some degree of corporate growth in

subsequent time periods.
If we assume that the particular set of indifference curves 

and resource constraints in figure 5.1 are defined over n years, and 
that the expected growth of the corporation in terms of available 
resource expenditure per annum is k%, then the conditions we 
assumed for steady state expansion of the firm neasured on an

annual basis are:
.........‘ ^ >nv  ®

X, + ( HXMh ,x„ ...“ t s F V" 2 " T 5 0 - ' A2 " T T O - '  “ 2 .................  100 2

t o  X1 aM X2 are the average rescurce expenditure in the first 
year for and Y2 resources respectively. Resource expenditures 
Ob ard ba are Treasured in Y2 units (see figure S.l). The abo 
states that if the fir» is expected to grew in terns of a particular 
annual growth rate, then the cor«*, sub-syste« will be expand«! 
at the sane annual rate over the period for which the indifferenc 
curves aid resource constraints are defined. This not only satis 
fies the Von Bertalanffy definition of steady state, it ia also con­
sistent with the widespread exxporate convention disousaed earlier, 
of annually allocate funds to R > » and «her functions on a percen­

tage of sales basis. In the sisple c4Se “h're °f
available corporate resources is expected, the original annual allo­
cation! to suh-syst-s persist through»* the tto period «ni 
* , Ob x , ba . factorisation of the oonponents of
1 n, 2 n -norations according toutiH+u ooncti+uent annual resource al



steady state rules, is one interpretation which may account for the 
rule-of-thumb percentage-of-sales budgeting practices, though of course 
other possible explanations could be suggested.

As far as the determinants of resource allocation are 
concerned, Von Bertalanffy has shown that for open systems, time 
Mcpendent stea* states nay depend in certain circunstances only 
on system-specific characteristics, «e shall similarly ass»e that 
there exists for each firm a unique steady state solution determined
in part by in intt»-fim characteristics % ...V  ®ese mtra-
firm characteristics may vary for different firms in the same indcs-
my resulting in a variety of steady state solutions!

Vj . fx («!... .«„> (Where Vi is the steady state solution defi­
ned in terns of fraction of. available resources allocated to a

specific sub-system for the i’th firm)
V« Bertalanffy's â lysis of steady state determination e l ­

ites systems' characteristics rather than enviromental characteristics: 
providing the environment of the system generates sufficient Ufe 
raintaining inputs, the environments may be regarded *s tanagen 
all intents and purposes for intra-spacies analysis if mechanic 
convert the various inputs into hcnogenoes units though various 
species - specific energy conversion exchanges. Emery 
(1965) and Ashby (I960) have shewn however that steady state beha
may depend on environmental characteristics, especially
under consideration is a social systan which does not have struc­
turally determined input conversion techniques. The sy

. _  to its environment ard searches for asuch circumstances adapts to its
a. omri TvirtlV determined by, the steady state solution appropriate o,

mod that the industry or industries in environment. If it is assumed that tn
• i+s environment, we can

which a firm operates are synonymous _ ,~v>*rv*cteristics;



• • • • (Where 1̂  ....In
h - h  “ i “m’ J1 " " V1 £ J. ... ~

industry characteristics for the industry in which the i th firm 

operates).
A further definitive quality of open system is Implicit in 

the model above, that of equifinality.. According to Von Bertalanffy
"If open systems....attain steady state, this has a value

equifinal or . impendent of initial conditions". (1973,p.l**0)
The final state is determined by the system and environmental para­
meter* and relations; consequently even if system actions and 
allocations bear no relation to the steady state originally, it will 
neve towards the steady state solution which exists .̂ependently of 
existing allocations. Otherwise the system will eventually fail.
A corollary is that if two or more systems (firms) are operating under 
similar system and environmental parameters, the steady state solution

»ill be equivalent for all systems (films).
îta our systems mmdel is specified as a utility maxiadsinB

deterministic motel with static preferences for resources. *ile 
such formulation may appear ettremely restrictive, it will be 
justified if the evidence considered in the subsequent chap 
ooreistent »ith such description of corporate behaviour. 0* aspect 
which should be emphasised, however, is the restricted 
decision which will be studied. *  are »seemed with allocations 
to functions decided at high levels of abstraction, and only steady 
state allocations in this sub-set of corporate decisions, te 
suggested earlier, behavioural theory might be appropriate for

dealing wi«r ̂ steady state — . —  ^  “
above complementing rather than substituting behavioural theory.

imiqnpness of th» Steady State
. nf the ̂ 1  developed above that there 

It is a basic assumption o
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is a single steady state allocation which firms must attain if 
they are to survive in the long run. However, there are possible 
objections to the restrictiveness of this assumption and two of the 
most potentially significant are discussed below.

Firstly, there may be a substantial threshold as far as the 
nonimum size of R & D laboratory is concerned, violating the assump­
tion of strict convexity. In such circumstances there may have to 
be an explicit choice between research intensive operation and virtually 
no interest in R & D, as far as the individual firm is concerned.
There may still be rmcm for firms adopting the latter course if they 
adopt a "subordinate" or "dependent" strategy (see Fheeman 1974 
pp.274-6) in which they act as subcontractors for large firms 
in the industry. The lar̂ e firms my tolerate the existence of 
smaller firms operating in this fashion since dependent firms may 
act as "buffers" taking up mich of the variation created by environ­
mental turbulence, and survival may also be facilitated by low over­
heads or other special advantages at least partly offsetting their 

strategic disadvantage.
Since "dependent" finis tend to be snail, satellite funs, the 

potential significance of the above qualification is diminished to 
seme extent by the emphasis in this thesis on the large rpo 
both in the preceding analysis, and in the studies of thenext three 
chapters. Ihe possibility of threshold effects in certain techno­
logies being lage enough to have a significant effect on corporate
decision „Xing even in large corponations euat h»ever he recognised.

_  that oanpetitiem is not strong enoughSecondly, it may be the case tnax
f ailocation of resources.to ensure a unique solution in terms

This is particularly Italy to he the case if there exist barriers 
to entry or competition in particular industries, and in such 
circumstance managerial discretion «er the pursuit of goals other
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than the survival of the firm may be permitted. To the extent that 
competition is impeded and managerial discretion over resource com­
bination is feasible, there may be more than one resource alloca­
tion solution consistent with survival. Further, the higher the 
substitutibility of sub-systems, the less sharply peaked will be 
indifference curves with respect to specific budget constraints, and 
the greater the range of feasible nanagerial discretion. This is 
demonstrated in figure 5.2 below, in which indifference curve aa1 
implies a high degree of sub-system substitutibility, while bb 
implies a low degree of such substitutibility. In both cases, 
combination X represents the unique combination necessary for survival 
if Om resources are available (measured in \  units). However if 
there is available resource expenditure in excess of the minimum 
required for survival,of mn (in ̂  units), then the range of discretion 
over resource combination is ps in the case of a high substituti­
bility, but only qr in the case of 1« substitutibility. Thus, a 
small amount of slack resources may be consistent with a relatively 
wide range of managerial discretion if there is a high degree of 
sub-system substitutibility. As was implied earlier, substitutibility 
of sub-systems may threaten the uniqueness of the steady state, and 
as the above demotes, degree of substitutibility is closely related 

to the range of permissible managerial discreti

Figure 5.2

¿-«ft' 1 A?»*-



However, there are at least two qualifications to the possible 
importance of managerial discretion in the present analysis.
Firstly, barriers to entry typically refer to individual products and 
processes, e.g. economies of scale, patent protection, advertising 
etc.. It is worth re-emphasising that our concern here is at 
functional level in the corporation, and that while specific barriers 
may exist at lower levels, the significance of a particular barrier 
to entry is liable to be diminished at higher levels unless a cor-
poration has an across-the-board advantage which cannot be nulli­
fied or replicated by conpetitors working in other product areas.
An example of this might be a highly productive R & D team, whose 
creativity and inventiveness cannot be matched by competitors.

Secondly, even if a corporation' appears to have nominal 
discretion over the allocation of funds to sub-systems due to relative 
weakness of existing competition, there may still be factors inducing 
resource utility maximisation. The threat from potential competi­
tors may encourage utility maximisation and dissuade management 
from pursuance of other goals, in case they lose ground to new 
entrants who perceive management are not taking advantage of all 
opportunities. Also, fear of take-over could stimulate resource 
utility maximisation if failure to do so signalled vulnerability to 
potential raiders. Both these possibilities would encourage main­
tenance of resource utility maximisation as a means to long ran 
survival, which in the case discussed above would mean ut 'ty ’ 
available resources On (measured in \ units). This is 3011'
at point v on the dotted indifference curve in figure 5.2.

In practice firms are liable to achieve seme degree of dis­
cretion at various points in their history, for long or short periods 
of time. In such circumstances management may pursue no 
oriented goals, such as sales, emoluments, staff employment etc.
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It is to be hoped that in the present analysis these possibilities do 
not distort resource allocations sufficiently to render imprac­
ticable the testing of hypotheses based on the framework developed

here.
One last point should be emphasised however. Uniqueness of 

steady state solutions for individual firms does not necessarily imply 
it will be the same for all firms in a particular industry. As 
suggested earlier the steady state solution is determined by the 
interaction of intra-firm and environmental variables, and consequently 
differences in the specification of individual firms in an industry 
aay require differences in the R & D profile or budget.

Hiprvirohical Structure of Preference System

The model above is concerned with resource allocation between
to functions, R & D and P/M. Hcwciver, it is based on the idea that
tee are identifiable systemic properties at high levels of abstrac­
ción in the overall system. Allocation is top-dcmn, higher level 
carameters arri relations determining preferences at a particular 
level, which in turn provides die expenditure available for 
batí» rmrmg lower level systems. Id the extent that stable patterns 
are perceived at lower level, preference systems for resources with 
respect to subsystem allocations say be operational at those levels, 
tether th» simple aggregative "bottom up" «Uocti», diere «y le 
a hiererchy of allocations of resources, allocations to systems at 
higher levels may constrain allocations to systems at 1 
for example, in fig. 5.1 the allocation of Ob rescurres to R 5 0
constitutes a constraint for all allocations to R & D sub-systems. The

_«%« 1 inctahl P we

j A
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would expect sub-system preferences to be; this is analogous to the 
inferred stability of "meta-rules" referred to by Nelson (1972). 
Pattern perceived at higher levels may not be paralleled by stable 
"gestalt" at lower levels where environmental turbulence would be
expected to create sub-system vulnerability.

However, assuming that stable preference systems exist at sub­
system levels in the intra-firm allocative process, it is a natural 
development of the above ncdel that a hierarchical arrangement of 
system preferences may be identified, lower sub-systems' being con­
strained by resources allocated from higher sub-systems. This

is Illustrated below in figure 5.3.

Figure 5.3



Figure 5.3 ab°ve is a raturai hierarchical framework within which 
resource preferences might be arranged. Choice is made between 
resources for maintenance sub-systems (production and marketing) and 
adaptive sub-systens,in quadrant 1. Resources allocated to this 
latter category constrain resources available for allocation to 
search for externally generated innovation and R & D (see quadrant 2). 
The chosen resource allocation for R & D in quadrant 2 constrains 
resources to be distributed between the development sub-system and 
research sub-system, (quadrant 3). Research funds in turn are 
allocated between basic and applied research according to the pref­

erence system in quadrant 4.
It is assumed Hat there is only a sisple two sub-system choice 

to be made at each system level in the hierarchy. Wore casplex 
■wctce nay be conceit«!, e.g. a simultaneous three sub-system

as to whether to allocate R & D funis to basic research, 
applied research or development, and indeed the problem may be ma 
n e  general by analysing it in terms of ecustrained allocations to n 
sub-systems. However the "top deal" hierarchical arrangement of
allocations simplifies the problems of analysis facing the decision-

. , , , a thp evidence of the last chaptermaker at each particular level* and th
suggests that this restriction is employed in actual decision- W  

(e.g. the simple two or thrce subsystem decision where resources are
allocated to R & D and production/ marketing). The aĉ uâ ^ ‘ 
svstems involved and their place in the overall system hierarchy, may

of course depend on circumstances.
ror the moment,this outline of rescurce allocation decision

making will suffice to provide a basic model of corporate d
making. A modification will be introduced in chapter 7 to deal

with cases wherc the assumption of strict convexity is violated;
j _i. Kacic research, while many

some R & D performing fircs do not co
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fin* do not conduct any R & D in the first place. In chapter 4 it 
„as suggested that firms termed to prefer less uncertain sub-system 
to more uncertain system, ceteris paribus, and we will subsequently 
investigate circumstances in which certain sub-system activity is 
not undertaken, as well as the factors encouraging take-up of previously

neelected sub-system activity.

Conclusion

■n* p u ^ s e  of this chapter has been to develop a holistic 

art hierarchical nodel of fractional allocations in the fim.based 

as closely as possible on the observations of business behaviour and 

related open system interpretation of chapter U. A number of re - 

lated art » t u a lly  -^ f o r c in g  threads facilitated this develop»*, 

the apparent existence of gestalt pattern *  high levels of 

abstraction, * e  relevance o , open * s t »  cortepts so* .  « ■ « * -  

tiation art stead, state to connate behaviour, art the observed

terterty for allocations to diffuse fit*  higher leve

. , a. *j,e development of a systemic, non
levels,have all contributed t
aggregative model of the firm .

,  U 11959) point out (attributing theAs Rapoport and Horvath d 959' P°
• • , • • wt to Alfred North Whitehead), the "constraining 

original insight to Alirea
. science has been thefremework of thought" in the development of
• jA.a4. c tti lempxs

overwhelming emphasis on analytic thinking»

to understand o b e s it y  by examination of constituent p « s .

W t i v i t y  and aggregation of parts dots in >“ *  “  “ "  *

range of observed art as ^  art Hcrvatt ^  «

i t  leads to the t«p ta tio n  to generalise analytic thinhing to al

complex phenomena.
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Analytic thinking has similarly dominated economic theory in its 
development as a social science, and it is only recently that non- 
divieihle concepts at a higher level than the project have entered 
into economic theory, for example behavioural andPenrosian theory.
In fact,the significance of such development in the case of behavioural 
theory was generally overlooked, attention being concentrated on the 
debate as to whether or not it constituted a genuine, refutable 
"theory", or to what extent it could generalise to different organ­
isations. In this chapter we have attempted to develop a hierarchic, 
holistic approach to corporate decision-making in which pattera or 
"gestalt" formation replaces the reductionist perspective implicit

in neoclassical theory.
The sitple system* model of «* fiOT toel°I*d 

«ill previde a basis for study of observe* eorporate attitudes and
allocations to R > D. It «ill be utilised in attains to 
explain differences in decision rules for allocation of funds 

the R & D function in chapter B.
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Footnotes

• 4-rvipi vet there is evidence to suggest
Sift S l S f S S S  is not ¿«roily comprehended. «*Uer
(1967) states torpor»«) behaviour,
"emphasis is upon the ™ting tô xplain this

« .  —
corresponding to turbulent fields).
See for example, "Flew diagram °f^£f
p.207). A ̂ „ T S ^ e S  S ^ x  ¿hen analysed miaro-
i i S K J S  S c S S  el,***»* model of the solar
system.
"The important distinction between J ^ l n ^ e ^ S a f  ”* 
their relatrve durabili^ potential services and ean, for 
resources consist of a “f“ , tly of their use, while
the most P^, be d r f i n g ^ P ^ ^ e ,  p.25). 
services cannot be so aexine

, See his article for full argument and analysis.
■hmvi- fhiq is paralleled by the co- . In an explicit systems context, tn maî enance sub-systems

ordination, control and directi ition (Katz and Kahn, aid adaptive subsystems in the organisaxi
1966, p.39). ., . c .̂̂ nnlative technological fore-

. For examples and ved orhypothesised patterns, seecasting based on sudi percexvedj ̂  (1969).
Martino (1972), Cetron (1969) ana ny

v iace r, 22), VOn Bertalanffy d973> f. See also Katz and Kahn (1966, p.
P'42"44)• . ctlldied by the behavioural theory

B. This latter problem is the area ^  deviation iron steady state 
of the firm. Action 0f the steady state itsel
is analysed, but not the d Qq_-ini).
(seeCyert and March (1963, pp.9

. aiuavs be treated as it
9. "A collection of physical ̂ ^^^gingie commodity so long as 

they were divisible into assUmed unchanged, in the their relative prices can be ûmed̂  ̂  ̂  prices of other 
particular problem in ban • ^  given, they can be pe
consumption goods areas ) yi or 'purchasing pew .
together into one ccrrmodity TÔ 1icaticns, if change in rela 
£ 2 ? .  Similarly in Other ̂ “ ^Tegitimate to ass«» 
five wages are to be « H e « ^  (¡¿6,V » >  all labour homogenous". Hi01«
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10. We would expect substitutibility of resources between functions 
to be low in the short run; R & D scientists do not become 
salesmen because of short run changes in preferences. The S  S 3  referred to above would generally operate over a 
numberof calendar years, providing both time to obtain utility 
from resource allocations in long horizon functions, such as 
rT d and marketing, and opportunities to run dam, build up or 
otherwise adjust function allocations as required.

¡ 5 2 5 \ £ 2 2  r ° f

r s i s s s  15W
rechanism*whose cor^sp^g  ̂ ^ S ^ S a n d
however the mechanism ^SnfSSe^Si-purrosive 
corresponding resource ad]usbne > ,  interaction with its 
genetic inheritance mechanism. f the implications of
environment, the firm builds up g corporate performancedifferent combinations of s^syst^ for corporate ^
and viability and adapts allocations titû es a less flexible
heritance of surviving cĥ râ ®r̂ . ^  structural arrangements of adaptation mechanism due to the fixed strucxux
organisms.

12. The framework of the pH of between func-
changes in relativeccmposit ^  Sithin functions, and
tions assuming constant relat P _ricê  and incomes m  a
stable preferences. Changing conCem of consumer theory,
stable preference system is a1 . ffect the reverse of this;
but in fact our concern would be in haL es in preferences in
our preoccupation wg l b* Sices and budget constraints,the context of constant relative prices

Kahn (1966, p.25-26).13. See also Katz and
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CHAPTER 6

Budget Decision Making for Research and Development 
As an initial examination of the relevance of the systems frame 

of reference developed in the preceding chapter we will examine the 
pattern and distribution of decision making techniques employed by 
various types of firms in deciding the R & D budget. As will be 
demonstrated, there are occasionally substantial differences between 
groups of films separated by time and international boundaries, and 
reasons will be suggested for such differences. The analysis of the 
chapter may be seen as a direct development of the early section of 
the previous chapter in which were discussed problems of abstraction 
in complex systems. It may be. regarded as interpreting Simons 
statement, "Han ... is a pattern finding animal" as a testable 
hypothesis since it discusses requirements for establishment of p 
in R & D budgeting, and attempts to explain differences in budgeting

convention in this light.
It «3 argued in Chapter * that large »odem corporations in the 

».K. and U.S. exhibit stable prefers for «ploy*« of R « D resources 
relative to other functions. Hie tendency for R S D budgets to be 
decided on , percentage of sales basis »as cited as supporting evidence.

. , describing the main decisionThis convention has been widely accept
taking criteria adopted by such firms, as »eU as being frequent y 
criticised for its "unsound" or "irrational" nature. Hanticn »as also 
rede in Chapter a that exceptions existed to the rule-of-f-b conv.htron,
a* it is with these in particular that this chapter is concerned.

. , , h a recent survey of R & D budgeting The first exception is provided by
in !arge Swedish corporation in research intensive industries (hdslund . 
Sellstedt <197U». It provides evidence apparently contradicting 
Previous studies reporting »idespread adoption of percentage of sales 
criteria. Of the 9a fires responding, 6a alloyed R 6 D -sources re

umfMi t m m



conducting their business; "Analysis of single projects"1 was used 56 
times as a method for determining the budget, "percent of forecasted or 
previous sales" 16 tunes, other methods 19 times.2 Naslund and Sellstedt 
conclude their study does not confirm previous studies and opinions 
emphasising the importance of rule of thumb methods (p. 70) and state 
that, "one underlying assumption in the work in this area seems to be that 
first resources arc made available and then research and product ideas arc 
produced. What we find indicates that it nay sometimes be the other way 
around. It is the quality of ideas that explain the size of the budget.
Good ideas might also generate their own funds making banks more willing to 
supply loans at favourable terms", (pp- 70-71). Naslund and Sellstedt 
also criticise the "inflexibility" of the percentage of sales criteria 
(p. 69) and suggest the role played by the R & D budget in expl ' ' g

R & D success is vague and little-known.
The project based method was also reported in the U.S. by Bloan (1951) 

on the basis of a series of interviews with executives.« The most common
reply is that the number of worthwhile ideas added up to that amount (th

f-pom the bottom ratherbudget). Apparently research budgets are bui P
• _ z c a fPiTtd.in amount setthan from the top down. Only in a few companies is a cert

. „  -f c=ies - and then allocated aside for research - say, a certain percentage of
.. . rome first and then the

among various projects. In most cases e
3

allocation of funds." (p. 610)
As with Naslund and Sellstedt's analysis, the quality of ideas

. • a GiamLo (1953) writing a short timeproject based budgeting is emphasised. bam̂
later else contended that in the ^

• 4-e. Manoower is then allocated toprogram is first prepared by projects. Pow
4-oc arc used to calculate the 

the various projects and average salary ra i r> Kacp their conclusions
t o «  salsv buds*." <P- * » . Both ^  S " 4”  “• ,_j 4-o that extent must be
on casual observation of industrial behaviour,

. t „„rtfiiots with the earlier 
treated with reservations: Gambo in particu ar
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description of R & D budgeting in  a large firm by Reeves (1958) in 
which the R & D budget was established by a ''top-down" procedure.

There is at least one other area in which project based budgeting 
for R & D has been well documented recently, that of small R & D-performing 
fim in the United States. Hogan and Chirichiello (1974) and Smith and 
Creamer (1968) both conducted analyses of small company R & D budget 
setting, "small" being interpreted in both cases as fires employing 
less than 1,000 people. Hogan and Chirichiello, whose analysis is
based on an N.S.F. survey and personal interviews with top officials state.
Th the snail conpany the R & D budget is usually "built up" by nanagerent’s 
evaluating the proposals of each of the R & D professionals. These 
proposals are weighted against corporate objectives and available resources." p.28 

In another study based on a number of case studies of R & D performing 
firms in U.S. industry, Smith and Creamer conclude that as far as s 
firms in the machinery, chemirel and electrical industries are concerned,
"While nest of these companies do . . • provide for sane form of budgeting,
planning and review of technical program at the corporate level, in no

• • a +n state a definite rule governingcase was the person interviewed able to s
, -ii,ni ** This is in contradistinction the level of annual expenditures (p. 14UJ.

to the evidence reviewed earlier with respect to budgeting m  the larger
firm, in which it was the consensus that percentage of sales con
a definite and widespread method of budgeting; however i
consistent with the findings of Bloom and Hogan & Chinchiello m  which
the budget was revised not according to a preprogranmed method,

the end. Circumstances
according to the situation as it prevail

f n ■; nfluences over budget settingand opportunities appear to exert power 
^ the small firm.
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cagni mnents for Establishment of Stable Preferences for R & D Resources 

Thus, studies in three separate areas emphasise the project based 
approaches tend to be utilised, i.e. Swedish firms and small U.S. firms 
in the present day, and U.S. firms of the ̂ mediate post-war period.
In contrast, studies of larçe U.S. aid U.K. firms tend to suggest that 
the budget is decided from the top dcwn. While noting the variability 
in method and reliability of the different studies, it would be a useful 
application of the model developed in the previous chapters if it could 
account for the differences between the two sets of studies.

In this respect, a significant feature of the hierarchic open 
system model is that it reverses the emphasis of neoclassical theory .
In the former, consideration of system behaviour is based on a holistic 
concept of system separable frcm component elements, while in the latter 
the characteristics and behaviour of the system are totally determined 
by the properties of the constituent elects. A direct consequence 
of this reversal is that, whereas in the Jjgoçjgssiça^^ 
it was the project based budgeting.method^tha^^ 
the station, of the model, in
techniques of the laree U.S. and U.K^Bg- Consequently, in this
frame of reference it is not the behaviour of fi® ploying budgetary 
conventions such as percentage of sales that are interpreted as deviants, 
but the other group of firms employing project based methods. It is the 
aberrant behaviour indicated by the studies conducted in those areas

which must be accounted for by the systems explana
To achieve this, it is useful to consider the circumstances in which

one would expect the system frame of reference to hold.
it was suggested that the corporation management perceive patte
system and environment relationships and that perception pa  ̂ ^

„ •_ 4-y.p fim. Appreciation 
accrues through managing and allocating resourcê

• of different resource allocationsof the capability and characteristics
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develops through a learning process in which experience plays a crucial 

role.
Implicit in this interpretation are the assumptions that corporation 

management has sufficient experience of sub-system characteristics and 
linkages to establish an "overview" of its situation and system/environment 
relations, and that individual projects are not significant enough in the 
content of the overall R & D function to affect managerial steady-state 
resource preferences. These assumptions nay be formalised as two conditions

for stable preference for resources ;
(i) Management has extensive experience of R & D resources.
(ii) Component projects do not dominate the R & D programs.
Violation of either of these conditions would mean that a stable 

preference system could not be established. With this in mind, the 
operating conditions of the gmips of t b m  predcnnnantly «ploying pmjert

based budgetary methods are discussed below.
Cd fires in the late 1990s This period just precedes the

widespread institutionalisation of research in U.S. industry, as Sa 
earlier pointed cot, Although institutionalisation had been preceding 
for sene years, it is only in the later pcst-u» period that 9« 0 developed 
into an accepted, integrated function in the corporation ard -professionalised ,

. • Tvsricinpctive by indicating that the Clare (1963) puts this development in perspe y
»»ber of personnel employed in U.S. industrial 9 » D laboratories roughly 
doubled eve^ SJ years free 1*0 to 1«. and fro. 1 «  to 1957, personnel 
aiplcyed quadrupled (p. 137). A further indication of the change in 
9 « 0 relative to other resomoe « r  is indicated in figure 5.1 in *** 
is indicated the growth of industrial research as a persan g 
gross national product in the sane period (Clare 1963, p. 137)- g"*
6.1 indicates that the growth of R « D relative to other resource uses 
increased rapidly in the 1950's after a period of relatively steady growth

(apart from the. 1990-45 period).

I
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Performance of industrial research in the U.S.A 
SOURCE: Clare, 1963, p.137

In such circumstances corporation management was typically 
inexperienced in handling and integrating the R & D function - inevitably 
in conditions when the number of companies utilising R * D increased by 
58% in a five ye^ period, 1950-55 (Clarc p. 963, p. 137). Consequently, 
with R & D still a young and relatively unfamiliar activity to most fir®, 
condition (i) above would not be .generally applicable. We would not 
expect stable resource preference systems to be generally operative.

(b) Small U.S. firms in the present da£. The vulnerab ty 
both requisite conditions is indicated when the operating conditions  ̂
of small and large firms are compared. Ceteris paribus the larg 
allocates a greater absolute amount to functions compared to 
firm of similar R & D intensity ard consequently there is grcater opportunity

to observe the characteristics of respective resources
„̂ ait-ion (2) becomes tenuous

Projects of a given size and expenditure,
. , +n at least partially compensate

as size of firm decreases. Small fir® e vhiellonreiects (Hogan and Chirichiello
for this bv adnntinc low-uncertainty, short
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1974 p. 29), but if any significant degree of radicalness is associated with the small firms R & D portfolio, the firm is liable to find absence of both conditions inhibiting the development of a 
stable resource preference system. We would therefore effect small firms to be less likely than large to exhibit stable preference systems.

(c) Swedish firms in the present day
Once it is pointed out that large Swedish films are small relative 

to large U.S. and U.K. corporations, it is possible to place the Naslund ̂ 
and Sellstedt study in an appropriate perspective, Naslund and Sellstedts 
sample of "large" Swedish firms was constructed on a stratified basis 
of 201 from firms with 100-199 employees, 20% from firms with 200-999 employees 
and 60% from firms with greater than 500 employees. Further information 
on number of employees is not provided, but it would be reasonable to 
assume that the median firm does not employ significantly more than 500 
employees. In the context of Swedish industry these are "large" firms 
as Naslund and Sellsted's abstract suggests (p. 67). Hĉ ever, not only 
is Sweden a smaller country with a smaller G.N.P. than the U.S. or 
it is also less rosearoh intensive; O.E.C.D. statistics indicate that in 
surveys of R & D expenditures in each country in a three year pe 
(1963-5), in specific years R & D financed in industry as a percentage of
net industrial output was 1.8, 2 and 3.3% in Sweden, U.K. and U.S.

n U\ v/hen government financing ofrespectively (O.E.C.D., 1971, p. U 4)- wnen & 
industrial R & D is taken into account, the gap widens to 
respectively. In such circumstances what would be a 1 g 
programme in Swedish industry would be relatively insigni 

other two countries.
In Naslund and Sellstedt's sample, »0» of fl™  employed less than 

500 people. In the U.S. in 1970, »2% of funds for research
and development Mere distributed in firms employing sore t 
Personnel (N.S.F. 1973 (b) p. 30). -9-U *  * U’S'
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as indicated by the Hogan and Chirichiello and Smith and Creamer 
definitions,would be a term applicable to most of the firms in the 
Naslund and Sellstedt sample. This interpretation is reinforced by 
Näslund and Sellstedt's finding that the president or board of directors 
usually decided whether to implement individual projects (p. 71). This 
facilitated the decision making process of U.S. firms of the early 
twentieth century (see Chapter 4) and consequently top managerial 
decision-making is typically conducted at a much lower level of 
abstraction than in the large multi-divisional firms of the U.S. and 
U.K. Consequently the same arguments against the existence of stable 
preferences in small U.S. firms would be applicable to modem Swedish tins.

A further mason why Swedish firms tend to employ a project base for 
budgeting R & D may be the orientation of its research and development 
effort. Dörfer (19714) points out that tue main Swedish R & D effo 
had been in the maim of "big science»,6 defence and atonic energy (p. ^>> 
with strong relations and spin off between industry and government research 
in both directions (p. 138). By definition, big science involves large 
scale projects requiring large commitments of funds, further weakening
condition CÜ) above in a context where firms have relatively sm all R & D

, . to be influenced by projectprogrammes. Industry might also be expe
+ , ,upn relations between industry

evaluation techniques employed by governm 
and government are so close.

nations of Stable Prefgmg e s j o r ^ ^
In the previous section it was suggested that if either of conditions 

(i)  or (ii) were violated, stable preference systema for resourees would not 
evolve. The ciroumatances in which c a t i o n  groupings (a), 0» an
(0 operate are such as to indicate the relative vulnerability of _

= ih) and (c) and condition (i) in group (a) . conditions (i) and (ii) in groups (b) an
r M  (b) and (c) usefully test the systems
Consequently the exceptions (a),

•ctPnt with circumstances in which perception interpretation in being consistent w

m i
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of stable pattern in resource allocation would be expected to be less 
likely relative to the large U.S. and U.K. corporations of the present day.

This encourages a re-evaluation of the R & D decision-making process 
in the light of the open system interpretation. The differences in 
budgeting techniques may be attributed to the differing abilities of 
finis to pereeive stable patterns in relations between corporation resources 
and environment. In conditions where such pattern cannot be established 
or is easily disrupted we would expect corporate allocation of resources to R & D to be based on vague, circumstantial, situational and/o 
individualistic techniques. This is in fact the type of behaviour 
typically found in the studies of groups (a), (b) and (c). The evolution 
of stable preference systems on a widespread basis is found in the large 
modem corporation, but is not apparently a cannon feature of the other

studies reviewed.
This développant of the arguments of Chapter 5 appears to account 

for differences in R & D budgeting convention between different grecps 
of firms. There dees not appear to be a corresponding explanation 
provided b, project based approaches such as the neo classical theory 
of :the firm. Of course this does not mean that no decision as
allocation between projects is taken, only that todget for R « B
typically precedes allocation to projects in large corporations, as we

.e firm is of a hierarchical 
would expect from Chapter 4. Our view of th
arrangement of systems and component sub-systems, disbursement
funds being from higher levels to progressively ln*r levels in the
firm. Sooner or later in this process, allocations -St be on a
project, not a res-rce basis. It is the contention of this chapter
that allocation to R & D is typically on a project a^ not a res-rce
basis in the stoics discussed here due to the fact that stabie preferences
for resources cannot be built up. Management seek to estab pa
in their perception of corporation-environtent relations,

■e.:»
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only when such pattern cannot be established that project allocations 

are made, sooner rather than later.
The open system interpretation also negates the criticism that "rule 

of thumb" methods are "illogical" or "irrational". Recognition and use 
of pattern need not iirply articulation or analysis of possible reasons 
for the existence of a specific preference system; in fact it is 
difficult to see in what terns managers could justify or rationally 
explain what is a subjective non-analytic set of preferences based on 
experience. This is especially the case if rational explanation is 
expected in terms of the . neoclassical frame of reference. Thus,
Jewkes et al (1969) find the non-articulation of reasons for budget 
determination in the modem corporation difficult to explain.
' "One symptom of the difficulties of grafting research activities 
upon a business which must be guided by profit calculations is 
that firms seem not to know hew much should be spent on 
research and their attests to explain the grounds of their 
decisions usually seem to involve circular reasoning or to 

be inconsistent with knewn facts •
The exasperation of Jewlces and his collaborators is directed with ̂  

respect to a renter of budgeting techniques including 'percent of sal 
It. explain that they span! up» research scree fixed properties o, 
their turn-over, without explaining 1«  the proportion itself is 

determined", p. 114.
+h„ rational model is not possible However "explanation" in terms of the r

in general. This need not pose severa prohlena s i n *  the conventional 
rational project-based »del is redundant in oonstnroting the abstract

open system model of corporate allocations.
Summary

To suirearise, th. open sys» »dei developed in *  previa 
chapter „  help provide a genera! explanation of differences



only when such pattern cannot be established that project allocations 
are made, sooner rather than later.

The open system interpretation also negates the criticism that "rule 
of thumb" methods are "illogical" or "irrational". Recognition and use 
of pattern need not imply articulation or analysis of possible reasons 
for the existence of a specific preference system; in fact it is 
difficult to see in what terms managers could justify or rationally 
explain what is a subjective non-analytic set of preferences based on 
experience. This is especially the case if rational explanation is

g
expected in terms of the . neoclassical frame of reference. Thus,
Jewkes et al (1969) find the non-articulation of reasons for budget 
determination in the modem corporation difficult to explain:

"One symptom of the difficulties of grafting research activities 
upon a business which must be guided by profit calculations is 
that firms seem not to knew how much should be spent on 
research and their attempts to explain the grounds of their 
decisions usually seem to involve circular reasoning or to 
be inconsistent with known facts ..." (p- 119).
The exasperation of Jewkes and his collaborators is directed with 

respect to a number of budgeting techniques including "percent-of-sales" ; 
"Firms explain that they spend upon research some fixed proportion of 
their turn-over, without explaining how the proportion itself is 
determined", p. 114.

However "explanation" in terms of the rational model is not possible 
in general. This need not pose severe problems since the conventional 
rational project-based model is redundant in constructing the abstract 
open system model of corporate allocations.

Summary
To summarise, the open system model developed in the previous 

chapter may help provide a general explanation of differences between



various budgetary methods employed in industrial allocations to research 
and development. The explanation of budgeting variation implies that 
large modem corporations utilising stable conventions or "meta-rules" 
for allocating funds to respective functions are employing methods most
appropriate to their circumstances.

It was also suggested that criticism of the apparent illogicality 
and circularity of such techniques was inappropriate when set in the 
framework of the open system resource model. The results of re-interpreting 
the status of various budgetary techniques in terms of the open system model 
is therefore encouraging, and provides support for the resource base of 
such a model. In the next chapter, the model will be extended to 
attempt to account for differences in research activity in various U.S.

industries.
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Footnotes

I The wording of this technique in Naslund and Sellstedt's
II Questionnaire was: "Analysis of individual projects. Each project 
is analysed according to its own potential of becoming successful.
A predetermined budget does not exist." (p.72).

? The total number of times all methods were used add up to more than 
69 due to firms employing more than one method in deciding their 
budget. Larger firms tended to use more than one method to a 
greater extent than smaller firms (Naslund and Sellstedt p.68).

3. Bloom qualifies his description of the project based budgeting 
procedure by suggesting management must have some guide to how many 
projects will be approved ..." PrcbaHy a rougji figure is arrived 
at by looking at other conpanies expenditures and sometimes by using 
a percentage of sales. The total funds requested by the various 
departments may add up to more or less than this figure, which then 
must be revised up or down." p.610. However, it is n _ 
this "guide" affects the budget decision, since it is revised according 
to aggregated project appropriations not vice versa.

t. However, Smith and Creamer point out that even in small “ mpanreŝ  
existing cost of established R & D tended to be used as a base line 
for calculating next year's budget (pp.135 and 142). ^
unfair to suggest Naslund and Sellstedt ̂ ualifiedly reramend _ 
adoption of optimisation techniques; in them 1 ic >
and disadvantages are given for each method primarily 
information costs, and in the case of rational project models, the
conservative bias of such techniques.

5. A further circumstance which would probably mitigate ̂ ainst the 
existence of , stabie reso^
post-war period is the war itself. The re o , A radicallv
and research from a war-time to a peace-time ting stable resource 
alter conditions under which R & D operated. would expect
preference system operated before or during the 
a period of instability and re-evaluation m  pprcumstances.
during which management adjusted to the changing

6. '"Big Science' involves a research system in whidha
articulated goal exists ... (and) also implies a y ^
there has been a commitment of resources and ° £ g only
co-ordination of skills and institutions on _ (1074) p.257).
national governments can undertake. (Blank P

7l lor projects of a given size, condition
in group (a) due to the smaller R & ̂ ¿^^Jdividual projects 
However, if has been suggested, Mescal (such as prevalence
was typically much less than present day p 3 would be a
Of "big science" projects in the latter case), this ^
compensatory factor. Nevertheless, in ge ? . studied, thetiie that institutionalised R & D decisron-making^^died, tne 
more vulnerable we would expect condition

8- Analogously, individuals may recognise and ̂ iŝ ^I^ t̂ tWeen faC6S’ 
yet not be able to "explain" recognition. ^  m y  facilitate
conspicuous features or components of t S discrimination
recognition, yet conscious articulation of
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may not be generally possible, especially if rational explanation is expected on the basis of comparative analysis of facial features.
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CHAPTER 7

Distribution of R & D and Basic Research 
Activity in Industry

In this chapter we consider applications of the basic model 
with respect to R & D allocations in U.S. industry. The choice of 
U.S. industry is primarily a result of the availability of detailed 
information on the type and degree of R & D activity in U.S. manuf­
acturing companies published annually by the National Science 
Foundation in the Surveys of Science Resources series. However in 
the light of chapter 6 we would also expect the applicability of 
the model to be greatest in U.S. industries; the importance and 
prevalence of large corporations in the U.S. provide greater oppor­
tunity for the development of stable resource preference systems than

in any other econorry.
For reasons discussed in a later section, the particular survey 

used is the 1963 survey (N.S.F. 1966). The sample used includes all 
manufacturing industries,and all non-manufacturing industries belie 
to conduct R & D. Sampling unit is the company (defined as all 
establishments under comnon ownership or control). Particularly 
important is that all companies with over 1000 enployees were sampled 
with certainty. The few large companies which did not reply were sent 
a census mandatory form making clear the statutory obligation o 
to comply with the instructions of the survey, which was carried out 
through the offices of the Bureau of Census.1 Samples of firms employ 
ing less than 1000 employees were also taken. However, the d 
tained on these small firms is patchy and irregular, and since our model 
is designed to be applicable to relatively large firms in any case, only 
firms employing more than 1000 employees are considered in this chapter.

In order to previde a framework for analysis of the N.S.F. surveys,
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in the next section the hierarchic model of chapter 5 will be adapted 
to the categories utilised by the N.S.F. Ideally we would like data 
on basic research, applied research and development sub-systems, but the 
N.S.F. supply only data on basic research at disaggregated levels in 
different industries, and it is such a breakdown of sub-systems data 
that is required to provide sufficient information for the subsequent 
analysis. Consequently only a single boundary will be identified m  
the R & D system, that between basic research and the residual R & D 
sub-system. We will also analyse conditions necessary for changes 
in industry distributions of R & D and basic research to take place, 
in order to provide a basis for the development and testing of hypotheses.

The approach used here is a cross-sectional one. Despite the 
fact that the basic formulation of the model in the previous chapter 
emphasises adaptive learning to a particular steady state value, time- 
series analysis is not used. A time-series analysis would tend to 
emphasise corporate reaction to changes in variables, which is not the 
nain purpose of our study. Indeed such change rray be typically charac­
terised as disequilibrium non-steady state behaviour, in which a diff­
erent set of decision making procedures from normal steady 
assessment may come into operation. If the environment chang ig 
nificantly and begins to pose problems for organisational survival, 
then the essentially reactive basis of time series analysis may be 
emphasised by the triggering of problemistic search procedures 
sequent adoption of resulting solutions (such as crisis-provoked M-form 
organisation adoption in the 1930's>. Theanalysî of the determinants 
of a particular ste^v state need bê  ™  obvious relationship to .the 
analysis of the pro—  that steady state is achieved, (os the
concept of equifinality discussed earlier suggests). The analys' 
the process of attaiment of a n^ steady state, given disruption of 
previously viable steady state solutions, is liable to involve a third 
level negative feedback adjustment process leading to the even
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"building up" of the new, viable,steady state preference system by 
surviving firms. In such circumstances,received behavioural theory may 
provide useful concepts and techniques for analysis.

If, on the other hand, corporations have adapted to their re­
quisite steady states, with the appropriate balance and distribution 
of funds to sub-systems, a cross-sectional approach may be useful in 
analysing the determinants of steady state behaviour. Providing
we can specify how differences in intra-firm or environmental charac­
teristics may affect steady state allocations, we can use a cross- 
sectional approach to analyse differences in corporate allocations to 
R & D and sub-systems in respective industries. This is the central 
concern of the next section, in which we discuss how changes in cor­
porate environment may affect steady state allocations.

The four sectoral diagrams of chapter 5 will be reduced to two 
sectors in analysing R & D and basic research together. We thus assume 
that management make only two decisions relating to budgetary 
cations to technological change, first hew much should be allocated 
to R & D rather than other uses of resources, secondly how much should 
be allocated to basic research rather than applied research and develop­
ment in the R & D system. The R & D budget thus constrains the choice 
of basic research and applied research and developnent allocations (see 
figure 7.1 below). The interpretations of basic research and R & D 
those N.S.F. definitions referred to in chapter 2 (see also Appendix C 

The model below can be easily utilised to explain differences in 
allocations between industries. Them the concept of equifinality,and 
conditions for attainment of unique steady states in circumstances in 
which managerial discretion over resource allocation is not permitted,it



follows that similar firms operating under similar conditions will 
allocate equivalent resource expenditures to each system/sub-system.
It is worth re-emphasising that we assume that firms allocate resources 
as if survival is directly threatened; firms may possess what would 
otherwise be interpreted as organisational slack, but nevertheless 
maximise utility of resource allocation for fear of potential comp­

etition, take-over threats etc.
In such circumstances, i f  a variable changes its value for some 

firms but not others, it  may be that its effect will be to shift the 
preference system of affected firms relative to unaffected.
way, differences in steady state allocations may be observ,

* sunoose there is a differentiable
problem may be formalised as follows. PP°

variable <x which operates on all firms, but is an environmen para 
meter for each specific firm (environmental parameter is selected here 
for illustrative purposes, but the same argument holds for intra-firm 
parameters). In those circunstances Hre problem can be set up as one



of constrained maximisation; in the first instance we w ill be concerned 
with the Sx/S2 decision;

max U = UlS, ,S0f* ) (7.1) S. ,S , > 0 where S , = expenditure on
1 2  i  ‘  R&D resources

subnect toY = S, + S , (7.2) SL = expenditure on P/M
J i  2 resources

using the technique of lagrange multipliers: oi = environmental

U = U(S1,S2,oi) + X (Y -S 1-S2) (7.3)

the first order condition for a maximum 
requires:

U1 -?-=0 (7.4)
U2 -?-=0 (7.5)

Y - si - s2 = 0 (7*6)

p ca i'cu ic  l c j .
Y - total available 

expenditure
X = lagrange 

multiplier

Taking total differentials:

dividing by dot and rearranging.

0 - dS1 - dS2 
d«* d 7

= 0 (7.10)

_dX + U11dS1 + _ _u (7.11)
à* 57 àoi

-d_X + U21dSx +U22̂ 2 =-U2#i(7.12)
d* d<* dot

solving for dŶ  using Cramers rule:
"IQ
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0 0 1
1 - u l * U 1 2 1 - U l *

II

1 - U 2 * CM 
I 

CM 
1

1 " U 2 -

0 0 1
A

1 u n U 1 2
1 i—1CM U 2 2

= V  ü2*
A

(7.13)

from the second order conditions for a maximum A > 0.

. *. sign of dS1 is sign of - U2*
TÔT

similarly sign of is sign of U,̂  -

The relative strength of cross-partial derivatives deter­
mines whether a steady state allocation of R & D resources will increase 
or decrease as * varies. If* changes for a particular firm, then 
if we have knowledge of the cross-partial derivatives, the direction 
of shift in resource allocation my be predicted, ceteris paribus.
This nay therefore serve as a framework for testing hypotheses based

on expect ations as to the value of (U^- •
This my also serve as a basis for analysing differences

between corporate allocations to different functions. Ceteris paribus, 
variation in* between different groups of firms will result in different

steady state values of R & D and P/M i.e.;
(U. - U,) * 0 (7.1*0l* r*
similarly, sign of dS3 is sign of ,

d*
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for s and will vary also and must also be taken into account.
Figure 7.2 below illustrates how differences in allocations may 

be analysed in terms of changes in parameters. Suppose the two ind­
ifference curves illustrated,a'a" (firm a) and b'b" (firm b) result 
fran differences in <* between the two firms. The firms otherwise 
operate under equivalent parameters and resource constraints. The 
two indifference curves may be interpreted as part of a continuous 
series along the resource constraint r'r" created by variability m  

tx between firms.

expenditure

Hr» a allocates 0^ resources to S, <P/M> »a ̂  10
2 (R t D ) at the point where utility of rescues notations is
«Msed subject to the resource constraint. Fir» b operates u^er
;Mlar conditions as firn a taeept for the - variable ) and »old
, . . a. * +»«, U ft n and P/M functions if <* possessedallocate similar amounts to the K & ̂
die sane value as for fin. b. «»ever b operates '”dJ  * ̂  
»1* of the relationship between utilrty and « rs sud,

that;

«2* - Ul*5 > °
(7.15)

r™„on+iv the steady state preference system of firm b is
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biased towards S2 allocations relative to firm a's resource allocations; 
at point X the inequality in equation 7.15 would encourage a redis­
tribution in firm b's allocations until the appropriate steady state 
allocation is reached at the utility maximisation point; in figure 7.2 
this is where firm b maximises utility subject to r'r", at On̂  of 
resources and Onij of S2 resources.
This use of utility maximisation puts a different emphasis on 

sources of changes than does consumer theory; in the latter,tastes 
and preferences are generally assumed constant, and analysis is primarily 
concerned with changes in consumption caused by variation in prices 
and income. Here real prices and incomes are assumed constant, and 
changes in allocations due to changes in preferences is the prime 
concern of analysis. Consumer theory has tended to avoid this latter 
area of analysis,2 as Havrilesky (1972) points out, economists have 
difficulty in talking about changes in tastes and their causes, by
dint of trained incapacity" (p.348).

The utility model provides an extremely simple framework for the
analysis of distribution of roscxrroes for R & D resulting from vari­
ation in the intra-firm environmental parameters. The direction 
of the predicted shift in steady state allocations depends directly on 
the hypothesised sign of (U^ - V  ). In the next section we will 
consider hypothesised effects of a number of variables using this mode

of analysis.

Determination of R & D Steady States: Hypotheses 

A racurrant future of studies in the institutional and behavioural 
literature on technological change is that although fomally such 
studies may give liprservice to neoclassical theow or its derivatives,
informally investigation of betaviour often precedes in teras of a

• f /vtmnratp behaviour. Not surprisingly resource-based interpretation of corporate



such work often sits uncomfortably in its neoclassical frame, and is 
vulnerable to criticism couched in neoclassical terms. However the 
fact that such informal and descriptive interpretations are made in 
apparently neoclassically based works facilitated the development of the 
basic nodel in an earlier chapter. In this context, it should not 
be surprising if the literature supplies possible hypotheses inter­
pretable in resource based terms; indeed it would be surprising if it 
did not. We will consider a number of different variables in turn
in terms of their likely or expected effects on distribution of R & D 
activity in the firm. In the first instance we will restrict con­
sideration to R & D activity at the gross level of P/M and R & D 
systems, and where appropriate, compare the resources hypothesis with
the corresponding neoclassical hypothesis.

At this point it may be appropriate to clarify the relationship 
between the systems framework and the hypotheses of this and later 
sections. As emphasised in the first chapter, we do not attempt to 
test or refute directly the open systems framework; instead its 
possible relevance and usefulness will be assessed by the performance 
of the lower level hypotheses based on this systems approach. We 
distinguish between higher and lower level hypotheses in that higher
level hypotheses are used to explain lcwer level ones, the latter being 
derived frem the arguments of higher level hypotheses. Typically, the
higher the level of a hypothesis, the less the chance that it contains 
terms relating directly to observables (see Cyert and March, 1 ,
p.299-300). Thus, in our analysis, the highest level hypotheses such 
as utility maximisation and the hierarchical model of the previous 
section do not contain empirically observable terms. Instead we must 
obtain lower level hypotheses derived from, and explained in terms of, 
the arguments. and concepts of our resource utility framework.

In this respect our interest is in hew the regression analysis 
performs as a whole in attempting to explain differences in
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activity. Failure in one part of the analysis need not imply auto­
matic revision or rejection of the systems approach. In the following 
analysis, seme hypotheses tested find no support from the regression 
analysis, at least in the form in which they are operationalised here. 
Our concern is a more general one in that we are concerned with develop­
ing an approach within which we can formulate useful hypotheses; 
within this framework seme hypotheses may be more obvious or strongly 
held than other more speculative or tentative ones.
In this analysis, the status of a variable and its expected effect 

on R & D activity compared to, say, neoclassical analysis, may differ as 
a consequence of differences in interpretation of the frames of reference, 
Also the significance or otherwise of a variable in the regression ana­
lysis my be strongly affected by the presence or absence of other var­
iables in the regression equations. In such cases statistical signifi­
cance in the relationship between particular independent and dependent 
variables may only result after separating out the effect of other
independent variables. For both these reasons, while previous empirical 
analysis has relevance to the present one, comparability between previous 
studies and the present one must be limited to the extent that these 
factors have importance. Consequently, while a review of pastempirical analy­
sis is essential toput the analysis of this chapter in context .previous em­
pirical studies have a limited contribution to the present analysis 
(exceptions specified below)and therefore are mainly contained in an

appendix to this chapter.
(a) Technological opportunity_
Nelson, Peck and Kalachek <1967, p.73) TO* that in*“* ™®
Lffer substantially in their capability for invention and suggest 
«  high R l D to sales ratios are partly a consequence of a greater 
ase of achieving tochnolgoical advances in those industries, attrib- 
ting this to the science base of those high "technologiĉ  opportunity" 
hdustries. Brozen <1965,pp.92-99) and Nsnsfield <1966 <«),p.59) take

invìi a r v l  RTOZGIl
fipmonstrates the higher

*■¿11« « 9 ? *  ■ W T T ; T fr
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R & D intensity in science based industries using N.S.F. data.
Using different measures or indices of technological opportunity 

or progressiveness, Phillips (1966) .Cananor (1967), and Scherer (1967) 
all found a strong positive relationship between their particular 
measure of technological opportunity and research intensity. As 
far as interpretation and comparison of these studies is concerned, 
it must be emphasised that measures or estimates of technological 
opportunity are difficult to derive, since qualitative differences 
may complement quantitative differences in opportunity; one industry 
may utilise a scientific and technological base which intermittently 
throws up a radically different and significant invention »while another 
could annually produce a regular yield of numerous minor patents. 
Comparability between technologies and industries is difficult to 
achieve in many cases; we will therefore restrict our interpretation of 
technological opportunity to that of Phillips (1966) who defined
technological opportunity (P j )as a ,

"subjective evaluation of the extent to which current science perm­
its functional (as contrasted with stylistic) product changes and

If

product differentiation among firms (p.305).
Phillips variable will in any case be utilised in later regression

ysis of distribution of R & D activity.
A simple hypothesis is suggested by looking at P̂  in a resources 
:ext. If Pj is interpreted as - then the effect of Pj on resource 
nation may be amlysed by reference to the earlier utility maxrm- 
og model. In this model dŜ  is the sign of (Uw  - V '« 

therefore have to compare £  possible signs of the partial derivatives 

U and ¿)U , both with respect to or .)sx Ss2
„ ;s zero. We would not expect It is reasonable to assume that 1

:echnological chemge palter to directly affect rescuree utility in 
duction aid marketing; instead the direct effect of Pj we woul



expect to be localised on resources for technological change, R & D.
As far as U2o< is concerned, we would expect the cross partial deriva­
tive to be positive; increasing P, would tend to increase 5_U_ : asj Ò S.
technological opportunity increases, so does the marginal utility of 
resources allocated to R & D, since the increased ability of R & D 
resources to create functional 4 product changes enhances the contri­
bution R & D resources make towards achievement/maintenance of steady

state. Therefore;
(U1«>< V ’ < 0 0 and ^2 

d<*
> 0

The net sign of dSx is - ve , similarly that of dŜ  is + ve.
d  ̂ d <

The effect on corporate preference systems of Pj is summarised in igure
7.3 below. The direction of the arrows indicate the shift in corporate 

allocations as P• increases, given r r .

S1
expenditure

At r' the technological opportunity is consistent on so 1» as to not enoojruge any allocations to R S Di all allocations are to production/
no «sources are allocated to R & D and the marketing. As Pj increases, resources are g

«  oroeressively and proportionately increases as Pj increases.
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We might reasonably expect a limit to the proportion of R & D 
resources since some P/M resources will be required to exploit the 
r & D output; this is designated by the nominal combination y in

figure 7.3.
Technological opportunity may be interpreted as an environmental 

parameter operating on firms in a particular industry. Its effect 
in resource utility is learnt by feedback from past resource allo­
cations. It thus may be utilised to explain differences in resource 
allocations in different industries, since typically different 
industries have differing P. values associated with them.

However the concept has certain difficulties when applied in a
strict neoclassical framework in which optimal combinations of resources 
may be determined. Such a framework appears implicit in Nelson, Peck 

ard Kalachek's analysis (1967);
-One would not expect the same ratio of R & D to sales to be optimal

in all industries and product fields..... In the first place,
returns on R & D aimed at prxxluct improvement or new products depend 
not only on the level of sales, but also on the value consumers place
on improved product perfonrance... In the second place ... industries
differ significantly in their capability for invention" (p.73).
However, as Minasian earlier stated (1962),

- "Opportunity" is (a) which states that research art
development etpertitures arc determined by ... the technics possi­
bilities which may vary artng firms- Iherefore, the firm will indulge 

in such activity only if its Faction Pnooesses readily * *  a’e“ '1''eS 
to improvenent. This seen* illogical. If returns are high to 
research art development for particular prcduct mites, a firm should 
(and would) carry on such activity whether it produces such mites or 
ret, as it can alter its rtt to t*e advantage of the resulting improve-

or sell that imprcve«nt to a firm that can us, it directly" <p.l«>.
In the neoclassical frame of reference, Hinasian is perfectly
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correct. In general, under conditions of perfect knowledge and 
perfect mobility of resources, there are few barriers to R & D being 
oonducted in the firm; even if barriers to entry do exist in irple- 
nenting the derived invention, it should be possible to sell or license 
the invention to other films. Nelscn, Peck and Kalachek's assertion 
above is valid if R & D activity is restricted to certain fields 
(industry or product), but in general there is no reason why this 
should be the case, since the direction of R & D can be easily re­
oriented to new areas of premise at lew cost. As has already been 
pointed out, Nelson, Peck, and Kalachek themselves identify the high 
degree of R & D diversification typifying most firms throughout U.S.

industry (see p.50-52).
It may help if we use the resources model to examine this 

problem. The resources model was partly based on the idea of separ 
of budget and direction of allocations within the budget; allocations 
to particular functions were determined by managerial learning of the 
characteristics of resource allocations from past allocations, While 
the direction of new projects will tend to depend on hunches and perceived 
opportunities, the resource constraint itself depends on retrospect 
evaluation of system performance, and consequently tends to be determin 
by history and existing system and environmental parameters.

Yet this does not explain he« a steady state may exist in lew Pj 
industries. What is to step one film racing ahead of its carpe 
through becoming research intensive and adopting a highly divere- 
fied research programme? The conrept of synergy adopted by Ansoff
(1965 (a)) may provide some guidance in this respect. Acco

, . , rvrxvhice a combined return on Ansoff, synergy is the "effect which P
 ̂ 4-v.an sum of its parts ... .frequently re- the fim!s resources greater than

6 . ,__f tvnes of joint effects or synergy mayferred to as '2+2=5'." A number of types or :
operate on anticipated combinations of resources and proje , __

.t
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as conmon distribution channels, jo int use of equipment e tc ., but 

one of the most important types is management synergy. Management face 

different sets of problems in  different industries and if  the near 

areas produce sim ilar problems to those encountered in the past, 

management nay usefully integrate the new activities into the enter­

prise (Ansoff 1965 (a) ,  p.76).

However the opposite effect may prevail; managerial competence, 

experience art attitudes may inhibit or interfere with adoption of new 

activities i f  i t  attempts to transfer or apply management techniques 

learnt in  one context to a n c  area «here i t  is inappropriate.

Negativesynergy may exist, in  that the resource characteristics of cor­

porations may in h ib it i t  from entering ne» premising areas; as Ansoff 

points out (p.7*0 a firm in  the defence industry mould he at a d is - 

erfvanrig, if  i t  attempts, without p rio r experience, to enter into a 

highly competitive consumer area such as the tobacco or » t o r  industries. 

Firts may be " a lle lic ” Ooasby, 1967,p.301) to application of 

resources in highly novel areas.

Consequently, for a particular resource profile of a firm operating 
in a particular enviranment .there «e liable to be negative as well 
as positive synergic relations with other environments. As with the 
Penrosian -del. existing resoure« both enhance art inhibit different 
areas of R i D activity. Therefore a steady state for corporations 
operating in one envirortent may be substantially different from, that
for corporations operating in  another environmen

We can summarise the main arguments made here between the neoclass-
, „ f-oinue In a neoclassical cont-

ical and resource based approaches
, the central concept is that of the 

ext, as explained by Minasian above,
,-ip efficient and have perfect

product or project. Assuming firms

knowledge, they will adopt an opportunity which is expected to generate
profits. If firas differ in their eagerness or ability to take 
rtvantage of a particular opportunity, the obvious inferenc

■mi A  / .
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they differ in efficiency terms; this is a natural consequence of 
assuming that product mixes,production functions,and projects may be 
considered separately from the resource profile of the firm.

However, in our resource based approach, technological oppor­
tunity may create differences in steady state allocations for rational 
decision-making. Firstly, it creates different experience of past 
utility of R & D resource allocations in different environments 
through feedback effects, and in consequence results in differing values 
placed on R & D allocations according to the context. Secondly, in 
this approach, the existence of the resource may precede that of the 
project. This serves to emphasise that assimilation of the oppor­
tunity may depend crucially on its relationship to existing products

and resources in the firm.
Thus, while the highly specialised nature of the resources and 

operating experience of a particular corporation or industry sector 
may be an inhibiting factor restricting realisation of opportunities 
in other sectors, it may also act as a barrier the other way in pre­
venting outsiders from exploiting opportunities in that sector. It is 
worth emphasising, however, that if a relevant breakthrough, orSeries 
of breakthroughs is made elsewhere, the sector s natural resource 
advantage may be insufficient barrier and it may be vulnerable to 
attack from outside ( such as chemicals invasion of textiles in the

post-war period).
In short, in the resource based approach, differences in research 

intensity may be explained as a rational consequence of differences in 
the resources and technological opportunity of respective sectors. 
Neoclassical theory is deficient in this respect because of the product/ 

project emphasis of its analysis.

(b) Growth
Again, the neoclassical interpretation of the effect of this



variable in R & D projects is vulnerable to criticism within the same 
frame of reference. Mueller (1967) suggests;

"The faster a firm's sales are increasing, the more confidence it 
will have about its ability to secure the benefits from uncertain R & D 
projects, and the more patience it can afford to shew in waiting for 
these benefits. The faster a firm's sales are growing, the greater 
economic advantage it receives fran a given cost-reducing invention" (p.73)

However, by the same argument, the faster a firm's sales are 
growing, the greater economic advantage it may also expect from simple 
expansion of existing product lines; how is it possible to derive 
unambiguous predictions of variation in steady states as growth of fim

or industry changes?
At the higher level of abstraction associated with the resources 

model, the problem may be reset in a resources context. Itom the point 
of view of the individual firm, it is reasonable to suppose that 
innovations will be more easily accepted and have a greater chanceof 
success if they can be aimed at new market areas rather than old;
habit, inertia and apathy can make i t  d if f ic u lt  for new products to

replace old ones, while new processes nay find it difficult, if not 
impossible, to replace old processes if these are already installed. 
The section of denand in which innovations enjoy comparative advantage 
is the new denand in which both innovations and existing products com­
pete on equal terns. Expected high growth of the industry would 
imply favourable conditions for the exploitation of innovations,
permitting innovation "lebensraum" and associated increased utility 
of R & D resources. In the limit, if no new demand is being created 
at all, innovations will have to compete with existing products already 
advantageously "occupying" the demand space. On the other hand growth 
would create new market areas in which no existing products wou
the natural advantage of market "possession .

* nf the industry as being the relevantIf we interpret recent growth of tne inu
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environmental parameter U )  affecting perceived utility of resource 
allocations, then we may interpret the above argument as signifying

U2* > U1*

That is , as growth of industry in c re a s e s ,^  ^  cKj : growth tends tobs2 ()Sl

have a greater effect on the marginal utility of R & D resources than̂
than of P/M resources. Consequently dS1 is - ve and dŜ  is + ve.

dlT d<*
A study by Iceman (1962) may be cited as supporting the industry 

growth hypothesis; industrial research expenditures as a percentage 
of net output for 17 U.K. and U.S. industries in 1958 were found to be 
highly correlated with the past growth of cutput of respective indus­
tries from 1935 to 1958. The correlation coefficients were .95 
for the U.K. industries, and .74 (product basis) and .76 (company 
basis ) for the U.S. firms. While Freeman is cautious as to the causal 
significance of this association, the fact that past growth is the 
variable associated with industrial R & D expenditure would tend to 
suggest that it is growth facilitating R & D, if there is a direct

relationship between them.
However already the inter-relationships between variables may 

turn out to be complex and confused. In  a high Pj industry we would 

expect research intensity , which in  turn we could expect would 

lead to industry growth; if  Pj is an enduring variable, the industry

. .. ,_j , y,i(Th level of research expenditures,would have high P., high growth and a high xeve
While the problm of d ic t io n  of causality » y  be eased by considering 

association between past hypothesised independent variables and present 

research expenditures, separate  the e ffe te  of just the « .  variables

already ecnsideredwould appear eniareered by the lik e life d  of - I t i -  

'»llin e a rity . This p ro b l« notwithstaniing, we would expect growth to

■si* ‘ .g&rr’T p fp ju it'i..
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lead to high levels of research expenditure, ceteris paribus.

(c) Federal Hinds for Research and Development
The preceding two variables are interpretable as environmental 

parameters, technological opportunity and growth of a particular indus­
try acting on the corporate preference system from the outside 
environment. However the steady state is determined by the relation­
ship of environmental and intra-firm parameters, and since we shall 
be concerned with the allocation of resources in U.S. industry in 1963, 
one potentially important intra-firm consideration is federal financing

of R & D.
Rankin, (1956) outlines the system of federal financing of R & D.

The authorisation of government agencies, and frequently the area of 
research itself, is specified by Congress. Research proposals not able 
to be dealt with by a particular agency may be contracted cut to private 
industry. Black (1969) points art that federal funds are usually allo­
cated for clearly defined projects and that "level of effort" work 
is supported infrequently (pp.216-17). Collier (1963) asserts that 
R & D workers hired for federal contracts tend to be laid off when 
business falls off, and hired again when it picks up with the signing 

of another big contract.
Our prim conoem is with » o » *  decision »aking «1 o110“*' 

icns to R 6 D, ani it is in tents of ccspany financed R S D that the 
trcdel arrf subsequent discussion was based. Ü  Collier s in erp 
ation of the behaviour of fins in taking on federal contracts is tme,

c, . functional allocation of corporatethen we might expect to find that the f
. 1i++1p affected by federal projects takenfinanced R & D resources is little aiiecieu uy

„mint/«! in federal projects when funds up by the firm; resources are employed in
. Thi«; suggests minimal sub-are available-and not,when funds dry up. ifU **

stitutibility of federal and company resources, therefore,

V =U2 * = °
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„here is percentage of total company R & D federally financed.
However there exist opposing arguments;
"A counterbalance to any advantage to industry frcm government 

research is the very real danger that government research will weaken the
effective research supported by private enterprise upon which our 

industrial strength has been based" (Boundy & Chamberlain,1963, p.83).

"The weapons industry is doing less and less company sponsored
research and relying more heavily than before upon federal agencies to
provide the initial guidance for development efforts" (Home, 1962,

p.329).
"Industry is being priced out of the (R & D) market by the compet­

ition of government" ( Brcwn, 1962, p.359).
"There is a danger that the government may be becoming an over­

whelming competitor in some areas of research. It may expand its 
activities in particular fields to such an extent that the field is no 
longer attractive to private research. The result might be massive 
research and development expenditures with little resulting commercial 
developments ... increasing government activity in specific fields 
does not usually result in increased total activity in those fields.
It may result merely in a reduced amount of pirate activity" (Ellis,

1962, p.369).

tatter, fcozen (1962, P-215) that evi‘ten“  “
contracting in the 1950's suggested that governs»* R S » H™”*«  
replaces private R S D resources, Orlans (1913) suggests that govem- 
«ent funds for space arri weapons R S D retards the grwth of privately 
finance! U D . a d  Black (1969) in this contekt speculates that private 
fi* search out federal agencies with research objectives «»parable to 
their own to finance R & D that the ccmpain might othe»ise have had to

finance itself.
These all suggest that federal allocations might substitute cor­

porate resources for R & D, i.e.
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In such circumstances;

W °  * 1  >°
a*

W °  40 
as

As federal financing of R & D increases, the ccnpany would tend to 
enploy less corporately financed R & D resources. In the above we 
assune the resource constraint does not vary, and the federally financed 
R & D resources are classified along with the residual P/M resources.

We will therefore include a variable measuring federal financing of 
R & D at industry level to examine which of the alternative hypotheses
fits the observed behaviour of industrial allocations better.
(d) Q.S.E.'s8 as Proportion of R & D Expenditure

Frequent mention is made in the R & D literature of the central im­
portance of the hunan element in R & D. According to Carter & Williams (1959), 

"in organising research it should be remembered that the individual 
scientists are generally the 'scarce resources' round whom and in the 
light of whose needs, the organisation should be built. Hence the comren 
insistence that 'men are more valuable than equipment (p.50).
Also Rath (1967);

"People, facilities and "knowledge" are key resources of all re­
search and development oomnunities. Of the three, people are the 
significant and critical resource. People are necessary to design, con­
struct, modify and operate facilities. People are the main instrument for 
production .transmission and retrieval of "knowledge (p.lOU).
This strongly suggests that the qualified scientific and engineering 
labour component in R & D is of potentially higher utility than the 
capital element. While formulation of such assertions in an accept 
able operational form is liable to be extremely difficult, omission of



consideration of possible asymmetry in utility derivable from R & D 
resources may lend to an important determinant of R & D expenditure 
being overlooked. Technological factors are liable to determine 
the relationship between employment of scientists and engineer, reducing 
the discretion management have over the capital/labour composition of the 
R & D resources "bundle". The inference of the statements by Carter 
and Williams and Rath is that for any two firm; having equivalent 
"bundles" of R & D resources so far as total expenditure is concerned, 
the firm with the greater human element in its R & D budget will be 
expected to derive the greater utility form its R & D allocations. 
Obviously the importance of the "human element" might be measured in 
different ways; one way is to assume that the significance of quali­
fied R & D scientists and engineers relative to other R & D resources 
can be measured by the wages and salaries of scientists and engineers 
as a percentage of total R & D expenditure. The statements above

suggest;
U2^>0

dS1

d

dS
< 0 and 2 

d
— i > 0 where is wages & salaries 

' of Q.S.E._____
total R & D 
expenditure

■Ms hspottesis u t  b. interpreted as being partially sfc- 
„1*1« end tentative» especially since it is an intra-fil» variable

limited data availability.measured at industry level due to

(e) Size of Firm
Size of fin. is a variable which differs significantly fro. those 

pr̂ ĉ ing; whereas the other variables nay be interpreted in teres of 
variable <-1, size of fir. relates directly to the resource con­

straint r'r". What we are concerned with here is the expansi paWhat we are
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of the firm in terms of resource allocation, and the effect that avail­
able resources have on the distribution of resources within the firm. 
However our approach will be similar to the extent that we will be looking 
for asymmetry of effect on resource utility. If variation in avail­
able rc :ources has differing implications for R & D and P/M functions, 
it may be possible to frame testable hypotheses as to possible relations
between size and research intensity.

In fact,following Schumpeter (1954), a number of studies have 
attempted to establish a connection between size and research inten- 
sity, but results have not been consistent,9 an) to date no fin. con­
clusions have been obtainable This need not »ply that revision of 
Schumpeter's theory of "creative destruction" is necessary, since 
Schumpeter »as priterily concerned «ith innovations, the final output 
of R ( D departments, not the process of producing those innovations.

Given the equivocability of research on effect cf site of firm on 
R s D expenditures, »hat justification is there for further analysing 
its possible effects in this context? Apart fro. the reason that 
emission of considemrtion of sine of firm might distort results if it
does turn out to be e significant factor in determining allocations, tte 
primary reason is that inclusion of the other variables in the analysis
may separate out effects obscuring the true relationship between

, However, there are also sound reasons whyresearch intensity and size. Hew ,
. a. •*,, e-m inrarpase with size of firm as a we might expect research intensity t

result of differing conditions for innovation.
Ihe best conditions for Ration are often feeuxi in snail ocer

ponies where ccrnmunications between development, production «d martetang
are simple ard easy, a^ «here a ccm»n objective can be easily estab­
lish* ( Layton, 1972,p.S>. &  sud, ciruunetances, the small firm may
survive even in turbulent ermrenments, by relying on rapid adoption 
imitation of „» techniques, «»ever the large fi» usually las «are 
cceplex and potentially conflicting issues and problems to deal with.
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A major change of direction for a large firm may require processing 
information and decisions through a large number of levels in the 
firm hierarchy arid co-ordinating a large number of sub-systems in the 
change process. Whereas intra-firm mobility of resources is relatively 
easy to achieve for a small firm, it may be a severe problem for a large 
firm. Consequently the small firm may have an advantage at the inno­
vation end of the spectrum of management of technological change. 
However,as the firm increases in size, the difficulties of co-ordination 
and re-orientation of resources with respect to adaptation to external 
change will terri to increase the attention paid to anticipating environ­
mental change - organising R & D, technological forecasting, strategic 
planning etc. Rirther, not only is the large firm more liable to 
rely on R & D as a necessary instrument for technological change, it 
is more able in that, as was suggested in the preceding chapter, it 
n*y establish more easily a resource based overview of the R & D 
function, individual projects do not detonate the strategic consid­
eration of the enterprise, rcr does each project entail committing a 
high proportion of organisational resources in highly uncertain

ctivity, unlike in small firms.
■Thus the small firm »ay achieve • sta,e “  “

¡active system rather than by organising resources in a R S 0 sub- 
ystem and itself instigating major technological innovation;
»ever the large firm.because of its relative disadvantage in changing 
lirecticm.is mo« liable to attempt to anticipate envitormental change 
v  incorporating an R S 0 department in its Iterations. This uould
terei to suggest that typically there will be a switch in emphasis

. _ term R & D based innov-frum a dependent, reactive strategy
in size. This interpretationative strategy, as the corporation grew

. +.>,,+■ in 1953 in the U.S., almost allis supported by the observation that
firms employing ™ne than 5000 workers undertook R i D werk, but only 
about 10% of fir* ploying less than 5000 workers did, with a steady
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■gradation* between these extremes (Jewkes et al, 1969, p.123 & 197).
This argument therefore suggests that research intensity will 

tend to increase with size of firm. Thus,as a firm increases in
size (measured in terms of available resource expenditure), the pro­
portion of resources allocated to R & D will tend to increase. This 
is not to suggest that large firms in a particular industry are more 
innovative than small firms; the similar I variables are liable to force 
innovativeness on all firms operating in hostile environments.
Rather it implies a switch in emphasis from innovation adoption to

innovation generation.
This concludes the set of variables to be considered as possible 

determinants of R & D activity. In a later section we shall consider 
how they may be operationalised in the regression analysis; for the 
moment we shall go on to consider similar possible relationships as 
far as basic research arc concerned, with the reminder that the hypo­
theses developed in the context of the systems approach in this 
tion are possibly only a subset of those conceivable under the systems 
framework. The justification for those selected remains their 
apparent reasonableness within the system frame of reference compared 
to other conceivable relationships considered, but rejected, for the 

purposes of the regression analysis.

Tvremination of Basic Research 
Steady States: Hypotheses

As far as the basic research sub-system is concerned, the allocation 
Diem is similar to that of R & D and P/M distribution,except that in 
3 case it is the size of R & D establishment which constrains the 
tribution of resources to the sub-systems, not size of firm itself 
e fig 7.9 below). The dotted line at the top of figure 7.9 
icates ^  ̂ „dssion of available resources to R & D (interpretable

. La

,9£fprTf TJ?*
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as size of research establishment) to provide the constraint for the 
allocation problem at the next level dcwn. What was an endogenous
variable for the R & D/P/M allocation problem is an exogenous para-

The behaviour of the variables in this problem may also be simi­
larly treated as in the higher level R & D P/M problem. The decision

is;
max U = U(S3, Su,ot) ; S3, > 0,

V  * v - <? + S Y = size of researchsubject to Y - ¡>3 establishment meas­
ured in total avai­
lable expenditure on 
resources.

In an exactly similar fashion to the allocation problem,

^ 3  > 0  i f u 3oi- u 4cc > 0

d <*

anl ^  > 0  if V  " U3< > °’
dot

(a) Technological opportunity
Phillips' index Pj provides values for each industry "purporting
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to measure the strength of the association between organised sciences 
and the technologies of the respective industries" (Phillips, 1966,

305). A reasonable hypothesis in such circumstances is that U3„ > V  ’ 
where v is ?j of the appropriate industry; since an "applied research" 
linkage is necessary for "basic research" to be processed through to 
final output, high Pj would unply relatively easy transfer of basic 
research. Low association between science and technology would imply 
poor linkage between basic and applied research. In the limit when Pj 
is zero, so also would be allocation of resources to basic research. 
Therefore we may reasonably expect Pj to have a proportionately greater 
effect on the resource utility in basic research sub-system than the
residual R & D sub-system; therefore dŜ  > 0 and dŜ  < 0.

d«' d°̂

(b) Growth
It „as argued earlier that tatattial ̂  R S ”

since ne» preducts arrf precesses tended tobedisad.ent.ged in ocpeti- 
ticu «ith old preducts for existing rerkets. This argument holds
even M,re strongly »ith respect to the <ypid flu* « * *  *■*“* 
allocation of resources to basic research; the output derived free, 
basic research tenis to be highly nwel and unfamiliar, to an even greater
ertent * . D output result^ fr» *. resî al » « D

r . resistance to the final output derivedWe would therefore expect that re
fn, basic research would be greater than to firel < * «  from suh-syst«»
nearer the "bottom end" of the R . D spectrum. In such oircuret̂ oes
basic research would be even more dependent on industrial grcwt

-+ ria he more difficult for
R & D work in general - cetens paribus

. .„u +n make inroads into stable,
innovations derived from basic res

.. , fnr, less radical output, and conse- existing markets than it would be
... n industrial growth should have a strongerquently a specific level of inaus

effect on *. expected utility of - U - « -  *  ^
on the expected utility of aUocatiore to otter * . »

j m r r i  W
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Consequently, we would expect , and dS3 > 0, dŜ  <0.
d«< du

(c) Federal Eunds for Research and Development
Black (1969) earlier pointed cut that federal funds for R & D 

tended to be allocated for specific projects; we would consequently 
expect that as the proportion of federal funds for R & D rises, basic 
research projects (N.S.F. definition) would tend to be squeezed out 
of the R & D sub-system, interpreting both basic research and the R & D 
system itself in terms of total resources (company and federal).
This suggests the simple hypothesis that dŜ  < 0 and dŜ  > 0

d« d*
(where oi is percentage of total company R & D federally financed) due 
to the application -specific bias of federal funding.

. 1  L Ï

(d) Q.S.E.'s as Proportion of R & D Expenditure
As with the P. and growth variables, the arguments put forward as

to the possible directional effects of labour intensity of R & D on 
the resource utility of that function hold even more strongly for 
basic research. As Mansfield (1968(a) p.47) suggests, the develop- 
ment end of the R & D spectrum is typically more expensive than research; 
building of pilot projects, construction of new materials and proto­
types can be extremely costly, and tend to imply relatively high capital 
costs relative to labour. Basic research activity on the other hand 
does not generally require such expensive capital but instead relies on
quality of scientists and engineers. Interpretinĝ  as proportion of
R & D costs spent on wages and salaries of scientists and engineers, this 

would tend to suggest;
V  > V

d*>3  ̂0 and < 0*
do< do/

(e) Size of Research Establishment
This variable has a rather different status from the others



- 7.29 -

discussed since it is concerned with hew research intensity may vary 
with size of sub-system (ceteris paribus). Figure 7.4 illustrates an 
example in which the proportion of R & D resources allocated to applied 
research and development increases along the expansion path OA, indic­
ating that intensity of basic research activity declines with size of 
research establishment.

In fact we would expect the basic research share of R & D to 
increase with size of research establishment. It is likely that 
the utility of basic research allocations will increase more rapidly 
than those of applied research and development as size of R & D depart­
ment increases because of increased range and variety of skills and 
resources afforded for the exploitation of basic research. As was 
emphasised in chapter 2 , the links between science and technology are 
often weak and indirect, and the embodiment of basic research in a 
specific invention is not envisaged at its onset. Consequently 
small R & D department may only have limited skills, abilities and train 
ing to exploit the innovative potential resulting from a specific in- 
house basic research project. On the other hand, the possibilities 
suggested by the same project would be more likely to be successfully 
exploited by a larger R & D department with a wider range of resources 
and techniques. Since the specific ccrmerical opportunities result­
ing from basic research projects are unexpected, thelarger R & D depart- 
ment has a better change of putting together the team necesary to 

satisfactorily exploit it.
This has similarities to Nelson's widely quoted diversification

hypothesis;
"a film producing a »ide «hge of P^cta «sting «  a broad 

technological base »ell find it profit^ to support research t«ard 
the basic-science end of the spectrum ... a broadtechnolog-cal bas 
insures that, »hatever direction the path of research may take, the
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Like Nelson's hypothesis, the above emphasise the ability of the corpor­
ation to take advantage of the unexpected avenues opened up by basic 
research, though our hypothesis relates to the capabilities and range 
of R & D resources, Nelson's hypothesis to the capabilities and range of 
production resources. Essentially the only difference between the two 
hypotheses is the stage of the innovative process on which emphasis is

placed.

Empirical Evidence of Steady State in Industrial 
R & D activity in U.S.

To test these hypotheses, the 1963 survey of R & D in U.S. 
industry (N.S.F., 1966) is utilised. As mentioned earlier, cross- 
sectional analysis is used since we assure 1tat f i*» are operating in 
a steady state and have achieved a natch between themselves and their 
environment.11 We will examine whether differences in industrial 
R & D intensity are consistent with the hypotheses above.

The year 1963 was chosen primarily because 1here is evidence to 
suggest that R & D activity in the U.S. stabilised around that period, 
in terms of allocations relative to alternative uses of resources.
Figure 7.5 below illustrates the growth of R & D activity relati 
G.N.P. at national and industrial level from 1953 - 70..

The development of industrial R & D as a percentage of G.N.P. 
continues, and partly overlaps , the trend outlined by Clare in figure 
6.1 (see page 6.6). The overall trend suggested by the two graphs 
considered together is of an S-shaped curve development which levels 
off at a plateau observable from 1960-64 (figure 7.5). We are interested 
in the possibility that the ecorary overall demonstrates steady state
behaviour in allocations to R & D as opposed to other functions, i.e.

„ • „veined with a constant ratio between that a "balance of resources" is obtained wi
• uniild be in the early sixties whenR & D and G.N.P. In this case, it would De m

+n wAch saturation level.the . sigjnoidal growth patterns appe

M W ? *  W
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R & D/G.N.P. ,  1953 - 1970

SOURCE: National Science Foundation. 1972 (b), p.3

FIGURE 7.5

There is sane tailing off of R 5 D perfoiMnce efter 196». and «  deal 

with this point below.
As far as individual industries are concerned, there is less con­

sistency in the pattern of R & D funding. A useful sunmary is again 
provided by the N.S.F. for the 1958-71 period in terms of the numb 
of R & D scientists and engineers per 1000 employees in five leading

. , „ c . . v Thp period up to 1961 is typified byindustries (figure 7.6 below). ine per p
• p 9, n scientists end engineerserratic growth in the proportion of R & D

in each industry; the period after 1965,by decline in the proportion 
employed by the three industries of the group employing the highest 
proportion of R & D scientists and engineers. However,the pe '
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1961-65 appears to exhibit stability in the proportion of employees 
that are R & D scientists and engineers in each industry, with the 
exception of aircraft and missiles in which the proportion continued 
to grow strongly until 1965, after which it declined sharply. This 
change of trend may be attributed to cutbacks in the N.A.S.A. space 
programme and federal defence funding. With the repercussions felt in 
R & D work in closely linked industries, such as electrical equipment and 
oOTiunication, these major switches of emphasis in R & D funding may 
be identified as being primarily responsible for both the sectoral 
instability and the change in trend of total R & D funding after 1965.

Number of R & D Scientists and engineers per 1000
employees in five leading industries. 1958 - 71.

120

100

80

60

40

20

_ /

 ̂ Aircraft and 
missiles

s s \
Electrical equipment & communication

fc>- ---------Chemicals TOTALn.illied j r nducts -- • —  **- ^Machinery.

Motor vehicles & other transportation

....................................................— j  i

Figure 7.6

1958 I960 1962 1964 1966 1968 1970 1971a
Full-time equivalents.
SOURCE: National Science Foundation, 1973 (b), p.7.

Consequently the 1961-65 period, and in particular the 1963-66
period appear to be the phase in which the U.S. econtw «  a whole 
tost closely appmximt*) stealy state behaviour with respect to, and 
in comparison with, resource allocation in other activities, ttirihg
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this period, performance of industrial R & D as a percentage of G.N.P. 
appears to reach a plateau level after its. sigicidal growth pattern, 
while subsequent gross and sectoral funding of industrial R & D appears 
to be substantially affected by changes in Federal policy with respect 
to funding of industrial R & D - implying non-steady state behaviour. 
Consequently, 1963 was chosen as a suitable year for the analysis, a 
further point in support of this choice being that growth indices are 
available for the 1958-63 period,12 in terms of change in production 
of each S.I.C. industry. It is the value of independent variables 
(such as growth) in the year preceding the measurement of the dependant 
variable involving R & D activity that we wish to utilise, and so 1963 
is a particularly suitable year for this reason also.

Measurement of Variables Used to Test Hypotheses

The hypotheses developed earlier t o typically of » £airl>' hi®b 
der of generality, and in order to investigate whether or not the 
served behaviour is consistent with these hypotheses, lower order 
rpotheses mist be derived referring to directly observable and 
insurable phe™eha.13 The variables t o either expressed by ind- 
stry/envitoment ih which case subscript j is used, or by size class 
n a particular industry, in which case subscripts ij are used, 
i = 1,2. The two size classes t o 10CO-5000 employees and 5000*)

Research and Development Expenditure 
Conpaity finroed research ard developnrcht is calculated by; 

x 100%Xii = X r -
3 V T

B X.. is an estimate of oon^y expenditure in the i’th size class 
he j’th industry as a proportion of value added. Rjj 15 company 
s for R ft D performance, by industry and size of company for 1963
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(fr0m N.S.F. 1966 table.A-15, p.93). is net sales of R & D
14

performing companies by industry and size of company for 1963 (frcm 
N.S.F. 1966,table A-36, p.lll). ¿̂1 measures research intensity as 
a proportion of net sales in R & D performing companies (see 
column (1) appendix I). However this tends to understate research 
intensity since non-resource costs have to be covered by company sales; 
value added would be a better measure of company size, although the
N.S.F. figures are given only for net sales. Consequently, Vj is 
used as an adjuster to give a better estimate of research intensity as 
a measure of use of resources. V. is value added by manufacture div­
ided by value of shipments for the appropriate S.I.C. grouping in the 
1963 census of manufactures,15 (from Bureau of the Census (1970), 
pp.701-05).15 Vj is measured for all firms in an S.I.C. grouping,
and consequently the number of firms surveyed nay be more than the 
R & D performing firms in some industries. Further Vj is not avail 
able for the N.S.F. size categories, i = I.2.1 Assuming Vj does 
not vary substantially between R & D and non-R & D performing firms in 
an industry, and that it does not vary substantially fron size cate­
gory 1 and category 2 in the N.S.F. survey, it nay be used to adjust 
research intensity into an estimated percentage of value added by 
R & D performing firms,in the i’th size category in the j th ind try 
It was felt essential to incorporate some value added adjuster in the 
analysis, since the theoretical formulation is with respect to allo­
cation of corporate resources: value added as a proportion 
varies widely between industries due primarily to technological 
differences,(see appendix I) and consequently a sales based empirical

analysis would be of little, if any, use.
We also investigate determinants of total funds for industr 

research and development for the i’th class in the j’th industry, Yyi

18



where T- ■ is total funds (company and federal) for R & D performance, 
by industry and size of company for 1963 (from N.S.F. 1966, table A-3,

p.82).

2. Basic Research Expenditure
Basic research expenditure, B— , is measured as a percentage 

of total funds for research and development by industry and size of 
company. Funds for basic research performance by industry and 
size of company for 1963 are provided in N.S.F. (1966) table A-6, p.140 
while the corresponding figure for total R & D performance is 
measured by R̂ j (table A-3,p.82).

3. Basic Research Performance
The variable is used to measure the percentage of R & D 

performing firms in the i’th size class in the j’th industry conduc­
ting basic research in 1963. The data is provided in N.S.F. 
table A-73, p.143.

4. Technological Opportunity
This is defined by Phillips (1966) as
"the extent to which current science permits functional (as 

contrasted with stylistic) product changes and product differen­
tiation among firms", (p.305). Phillips obtained his measures of 
technological opportunity by studying the descriptions of the products 
primary to each 4-digit S.I.C. industry included in the 2-digit groups

• 4-V./-» -TTifvifll m itttHpT* for* 0clCh UTdUSTTy»The figure for each industry is the
Siree P. operates as an environmental variable, Its value is assumed 
to be the same for all fir» in a particular irdustty in the ».S.F. 

classification scheme.

6. Growth
The Bureau of Census (1968(b)) produces indices of production to
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provide measures of the change in the value of work done in establish­
ments in each S.I.C. grouping, valued in constant dollars to eliminate 
the effects of price changes. These are carried out for each four­
digit sub-industry, and aggregated through to give values for each 
three- and two-digit industry. Current dollar weight data are 
provided for each two- three- and four-digit classification. The 
change in value of work done far each S.I.C. classification from 
1958-63 was chosen as the relevant growth variable. Growth figures 
were available for the specific N.S.F. grouping in a number of cases; 
where it was not, it was obtained frcm constituent three- and four-digit 
industries using current dollar weight data and 1958 value added to 
weights. These are reproduced in column (6), appendix I as a pro
portion of the 1958 values and denoted by Gj.

Past growth is used as the independent variable, since,as was 
stated earlier, it is the historic effect of variables on resource 
allocations that affect the prefereree system for resources. Again, 
the variable is interpretable as an environmental one, since industrial 
growth as a whole nay signal opportunities for innovation, even if 

individual firms are relatively slew growing.

6. Federal Funds for Research and Development
The variables F- is used to measure federal involvement in

R & D in the i’th size category in the j th industry and is measured by
R.. . As F.. increases fron 0 to 1, federal, involvement in R & D
il i]T-.
decreases as , proportion of all forts for USB- » “ • »  "ouU 
exfect federal involvement to affect fit« individually, art operate 
as an iMre-fim vari*,le, the highest level of disaggregation avail*,* 
in this analysis is at the i’th size class in the i’th industry.
7. Q.S.E.'s as Proportion of R & D Expenditure

, salaries of scientists andThis was calculated as total wag
ref R & D costs for the l th industry

enen nporc
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(N.S.F. 1966, table A-19, p.97), and denoted as IK.

8> size of Research Establishment and Finn
An average value is calculated for both variables, two measures 

being estimated for size of research establishment. In each case 
n.. was used, where A., is the number of R & D performing companies 
in the i’th size category, j’th industry;

Eij • Riin.. 13

(millions of dollars)

E'ii ‘lan .. 13

(millions of dollars)

zi3

d
r

11 (millions of dollars)

Therefore E- is the average size of research establishment measured 
in company funds for R & D, by size of company and industry, while 

is average size of research establishment measured in total 
funds for R & D. Since the relationship between federal and company 
funding is uncertain, the two different measures of size of research 
establishment will be Used in the regression analysis. Average size 
of firm is an estimate of average value added in the 1 th size cate 

gory, j’th industry for the average firm.

We re» have a set of operational variables derived from the 
flier resource based hypotheses. H»ever these are all .easured M  
datively high levels of Ration, either at the level of the i’th 
oustry, or the broad i’th size category in the i th industry, 
tile we would wish «assures of Pj »d Gj at this level of aggregation 
rtyway, for the rest of the variables these «ensures «ust be judged

.«WfTTT îf
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inferior to enterprise-specific measures. Further restrictive 
assumptions must be employed if regression analysis is to be utilised. 

The simple device of assuming the ij estimates pertain to a "rep­
resentative firm" will be employed. This avoids and obscures the 
problem of variability within the ith size category in each industry,but 
it permits the variables developed above to be used in the following 
regressions. However, while a comprehensive analysis would incor­
porate enterprise-specific variables, our intention here is mainly to 
analyse reasons for differences between groupings of firms and examine 
to what extent they are attributable to differences in conditions between 
industries. While federal funding of R & D and size of firms are inter­
pretable as intra-firm variables, the nain burden of our analysis is 
concerned with inter-industry differences and the possible effects of 
environmental or industry-level variables. In the next chapter we 
shall present some evidence to suggest that the effect of industry 
level variables are typically more important than intra-firm variables,
especially when firms fron a particular industry are sampled
restricted size ranges, as in orr analysis. The evidence suggests 
that variability in innovative activity between industries tends to be 
much more important than variability within industries, for large 
firms. This would mean that the relative neglect of intra-firm 
variables in our analysis may be justified in terms of the relative im­
portance of environmental and intra-firm variables in determining R &

D activity.
A joint in favour of stooping the fit« «  the wo-digit level

. • v thncie As Nelson et al (1967) pointis Nelson's diversification hypothesis.
out;

"organised R & D is predominantly carried on by large firms,
.. „ Tn those circum-Lso have more diverse product lines , (P*
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since if the Nelson hypothesis is correct, organised R & D mast be 
related to firms operating at a considerably more diverse «level of 
operations, possibly at three-, two-digit, or even higher levels of 

diversification.
As far as the functional form of the regression equations are 

concerned, four different forms are tried. The main burden of the 
hypotheses falls on directional effects of independent variables, and 
a priori there is no specific functional form vhich might be expec­
ted to be appropriate to the exclusion of others. However there are 
„»sons for the choice of different for«», end these are discussed

belcw.
1) Linear Form

Y = +yB X

y  i

where Y is the depen­
dent, X the independent 
variable.

He h i
The linear form is the shiest for, to he fitted, and this is

sufficient to justify its inclusion. » - > ■ * »
the existence of non-linearities and saturetion levels, this for, »ou
be sufficient to test the basic hypotheses bel». I*“ "“- there are
reasons why the linear for, W  be an inferior specification of the
relationship between rese»ch activity a^ the independent variables
due to the violation of the baric assertion of linearity. *  speci-

, a „„viable O' , the form provides a
fied above with the inclusion o

. * -»f e-trict convexity sincetest of the reasonableness of the assunption of str
• . .«iid be consistent with thea siorvi-fioan+iv nositive or negative

m , r r Tr
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2 ) Double-log Transformation

Log Y = a +/? log X

Fig. 7.8
The double-log transformation (doub-log transform) is in one res­

pect a preferable specification of the functional relationships compared 
to the linear form, since it is consistent with the assumption of 
strict convexity. It also is a form which provides one test of non­
linearity in the relationship between Y and X.

3) Reciprocal Transformation

Y = a, - -1—

Ihe repeal tr™sfon»tion Crecip.transfom.), like the linear 

m, provides for the existence of threshold effects, vi inR 
e »ion of strict convexity. An i^rtant feature of this for. is

• n which research a ctivity tends
ie existence of an asymptotic leve

. . _ • •. a__ n o t) And basic researchwards. There is a theoretical limit
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activity in each case of 100%; however it is likely that in practice 
there is an asymptotic level operational substantially less than 100% 
for both the R & D and basic research sub-systems. Providing research 
activity in sane cases is operating around this saturation level, the 
recip.transform, is one form of the regression equation which would test

for such activity.
it) Logarithmic-reciprocal Transformation

r>log Y = 4 r

Fie 7.10
The S-shaped curve of the logariUmo-reoiimMltMnsfomrtion 

(log.recip.transform.) has the premies of being consistent with the 
assumption of strict convexity and the a prion expectation of an 
asymptotic level for the appropriate research acti ty

Urns, the different functional font provide alternative formats 
for the testing of the hypotheses, each fomilation investigating 
different possibilities as to the type of relationship between the 
irdeperxlent variables and the appropriate research ty.
Preis and HouthaWrer <1»5> in a study of consumer behaviour utilised 
similar formulations on the grounds that it was only possible to test 
the reasonableness of a hypothesis against a limited number of speci­
fied alternatives Cp.ee). Our arguKtt here is similar since the 
different formulations are consistent with different aspec

- 1  i. »1
* ̂  «jthx i  fit v 5? u p
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possible relationships between variables; linearity (formulation 
(1) ) / non-linearity ( (2), (3), and (4) ), strict convexity ((2) 
^  (i0 )/ threshold effects ( (i) and (3) ), saturation levels 
((3) and (4)). In the subsequent analysis we will utilise each 
formulation to examine the reasonableness of’the alternative specif­
ications of relationships between variables.

Testing the Hypotheses

In the regression equations of the rmaining sections of this 
chapter, the values in brackets under the coefficient of each rede 
pendent variable is the t value for that »efficient i if «* value 
is significant at the 95% level of confidence ( »  tailed test) it is 
asterisked (*>; if significant at the 99% level this is Micated by 
a double asterisk (**). For each equation, F values, R and It are 
also provided, and the sample »hich the regression uses is also indi­
cated. From the sample code the composition of the sample y 
examined ty reference to the samples matrix of appendix II. A further

conrention adopted is that in discussing a variable its vari0US 
transformations, in general only the code for the untransformed variable 
is given; for example in discussing the performance of technological 
opportunity variable in tire different functional fores ». generally 
use P. as signifying technological opportunity in untrans 

transformed form.
As an initial examination of the possible determinants xj ’

.ix.1. „fM class in the j th industry, company financed R & D for the i th
a pilot regression »as run using Pj (technological opportunity), Gj

( ird re tiy  gre»th), Oj (Q .S.E . * * " * » > ,  ^  Zi i  “ “  ^
. The only industries included in the firm in the ith size category).
v. fnro which Phillips originally provided sample for this equation are those

a jLufcl



possible relationships between variables; linearity (formulation 
(1) ) / non-linearity ( (2), (3), and (4) ), strict convexity ((2) 
and (4) )/ threshold effects ( (i) and (3) ), saturation levels 
((3) and (4)). In the subsequent analysis we will utilise each 
formulation to examine the reasonableness of the alternative specif­
ications of relationships between variables.

Testing the Hypotheses

In the regression equations of the remaining sections of this 
chapter, the values in brackets under the coefficient of each inde­
pendent variable is the t value for that coefficient; if the value 
is significant at the 95% level of confidence ( two tailed test) it is 
asterisked (*); if significant at the 99% level this is indicated by
a double asterisk (**). For each equation, F values, R2 and R are 
also provided, and the sample which the regression uses is also indi­
cated. From the sample code the composition of the sample may be 
examined by reference to the samples matrix of appendix II. 
convention adopted is that in discussing a variable and its various 
transformations, in general only the code for the untransformed variable 
is given; for example in discussing the performance of technological 
opportunity variable in the different functional forms we generally 
use P. as signifying technological opportunity in untransformed or

transformed form.
As an initial examination of the possible determinants of X.., 

conpany financed R & D for the i’th size class in the j’th industry, 
a pilot regression was run using Pj (technological opportunity), G- 
(industry grmwth), Uj (Q.S.E. intensity), and Zy (average size of 
firm in the ith size category). The only industries included in the 
sample for this equation ar* those for which Phillips originally provided
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estimates of P. and for which N.S.F. data for 1963 is available.
The simple linear form was used for this regression and the results are 

shown in table 7.1 belcw.

TABLE 7.1

Equa­
tion
Num­
ber

Dependent
Variable Independent \Variables F R2 -2

R !
i

Dam­
ile

Corporate 
Financed 
R & D

Constant
Techno­
logical
Oppor­
tunity

Industry
Growth

Q.S.E.
Inten­
sity

Size
of

■ Firm

1.1 Xü - 10.41

- 2,67*

+1.84P. +6.656. +.029U. t0043Zy 

4,52** 2.28* .48 1.66

14.2 .81 .76 (a)

The fit of the regression equation is quite good, with an F value 
Of 14,20 arri and of .76. As far as the individal variables are
concerned, both Pj and Gj are significant, Pj at the 99% level, and 
toft variables in fte direction hypothesised. An interesting feature 
of the dead significance of Pj and Sj is that it indicates that as 
far as this sample is concerned, fears that multicollinearity of Pj 
tod 6j might make it impossible to separate out their respective 
irfluLes on Xy were unfounded. Both variables may therefore to 

retained in the analysis.
A difficulty with using only Phillips' values in the data matrix 

(cole. (5) appendix I) is that it limits fte degrees of freed» avail­
able. The device of utilising values for the i'th sire category in each 
industry is one means of extending the available degrees of freed», 
but if further estimates of Pj »ere available, »be numbers sampled cculd 
be ̂  quite substantially. In this respect Dr. Prank Samson
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of the department of Industrial Science, University of Stirling,
provided invaluable assistance by supplying independent estimates for 
the remaining industries and sub-industries in the N.S.F. classifi­
cation.̂  These are indicated by circling in column (5), appendix I.

In the second run, the provision of extra estimates of Pj permitted 
extra industries and sub-industries to be included in the analysis,
increasing the degrees of freedom available. The second run also 
extended the analysis by using each of the different functional forms
suggested in the previous section, and by including the variable 
(proportion of industry R & D,company funded), whose possible signif­
icance for R & D allocation was not fully appreciated at the time of 
the pilot run. The remaining difference from the pilot run is that
U'. was used instead of U, (U', = 100 - UO.21 The resulting
] J 22

regression equations are summarised in table 7.2 belcw.
All equations in table 7.2 are fairly good fits ,and each signifi­

cant variable has the hypothesised sign. In each case Pj> Gj 
Z.. are significant except for G- in equation 2.2 Fran the F 
values of each equation, the best estimating equation is the signoid
shaped log. recip. transform, with a narginally higher F value from the 
doub.log.transform. Provisionally therefore, the results support
the log.recip. transform, and the Pj, Gj and Z- hypotheses.
support is found for the U'j hypothesis.

The non-significance of the Fy coefficient indicates that the 
results of the ragrassions ara not consistent with the hypothesis that 
federal funds substitute company funds for R & D. To further examine
the implications of this result the regressions were run again with 
the same sample and independent variables, but using Yy, total funds
for R & D in the i th size class in the j th industry, as dependent 
variable rather than Xy .23 *  ̂ deral funds aû nent rather than
substitute company funds for R & D, then Yy should be in y
related to F-; as F- decreases, the federal proportion in R &





funding increases, and so also should total funds for R & D. This 
is examined in the appropriate regression equations 3.1 - 3.4 inclusive 
(see appendix IV for full results). In this case the best estimating 
equation is the doub. log. transform, (see Table 7.3 below).

TABLE 7.3

Both the Pj and F- variables are significant at the 99 o level 
of confidence. When equation 3.2 is considered in conjunction with 
equations 2.1 - 2.4 inclusive, the inference to be drawn is that 
F.. is considered as a possible determinant of research activity along 
with other independent variables, the results are inconsistent 
the widely held belief that federal funding of R & D merely replaces 
what would have been allocated as company resources for R & D.
Instead it is consistent with the observation by Collier (1963) that 
R l D resources tend to be hired when federal contracts are obtained, 
and laid off when the contract ends.25 This result has obvious, 
policy implications since it does not support the conventional
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funding of R & D does not significantly affect the health of com­
pany R & D in different industries, at least in terms of intensity of 
company R & D funding. Instead,it implies that assessment of 
federal financing of R & D need not take account, in general, of
possible costs of sacrificed corporate R & D since it does not appear 
to inhibit privately financed R & D.

The regression equations 2.1 - 2.4 inclusive provide no support for 
the retention of the and U'̂  variables. Consequently these 
regressions were re-run with the emission of the F- and U'̂  variables, 
and the results are summarised in table 7.4 below

The pattern of goodness of fit is generally the same as in equa­
tions 6.1 - 6.4, all equations providing good fits, with log. recip. 
again.showing a marginally higher F value. All variables are signifi-
cant in each formulation, P. and Q. at the 99% level in each case.
On the available evidence, it appears the regression analysis supports 
the P., Gj and hypotheses with the sigmoid log. recip. formu­
lation providing the best fitting regression equation.

Thus, the hypotheses that technological opportunity, growth, and 
size of firm encourage research intensity are supported by the above 
analysis. However,the hypotheses that the Q.S.E. ratio in R & 
expenditure and federal funding of industrial R & D are, respectively, 
positively and negatively related to corporate financed R & D intensity 
are not supported by the equations. The non-significance 
Q.S.E./ R & D ratio may be considered a refutation of the original 
hypothesis,(that the "human elenent" in R & D is the most significant 
resource), or it may simply ideate that the hypothesis was not satis­
factorily operationalised or measured here. However, as indicated 
above, the non-significance of the F.. variable in equation 2.1 
to 2.4 inclusive, when considered along with its performance in equation 
3.2, provides both useful and surprising information with consequent



mm





policy implications.
There is an interesting symmetry in the equations 6.1 to 6.4 inclu­

sive. The resulting significant variables include one technological 
(opportunity) variable , one market (opportunity) variable and one 
variable measuring size of system. As far as the different formu­
lations of the equations are concerned, there is little evidence 
to choose between formulations, all equations recording high and 
similar R2 values. However, as discussed earlier in the chapter, 
each functional form has different implications for interpretation 
of the behaviour of allocations to R & D in response to changes in 
the variables, and since there appears to be little to choose between 
the various functional forms in terms of goodness of fit, it may 
be worthwhile considering,in particular,the assumption implicit 
in the recip. and log. recip. transformations that there is a
saturation level or asymptote in terms of percentage allocations 

27to R & D.
For the recip. transform, the asymptote takes the value of the 

* coefficient, which in equation 2.3 has the value 14.71 (%), 
and in the ran which emitted F.. and U'. has the value 15.91 (%), 
as indicated by equation 6.3. Both t values are significant at 
the 99% level. The implication is that the best estimate of a 
ceiling to R & D allocations is about 15% of value added in this
specification of the regression equation.

In the log. recip. trensfonrr. the asymptotes, have the value <r* , 
which is 186.79 (%) in equation 2.8 and 81.8S W  in equation 6.8, 
the first estimate being infeasible and the second non-plausible.
A problem in measuring asymptote values in both recip. ani 1«. 
recip. transferors is the highest value of Xy included in the sam­
ple isS.St in the case of scientific instruments, whereas the imputed 
asymptotes derived from tire best fitting regression line are substan­
tially higher; this is reflected in the confidence intervals



surrounding both formulations, the range being 4.96% to 24.46%
for a- in equation 2.3 (recip.transform.) and 14.43% to 2146.31% for
in equation 2.4 (log. recip. transform.), both at the 99% level.
The width of the confidence intervals is a consequence of the avail­
ability of data points being restricted to only lower values of 
X.. as far as theoretically feasible range from Zero to asymptote 
is concerned. The problem is exacerbated in the case of the log. 
recip. transform, since a logarithmic transforation here puts a 
higher weighting on lower values of the dependent variable. 
Consequently, while both equations 2.3 and 2.4 are good fits, the 
grouping of the data points at low values of X£j means that very 
little can be usefully stated with respect to possible saturation

levels.
Therefore, in this section, each of the functional forms used to 

analyse possible determinants of X.. has provided good fitting 
equations with three of the five independent variables recording
significant t values in each case. There is little to choose
between the functional forms in terns of goodness of fit. In the 
next section we shall similarly analyse basic research activity in 
an examination of possible determinants of allocations to that func­

tion.

the Basic Research Hypotheses
used to calculate possible deter- The N.S.F. data was similarly usea w  ̂

•  ̂ As with the X.. variable, aunants of basic research activity. lj
_ +Vl„ lower formulation and only P. estimates >ilot run was made using the lower J
t rase the F. • variable was includedprovided by Phillips. In this case, xj

In the pilot tun sine, there »re specif* and un»big»°us expec­
tations as to the sign of F,-> unlike in the Xy pilot run.



TABLE 
7.5
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f and E.• were used in alternate regressions to measure average 
ij i]

size of research establishment. The dependent variable was By, 
percentage of total funds for R & D allocated to basic research for 
the i’th size category in the j’th industry.

The initial results are surprisingly good considering the few 
degrees of freedom available and the frequently alleged non-economic 
basis of basic research. Size of research establishment is sig­
nificant in both cases, but when E'y is used, P. , Fy and U- 
are also significant. Hwever V. has the opposite sign to that 
hypothesised, indicating that a negative relationship exists in this 
sample between the proportion of R & D cost accounted for by wages 
and salaries of Q.S.E's and By. This is a resutt which is diffi­
cult to account for from the preceding hypothesis.' Otherwise 
the only other coefficient in equation 1.2 whose behaviour is not 
consistent with the earlier hypotheses is that of Gj} in this case 
the /S coefficient is statistically insignificant.

To test tire possible significance of the relationships between 
these variables and By more fully, the four functional fores were 
utilised in a series of regressions in which the extended estates 
of Pj were used. Each, of the variables hypothesised to affect ^• „  4*Vwa c i 7 P  o f  ï'S S ê c ü rC Ïï 6 S "tâ 3 D liS ÏVBy were included in the regressions, tire size
ment variable being measured in both Ey and E y fonriS‘ 1116
«ere extremely poor, only one variable in tte eight regressions being
significant at the 9» level, Ey in elation 9.2 (see appendix IV
for the complete results of the regressions, equation numbe
9.1 to 9.7 inclusive). Equation 9.2 shorn in table 7.9 bel» also

had the highest F value.
r . , •» c -*~p q and the number ofConsidering the number of van

. ■ ff -,-t- least one variable regressions run, it would not be surprising
. there is no underlyingrecorded a significant t value



TABLE 7.6

Equa­
tion
Num­
ber

Depen­
dent
Varia­
ble

F R2 R2
Sam­
ple

Basic
Res­
earch

Constant
Techno­
logical
Oppor­
tunity

Industry
Growth

Size of 
Research 
Establ­
ishment

Fed­
eral
Fund­
ing

Q.S.E.
Inten­
sity

4.2 Bij - 33.30 +.73P. -1.57 G. *•« +12.36 +.40
F. • U'. ID 3

lin­
ear - 1.32 .47 - .15 2.36* 2.00 1.31 2.15 .47 .25 (e)

29
relationship between the independent variable and B^. Consequent y 
the regression results cannot be cited in support of the behavioural 
hypothesis. A further set of regressions were run in which ? y  G. 
and E.. were regressed individually against B.. in each functional 
form (equation 7.1 to 7.12 in appendix IV) in order that extra 
degrees of freedom could be nade available in the regression equations. 
However the results were again extrerely poor, none of the variables
recording a significant t value. The regression analysis does
not support any of the earlier hypotheses as to possible relation­
ships between the independent variables and B̂ j.

Testing the Spillover Model

The failure of the regression analysis to support the B_ 
behavioural hypotheses could mean that the hypothesised relationship 

and independent variables was incorrectly specified

W W ™ !  « W W P ! K
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either in terms of the effects of the variables or the appropriate 
functional relationship. A further possibility is that the avail­
able highly aggregated data is not a suitable form for the testing 
of hypotheses originally specified at the level of the individual

Some indication as to how the present theoretical construction 
my be inappropriate has already been discussed in the section in 
chapter 4 dealing with managerial preferences and R & D sub-systems. 
There it was suggested that managers may rank R & D sub-systems 
according to the extent to which each sub-system is removed from 
final output. Radicalness and uncertainty of sub-system activity 
with respect to their contribution to final output encouraged 
managerial bias and discrimination against such sub-system activity. 
As Gold (1971, p.222) points exit, in such circumstances management 
my possess a ranking system for sub-system activity, familiar and

p/m
•V J.

firm.

routine operations or activities with low uncertainty being generally

preferred to more innovative and radical activities. Such behaviour

Fig 7.11 (a) Process of innovation *—  y  ,  - , ___________ / l - l n o a r  9development (linear 
model of innovation)

»?-----

Fig 7.11 (b) Direction of increas­
ing project cost, un­
certainty and ignorance
of outcome, & radical­
ness of outcome.

*--------*--------*

Fig 7.11 (c) Model of resource- « i •_<allocation and dis­
placement. FIGURE 7.11

Figure 7.11 (b) indicates the direction in 
ices are typically ranked, from product_on

i which resource pret­
to basic research, the

erences are
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, preference ranking operating in the opposite direction to the chrono­
logical process implicit in the traditional linear model of innovation 
represented in fig. 7.11 (a). In conjunction with the flew model 
of research activity implicit in Machlup's chart in chapter 2 (figure 
2.1) and managerial preference for familiar and minimally uncer­
tain research activity, figure 7.11 (b) suggests the behavioural 
model of resource allocations in figure 7.11(c). The diagram is 
to be interpreted as implying the ranking of resource activity in 
fig. 7.11 (b); the first preference of management is for the R & D 
activity indicated by the chain e d c. In this case resources are 
alienated to develops which in turn develop project idea! “»ich 
in turn move activity back to the production stage. A lower raridng 
preference is for the activity chain b c d b resulting tarn 
resource cosndttent to applied research, with the least preferred 
activity being a b c d a. The arr»s operating in the opposite 
direction indicate the possibility that resources »ay not be allo­
cated in a simple linear progression a b c d, as Machlup earlier 
pointed out. for example a project which is referred back to basic
research fern applied rese»ch twice end development once might

r mrtivitv and resource commit-follow the flow process of research activixy
ment a b e a b a b e d  .

Thus, while it is necessary for an activity at the top end 
(end "a") of the R & D spectrum to pass through all intervening 
stages between it and activity V  (intervening stages are "b" and 
V- here), a project may be referred back to any of the stages pre­
ceding it by "skipping" intervening stages. This is indicated in

• null anrl "c". It is of figure 7.11 (c) by the arrows bypassing
, „ . n nrvviects may involve activities

course possible that complex R P different stages and on
being carried out simultaneously though at differen
different sections of the innovation. Sue* complex behaviour -Id
have to be studied in a more sophisticated version of the model than

t J



is developed here. 3o
The asymmetry of resource preferences within the R & D function 

implies that there is a threshold to be overcane before a resource 
is committed to a particular category. Since the firm's first 
preference is to minimise displacement from P/M, the firm's primary 
operations and activities are concerned with P/M resources, with 
development, applied research, and basic research being lesser pre­
ferred options, in that order. This suggests that the assumption 
of strict convexity utilised in the model of the managerial prefer­
ences system may be inappropriate in this context. Instead, fig.
7.11 (c) suggests a "spillover" model of R & D sub-system allocations 
in which there is progressive comnidrent of resources along the R 
& D spectrum from P/M activity, the boundaries between sub-systems 
representing thresholds which have to be crossed before a particular 
sub-system activity is undertaken and resource conmitment is entered 
into. For example, a firm may allocate resources to the c d c 
"loop" initially, with minor developments of existing products 
passing through into production, and n» projects being created and 
conceived within the boundaries of this development - P/M loop.
The preference system, in ranking sub-system activity according to 
uncertainty and radicalness of associated final output, creates thresh­
olds or barriers which nust be overcane before a lower ranking activity 
is undertaken. As indicated in figure 7.11 Cb) the barriers are 
overcome in the order d c b a. Thus the development-?/M loop may
first be extended to include applied research, and finally basic

, of onecific sub-system activityresearch as the barriers to adoption pe
are progressively overcome.

. „ „hether the hypotheses developedThis raises the question as to wneui
. 3TY,v activity nay have any rele- earlier with respect to basic res

va„ce to the present discussion. In to* * rsfoi-lation is
«... offset of changes in the respective variables is



- not primarily to reallocate resources within existing sub-systems 
but instead is to strengthen or weaken the threshold boundaries 
constituting barriers to allocation of resources to less preferred 
sub-systems. For example,in the spillover model, the hypothesised 
effect of increased industrial growth is not to increase basic 
research share of R & D activity, but to weaken the threshold in­
hibiting the adoption of basic research activity in the first place. 
Similarly, the other variables affect sub-system resource alloca­
tion in an analogous manner to that of the earlier By hypothesis, 
except that the effects of the variables are with respect to facili­
tating or inhibiting the triggering of a particular sub-system activ­
ity rather than with respect to re-allocation of resources within 

the existing sub-systems.
To test this formulation, the variable Ny substituted the 

variable By in the regression analysis. Ny is the percentage o 
R & D performing companies in the i’th size class in the j th indu 
stry who also conducted basic research in 1963. Ny is therefore a 
measure of the proportion of R & D performing companies who have 
crossed the basic research threshold in a particular industry.
Using Ny is a less ambitious test of the model than By since it 
is a simple measure of the extent to whic* basic research activity 
in an industry is switched -on” or "off rather than the distribu­
tional aspects of sub-system activity measured by By . However, 
recalling what was said earlier about the likelihood that sub­
system stability diminishes farther down the resources hierarchy,
this may be the best that can be expected from analysis of basic

v eiih-svstem is the most vulnerable to research. The basic research sutrsysxem
start run distress conditions, as the spillover model «ould suggest,
an) it is also generelly the rest difficult re analyse in t.»s of

anticipated resource utility. Hie non-significance of the By
instability



and irregularity of allocations to this function rather than 
specification error in the regression analysis itself. Unreliability 
of the distributional aspects of sub-system activity notwith­
standing, it may be possible to establish pattern in the relatively 
simple "switch mechanism" implicit in the spillover model.

The N • • regressions were run using the extended sample pro­
vided by the extra estimates of Pj, in the four forms with both 
E., ̂  E'.j measures of size of research establishment. The 
results are sunmarised in equations 5.1 to 5.8 inclusive in appendix 
IV. Both versions of the doub.log. transform, turned out to be 
good estimating equations of log Ny  and were unequivocably superior 
to the other estimating equations when F values were compared. 
Equation 5.3 in table 7.7 belcw recorded the highest F value.

TABLE 7.7

As with the X.. equations, F„ and U'y perform poorly in1] ‘‘•J
. , . .. -- .• o rœneated in the set of equationsequation 5.3, and this pattern is repeaxeu



5.1 to 5.8 inclusive. The only significant t value for either 
variable is for Fy in equation 5.4. Thè signs for G. and E'- 
are those anticipated, but the sign of the regression coefficient 
for P. is negative indicating that the proportion of R & D perform­
ing companies in a particular industry undertaking basic research 
diminishes as technological opportunity increases, ceteris paribus.
This implies the suprising conclusion that the proportion of firms 
conducting basic research is inversely related to the extent to which 
current science permits functional product changes, after allowing 
for the effects of industrial growth and size of research establish
ment. This is discussed further belcw.

Since Fi- and U' . performed badly in those regressions, the 
four functional forms were again used to re-estimate determination
ofN.. using E^j only as measure o f size  of research establishment
and deleting F.j and U'̂ . To examine what effect deletion of P. 
would have on the fit of the equations, this was done in a second 
run for each functional form. The results are shewn in equations 
8.1 to 8.8 in Appendix IV. Both doub.log.transforms again recor­
ded the highest F values, the equation with the highest value being 
equation 8.3 in which P. was included as an independent variable.
(see table 7.8 below) The F value of equation 8.3 and the res­
pective t values of variables are in each case higher than the

. , . , P and U'• were included. Thecorresponding equation 5.3 in which j
F vai» alone indictee 8.3 ie a betta- estinvrtor of log Ny than 

5.3.
One «salt worth .»phasising «  appara’tly

• __ nf research establishmentstrong relationship between average
and percentage conducting basic research (t value of 7.27) after

_ _ a p • While it was stated earlier allowing for the effects of Pj an̂  j*
that little could be said abort the possible determinants o y- 
averavo ai,. «  „search establish«.! .as the variable recording



TABLE 7.8

Equa­
tion
Num­
ber

Depen­
dent
Varia­
ble

F R2 R2 Sample

% con­
duct­
ing 
Basic 
Res­
earch

Cons­
tant

Techno­
logical
oppor­
tunity

Industry
Growth

Size of 
Reserach 
Estab­
lishment

8.3 log
Nij

2.09 -.60 logPj +3.681ogG. +.401ogE'ij

7.56** -2.97* 3.81** 7.27** 22.73 .83 .78 (f)

significant t values in each of the linear formulations of the By 
regression equation discussed earlier (see, again, equations 1.2,
1.3 and «.2). It is therefore worth emphasising the possible 
significance of this variable as a determinant of basic research 
expenditure, as to as future »»lysis is concerned, given its 
apparent importance relative to other variables in both »y and 

B.. analyses.
, r ,nri rtt. recorded the signs antici- Again, however, while Gj and L xj

„„efficient. The significancepated, P. still has a negative
of the t value for P, suggests that the regression analysis is *  
only inconsistent with the hypothesis regarding the possible rela­
tionship between P. and Ny, but directly contracts it; at seems 
that high technological opportunity does not encourage the dressing 
of the basic research threshold,tut in fact appears to inhibit it. 
The general resource based approach to the determination of »y 
appears to have resulted in good satiating equations in the cases



TABLE 7.8

Equa­
tion
Num­
ber

Depen­
dent
Varia­
ble

F R2 R2 Sample

% con­
duct­
ing 
Basic 
Res­
earch

Cons­
tant

Techno­
logical
oppor­
tunity

Industry
Growth

Size of 
Reserach 
Estab­
lishment

8.3 log
Nij

2.09 -.60 logFj +3.681ogGj +.401ogE'-

7.56** -2.97* 3.81** 7.27** 22.73 .83 .79 (f)

significant t values in each of the linear formulations of the B̂ j 
regression equations discussed earlier (see, again, equations 1.2,
1.3 and 4.2). It is therefore worth emphasising the possible 
significance of this variable as a determinant of basic research 
expenditure, as far as future analysis is concerned, given its 
apparent importance relative to other variables in both N.̂  and 

B̂j analyses.
Again, however, while G- and E'.j recorded the signs antici­

pated, Pj still has a negative coefficient. The significance 
of the t value for P.. suggests that the regression analysis is not 
only inconsistent with the hypothesis regarding the possible rê a 
tionship between P. and Ny, but directly contradicts it; it seems 
that high technological opportunity does not encourage the crossing 
of the basic research threshold(but in fact appears to inhibit 
The general resource based approach to the determination of fh j 
appears to have resulted in good estimating equations in the cases



31
utilising G. and E'..J what is it about the P, variable or 
hypothesis that results in such an emphatic contradiction of the Pj 

hypothesis?
Sane relevant aspects of the problem may be illustrated if we 

consider the precess by which the respective variables might oper­
ate on the respective sub-systems and resource preferences. In 
particular, the G- and E'- variables differ from P- in that they 
do not describe differences inherent in R & D activity conducted 
in the respective industries, but instead differences in the condi­
tions encountered by sub-system output. Both G- and E'y are 
hypothesised to operate on the R & D system by reducing the effective 
barriers to implementing less-preferred sub-system activity; increas­
ing G. and/or E'„ progressively reduces barriers and resistance to 
implementing sub-system activity along the chain d c b a in figure

7.11 (b).
However the variable Pj is of an entirely different nature to Gj 

and E'..; it is an intended measure of one aspect of R & D work,
"the extent to which current science permits functional ... product 
changes and product differentiation". Earlier it was suggested
that this variable facilitated linkages between basic research and 
applied research, and this is indeed liable to be the case.
However there is another aspect of this variable whic* only is 
apparent once the behaviour of basic research activity is con­
sidered in a spillover frame of reference, that .& the 
Pj on applied research resource utility. The applied research 
sub-system is concerned with the discovery of new scientific 
knowledge with specific oonraeroial applications (see appendix III). 
The variable Pj rafere to linkage between science and technology 
and certainly will have a direct effect on the resource utility of 
applied research. This has significant implications for basic

research in a spillover context.
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If resource utility of applied research rises due to increase 
in p.} this may inhibit rather than facilitate spillover into basic 
research. If firms are operating in a rich applied research envir­
onment, incentive to direct resources to more speculative basic 
research may be small. The conservative bias implicit in the spill 
over model suggests that high and demonstrable resource utility from 
applied research might lend weight to arguments against basic 
research allocations; why allocate to basic research when there is 
such potentially high resource utility to be derived from allocating 
to those areas where there are obvious links between scientific know­

ledge and new products?
However, the R & D performing corporation operating in a low 

P environment is liable to find its applied research sub-system 
relatively barren compared to high Pj industries. In such circum
stances there may be little inhibition with respect to spillover into 
basic research since basic research is not diverting R & D resources 
iron areas of high resource utility. A similar point is made by
Williams (1961) in a normative context;

»If...researchers wisely choose basic problems because their
applied work has nin up against existing scientific knowledge and 
has become unproductivê  "empirical" then the wastage rate need 

not be high" (p.26).
. r -r variable in the X. • equations,As with the behaviour of the F- vareaoie 13

this suggests an interpretation which again runs counter
conventional wisdom It sears the industries in which R & D
performing firms are more liable to adopt speculative and highly
uncertain basic research are the non-science based, if t
of industrial growth and size of research establishment on Ny are
separated out. The science-based industries are more liab
"play safe" by exploiting applied research and excluding basic
research, ceteris paribus. In this sense, the non-science-based
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industries may be said to be more progressive in their readiness to 
undertake basic research activity compared to the science-based 

industries.
This reinterpretation opens the resource-based analysis tested 

by the regression equations to the criticism that it is non-refutable;
had the original Pj hypothesis been supported by a significant 

and positive t value for log Pj in equation 8.3, the original Pj 
hypothesis would probably have been retained without question.
It was only when a negative and significant t value was obtained 
that an alternative explanation was sought. The only justifi 
cation offered for this is that it was the recording of an aberrant 
result for Pj which prompted a reconsideration of the role played 
by the respective variables in' the spillover model and clarification 
of the distinction between the effects of Gj, E - and that of Pj• 
Changes in Gj and E'y do not imply qualitative changes in the 
inherent properties or characteristics of composite resources in 
respective sub-systems, but only the conditions affecting the ex­
ploitation of output of existing or marginal resources of the 
respective sub-systems. As both Gj and E y  increase , we expec 
a progressive unfolding of resource allocations to the lesser pre­
ferred sub-systems along the chain d c b a in figure 7.11(b) 
it becomes pereeived worthwhile to allocate resources to the next
sub -system. Examining the implications of Pj rrore fully hcwe 
it is apparent that the direct impact of this variable is oriented 
towards the applied researeh sub-system. It is this specificity 
of effect of P. that encouraged the re-assessment of its role in the 
spillover model, and it is this which we argue justifies using the 
alternative hypothesis,in which light the relationship between Ny 

and P. was re-interpreted.
¿us,the regression »alysis supports «re hypotheses that techno- 

logical opportunity, gro*h ant site of research establish«* all
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affect the propensity to undertake basic research. There is a 
parallel here with the resulting significant variables in the equa­
tions used to examine possible determinants of company financed 
R & D in that similarly we obtain one technological ( opportunity) 
variable, one market (opportunity) variable, and one variable 
measuring size of the sub-system. However, in this case the techno­
logical opportunity variable appears to be negatively related to the 
dependent variable. Tentatively, therefore it appears that some 
aspects of basic research activity my be accounted: for in terms of 
hypotheses developed in this chapter.

Conclusions
In this chapter, the resource based model of chapter 5 has been 

tilised to formulate and test hypotheses concerning the conduct 
f R & D and basic research activity in industry. The results 
ere generally quite good in tens of the fit of the regression 
quations and significance of variables, except in the case of the 
... variable. As well as providing evidence which is of use in 
electing which of the respective hypotheses is consistent with 
he observed behaviour, the multiple regression analysis also 
ndicates some featurcs of the distribution of R & D activity in the
J.S. in 1963 not immediately obvious from casual observation, 
formulating the regression hypotheses in the context of the resources 
nodel illuminates the postulated relationships and determinants 
involved in the technological change systems, and the resulting 
conclusions hopefully provide a clearer understanding of the imporc 
tant variables operating in the R & D decision-making process.
On a more general level it also appears that basic research activity 
my be explained to some extent in terms of the hypotheses developed 
earlier in the chapter. In the context of the frequently alleged



non-economic basis and motivation of such research discussed 
earlier (see chapter 2), this may be regarded as noteworthy in

its own right.
However, there is another aspect to this chapter which should 

be stressed. As has been emphasised in earlier chapters, firms 
cannot optimise allocations through analysis and control at project 
level due to the high degree of complexity and uncertainty surround 
ing projects. Consequently, neoclassical theory is generally 
inapplicable at this level, and at aggregative levels. On the 
other hand, the hypotheses developed here are framed in terms of the 
resources model of chapter 5 which does not require analysis of 
component projects in order to provide a basis for decisions on 
overall resource allocations to functions.

In placing emphasis on the formation of-gestalts" and perception 
of pattern in-corporate/environment relations, the resources model 
stresses learning and adaptation in corporate allocations, which does 
appear to be an important aspect of corporate behaviour and decision- 
making at this level in the firm. Not only does this facilitate 
explanation of the "top-down" nature of allocations in the corporate 
hierarchy, but it also permits explicit recognition of the signific­
ance of uncertainty at lower levels in the corporation; since
analysis of higher levels is not equivalent to analysis of aggre

. -—vt- ywiuire in the first instancegates of lower level projects, we do 1
. _• __+ mndellinE before we can studydeterministic or stochastic projec

higher levels.
Consequently, the resales franework Prides s basis o» -hich

models of r a t io n a l  decision-raking »ay  be introduced in  » a ly s in C

. • __ tihpr'p rationality is not generallycorporate behaviour in areas where
recognised. The previous stales «hich have used « rationality 

.„oh a. neoclassical approaches, have typically been
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based on shaky, project level, foundations. It is hoped that 
the contribution of this chapter is demonstrated in the potential 
usefulness of an alternative basis for economic model building, as 
well as to have provided some interesting results with possible 

implications for policy making.
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APPENDIX
The purpose of this appendix is to provide a brief survey of 

sore of the more important studies of the determinants of innovative 
activity in the large modem corporation, that are not discussed in 
the main bod/ of the text. Hopefully, this vali place the analysis of 
chapter 7 in context. This was not done in the rain text of this 
chapter since the analyses surveyed here tend to be based on a neo­
classical framework, either explicitly or implicitly. Consequently 
tte selection, interpretation, and «ptosis of variaMas toened relevant 
to the analysis is rather different fro« that of the sysW fwe«ork. 
Where Stoh differences arise and are importo« will be enptosised bel».

We shall restrict consideration to the major hypothesised 
relationships discussed and analysed in the literature. Tte first 
of these is the question of possible relationship between sire of

firm and innovative activity.

(a) Size of Firm
This factor has been extensively investigated by a nu*er 

of analysts using «assures of site, in partiouiar, assets, sales 
ato euploynent. A stimulus for such study has been the Sdiumptenan 
ttesis (Schuipeter, 195«) that sise and market poer facilitate the 

process of dy»do coition W
distributed a sample of 340 firms taken from the Fortune 500

• -a, o p, d effort (measured in terms industries and found the elasticity of R & D etr
a- +y-i total employment) to size to be on y of ratio of R & D employment to total emp

a en teITOS of total employment and total
weakly related to size, measure

„ fl96V) on the other hand conducted a similar analysisassets. Ccmanor (1967) on inc
industries using late 1950's data ana

to Hamberg of 387 firms in 21
p, ww*. relative to total size (measured found the elasticity of research effort rela

• .roontiv less than one for 7 industries, 
in employment terms) to be sigm 1
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arri in no case significantly greater than one. Comanor's findings are 
consistent with Scherer's (1965) analysis of 352 firms from the 
Fortune 500 for 1955, in which he found that the largest firms accoun­
ted for a substantially smaller share of R & D employment than they 
did sales. Mansfield (1968) found using 1945 data that the largest 
firms in the petroleum drug and glass firms spent significantly less 
on R & D relative to sales than smaller firms, the chemical industry 
being an exception. Grabcwski (1968)supported Mansfield's findings 
in an analysis of large corporations allocations to research for 
1959-62 in the chemical drug and petroleum industries. Both Worley 
(1961) and Smith and Creamer (1968) found a tendency for firms in the 
middle of the size distribution of their respective sanples to be more 
research intensive than larger and smaller firms, in terms of employment

and expenditure respectively.
As Scherer (1970, p.361) comments, the evidence suggests

that size up to a point leads to proportionately increasing innovative

activity in most industries. Heaver after a point further size does
not lead to increased innovative intensity, and may lead t
This is consistent with the earlier resource based hypothesis i f ,

to the hypothesis that R & D advantages are gained from increasing

size, is added the qualification that they may encounter a saturation
point. Further than this, conparison with the study conducted in
chapter 7 is d ifficu lt to the extent that the studies conducted above 
are typically conducted on anindividual industrybasis, whereas the 
analysis of chapter 7 is on an industry wide bas’

(b) Concentration
Measure of concentration of industry sales have been used

as indicators of nKMipoly pwer »  « * "ine 1te Possil" llty  ,te t “ “  
may have an effect on innovative activity, frequently with the 
Schumpterian hypothesis in mnd. Using IS «  and 1961-52 data, 
taowits (1962) found a weak association between concentration and
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intensity of research expenditure, as did Hanberg in his 1966 study. 
Scherer (1967) in an analysis of the determinants of intensity of 
research employment initially found a strong relationship between the 
concentration index and research effort, but a much weaker relationship 
when differences in technological opportunity were allowed for. Ccmanor 
in his 1967 study found no significant relation between concentration 
and research intensity. Recent studies by Adams (1970), Philips 
(1971) Globerman(1973) and Hcwe and McFetridge (1976) report mixed 
results in each case with concentration being significantly related 
to research effort according to part of the evidence of each study, and, 
uncorrelatedaccording to other analysis in the same studies.

The evidence suggests, at best, a weak association between 
concentration and research intensity, especially after allowing 
for technological opportunity which is typically strongly related to 
degree of concentration. It is not considered as a possible determ­
inant of research intensity in the analysis of this chapter since we 
are using a non-discretionary nodel of corporate behaviour in which 
the assumption of hostile or potentially hostile environnssvts ensures 
that market structure does not play an important role in deciding the
distribution of resources. The available evidence suggests that

. 3t ' '
on empirical grounds also its omission is justi
) Organisational Slack

Availability of cash arri resources surplus to that i-aliatsly 
quirod naintain the corporation has been frequently suggested 
a source of R 5 D activity» a hypothesis which might be reg 
; consistent with both Schumpeter's (195") and Penrose's (1959) theories 
: corporate growth and develop»*. Sinoe depreciation «ay «* “  
source of liquidity, it has been used as a test of this hypothesis, 
rabowski in his 1969 study found that a variable curing after tax

. • vwtiHveiv and significantly related torefits plus depreciation was positively anu ^
jr-j Hnupvp.r. Scherer in
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his 1965 study, Hamberg in his 1966 study, and Mueller (1967) in 
an econometric analysis of 67 firms using late-fifties data, and 
Snyth et al (1972) in a study of patenting intensity in U.K. industry 
all found little or no relation between measures of profits and/or 
liquidity and research effort. Elliot (1971) in analysing research 
intensity for 53 firms, 1953-66 found that profit expectations 
were more important determinants of pcsearchexpenditure than cash flow 
variables. Minasian (1962) in a study of 18 chemical firms for 
1947-57 found lagged profit explained much better by R & D, than lagged 
R & D was by profits. Branch (1974), however, found some evidence 
of a significant relationship between past profitability and research 
effort in a study of 111 films in 7 industries for 1950-65.

Regarded together, the available evidence provides little 
evidence of a consistent relationship between measures of profit and 
liquidity, and R & D intensity, Since profits and cash surplus to 
operating requirements would facilitate discretionary behaviour, such 
variables are not included in the analysis of chapter 7, and again we nay 
note that the omission of such variables does not appear to be a severe 
defect, judging by the available empirical evidence.

(d) Diversification
renewing »eison a*«. * studies “ pl°red 

possibility that there fay he some relationship between prod 
sification a«) «search effort. Nelson argued that, in view of
the inherent uncertainty with resect to final output of research

. .-he firm which has a varietyactivity, (particularly basic research),
of ptcd„«s and markets is more liable to be in a more favourable position 
to exploit the unexpected opportunities trow, up by research, than is

a mne specialised firm. Grabo«ki “  ^  1968 5tUdy *  “  ^  .
. „ wnTa+ori to research intensitythat degree of product diversification w

after «ins account of other factors. However. Connor (1965, using 
late-fifties data for 57 pha-aceutical firms found a negative
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relationship between degree of diversification and research output. 
Scherer, in his 1965 study, obtained mixed results in relating degree
of product diversification to R & D employment.

As with the previous two variables discussed, concentration
and organisational slack, the evidence is, at best, weak, as far as 
possible relation to R & D effort is concerned. However, unlike the 
tests of the other two variables, the failure of past empirical 
analysis has direct relevance to the present analysis, since Nelson's 
diversification hypothesis can be simply expressed in resource utility 
terns, and related to non-discretionary steady state behaviour.
As mentioned earlier in this chapter, it has similarities to the hypo­
thesis that basic research activity is directly related to size of 
research establishment. There is, however, no obvious reason for 
the ambiguous results obtained from the studies to date.

SUMMARY
This brief survey of «pirial

of R a D is perhaps best characterised by the lack of conclusiveness 
or finality as far as the relationship of ary of the variables to 
R 1 D effort is concerned, «a have concentrated on the major hypc- 
theses which have been suggested and empirically examined in the liter­
ature. yet. with the possible excepticn of the relati«ship between 
size of firm and research effort, there is little definite 
can be stated with respect to the detemrnatron cf research effort, 
without heavy cpuadifioation. In this context, it is P ^  inter­
esting that of the three tost extensively analysed relatronshrps,
the two involving concentration and organisational slack are based

. rower and discretion, and con-on the supposed existence of manag
sequently do not have a place in tha . analysis of this
chapter. Despite the »«uivocal support for the hypethesrs that
R , D effert is directly related to I * » * * *  opportunity preceded
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by Phillips (1966), Scherer (1967) and Ccmanor (1967), the emphasis 
in empirical research does not appear to have shifted from further 
analysing the possible empirical implications of market distortions 
or imperfections in the neoclassical frame of reference, nor is there 
any evidence of recent attempts to develop more sophisticated measures 
of technological opportunity, a variable difficult to measure, but 
apparently a fundamental determinant of research activity.

Consequently, this survey highlights the different orien­
tation and emphasis between the system frame of reference developed 
here, and the general concern of previous empirical studies. Tenta­
tively, it is hoped that the framework developed here shews some 
promise as a basis for further empirical analysis of corporate behaviour. 
It is hoped to demonstrate a further application of the framework in 

the next chapter.
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Footnotes

1.
2.
3.

5.

6.

8.
9.

10.

See "Technical Notes" in N.S.F. 1966, p.159-60.
However, see Wu and Pontney (1967, pp.54-55) for an analysis 
of the effect of a taste parameter on consumer preferences.
Expanding the terms within brackets, dŜ  is the sign of;

d-»

b<* ^ 1  ^ 2

In this context "functional" pertains to behaviour and charac­
teristics of derived final output, not the overall system (such 
as the R & D "function").
In Phillips definition, P. is a discrete variable taking the 
values 1,2 and 3. Here we assume it is continuous.
A striking feature of this interpretaion of synergy is its 
similarity to the simplistic (and misleading) definition of 
"gestalt" as "the whole is greater than the sum of the parts . 
Indeed much of Ansoff's analysis takes place at a high level 
of abstraction (see, for example, tableS.l, p.77), though he 
uses the concept both to describe relationships in 'Vunctional 
areas" (such as R & D, marketing)at resource level arci at 
project level.
Behavioural theory might suggest other relations between growth 
and R & D. Low growth might signal distress conditions and 
stimulate search for new products - R & D as problemistic 
search. Alternatively successful growth may generate slack 
resources over and above that required for survival of the coal­
ition, and encourage long run R & D projects and resource allo­
cation that would not be sanctioned if the survival of the 
firm was threatened.
However, from our earlier argument, this is essentially hot 
steady state behaviour with which our model is not designed to 
deal/ We assume survival to be indefinitely marginally 
for the corporation, and that neither slack nor distress condì 
tions are applicable.
"Qualified Scientists and Engineers".
»e, in particular, Ccmanor, (1967) Scherer (1965), and 
&£uU96«0. Jewkes et al (1969) conclude th^ »  
imple relationship between size of firm and research inten

lereas R & D as dependent variable was interpreted in terms of 
Jiroanv financed activity, the above argument relates to total
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Footnotes

See "Technical Notes" in N.S.F. 1966, p.159-60.
However, see Wu and Pontney (1967, pp.54-55) for an analysis 
of the effect of a taste parameter on consumer preferences.
Expanding the terms within brackets, dŜ  is the sign of,

d «*

a * '
Tn th- context "functional" pertains to behaviour and charac-oû ut, not th. overall system (such
as the R & D "function").
Ia Phillips definition, P, is a discrete variable taking the 
values 1,2 and 3. Here tie assume it is continuous.
A striking feature of this interpretaion of synergy is its
similarity to the simplistic (and misleading) e narts"" ^ S ? a ^  "the wKe is grater than the sum afthe parts .
Meed much of Ansoff's analysis takes place J  a higĥ e
of abstraction (see, for example, ̂ . ^ £ 7in^fKonal . nqpq the concent both to describe relationships in n̂otion 
SSsMsSSTS R & D, marketing)at resource level and at
project level.
Mvrvioural thecy might surest SS“81
and R & D. Low pwtl. mi£>t SJgnaldls
stimulate search for new produ __ ■ generate slack
search. Altematiyeh; succes si„lvai of the coal-
resources over and above that eq ^  allo-
ition, and encourage long run R & P 3 survival 0f the cation that would not be sanctioned if the survi
firm was threatened.
However, from on, earlier argu^t.^th^
steady state behaviour with uhl indefinitely marginally feasible 
deal, «  assume survival» ̂ ^ ^ « s t r e s s  oondi- for the corporation, and tnat neiui 
tions are applicable.
"Qualified Scientists and Engineers' .

• a rvmanor. (1967) Scherer (1965), and See, in particular, . Qggg) conclude there is noMansfield (1964). Jewkes et al (1969J can research inten- 
simple relationship between size of 
sity.
Whereas R S D as dependent v a r i « af company financed activity, the above argument reiare
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financing of basic research. This is because the N.S.F. _ 
does not provide separate figures for company financed M bic 
research, but includes both federal and company fur̂ s t°gêWhen analysed by industry and siw> of company (sea N.S.F. 1966,
table A-69, p.140).

11. See argument earlier in the chapter for justification of 
cross-section analysis.

12 The U.S. Census of Manufactures (see Bureau of the Census, 1968
“ • <M> ¿  »Sucted on a five yearly basis, indices of

being provided on this basis, the preceding census providing 
thê base for calculating change in production. A further 
variable utilised in the analysis of this ̂ Pter ̂  V., obtained 
from volume III of the Census for 1963, and again thid « 
further reason for choosing 1963 as the year for cross-sectional
analysis.

13. Hero lower- and higher-order refers to place of a p̂ ticular 

and referred to earlier.
m Npt sales is recorded dollar value for goods sold or services 
• M d S S l S s  returns, allowances, freight charges end excuse 

taxes (see appendix III for full details).
IS. Value added equals value of “ “ SntF.ct

supplies, oontauners, f u e ^ ^  X t S  2  progress
S n ? S  S  » 2  ad"j>ta merchandising activities of ma»u- 
facturing establishments.

16 The figuros wero abstracted from the earlier comprehensive 
reportorTthe 1963 census in 1968(a) also corrpiled by the 
Bureau of the Census.

. ., . enr, the ordnances sub-industry, which17, V. was also not availabl  ̂ ■> ps (see appendix
iS classified along with aircr aircraft was
III "explanation of tabu^ data)^^.^ â ted for 
therefore taken as an appro? t (current dollars)73% of the value added of this sector in 
(from Bureau of the Census, 1968 (W U
Since R & D as a ̂ ctron of sales OTily ̂ 1|argest size cate- 
zero in some cases to .055 o ranges from >21 (petroleum)
gory of instruments r^stry,  ̂ find r & D expendi-.76 (drugs), we would not expect ^  ̂

to have a significant effect or xn g  ^  U ).
or v. in different industries doJ P̂ t vary significantly
If wj assume value added ̂---__value of shipments

18.

to 
ture 
of V

for either value of i i» industry; * j W  .
adjust R. • to provide estimates of Xy. rm

S :
„  if , was determined by tedv»logical fact«, indepê ent
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19.

20.

21.

of the size of firm for a particular- industry.
For further analysis of the respective functional forms, see 
Johnston (1963) p.47-50.
Dr. Swenson is a U.S. citizen who previously worked with N.A.S.A. 
as an engineer before joining the Industrial Science depart­
ment at Stirling. He was requested to estimate P. for the 
remaining industries for the time period of the analysis .using 
Phillips' definition and estimates for the other industries as
a guide.
The importance of wages and salaries of scientists ̂  ê neerS 
as a proportion of R & D cost was initially measured in two 
wavs in the original data matrix. By definition, the two 
measures U. and U'. sum to 100%, the difference being that 
we would 3 expect 3 a negative relationship between U • and X..,
T1 * . pnri R. . .

22.

23.

24.

U 3 ̂  Bir

p“  x s s

used (if available), and then a sub-industry set of estima 
(if available).

4  su
comparison with the estimating equations, sample (d) is 
still used.
It is difficult to assessJ?^ivS'S.SiSr'i'S'tfSS esr

S L S i S  i b i W  S t S T t S ^ S  see
Cited

earlier.
.. c ~ pnTTipr's observation is the highly25. Further support for Collier f Q s r.'s following the

publicised widespread unemp X1!® • the 1960's, and thecutback in U.S. defence expenditure ̂  >es followingphasing out of the large scale J.S. space prog
the manned moon landing*

• .-i a. a o r a ntpnsitv does not directly
26. One possibility is consequently is inappropriatelyaffect R & D intensity (and̂ c o ^ W  ̂  & dgp_

specified as an environmen allocation process; since 
endant variable in the level ̂ uld refer to thethe variable measured at R a t i o n  level it
distribution of resources first 0f all be concerned with

be that tL. «V p>asihla role
X ' S ^ i i d & S S i n g  «sconce allocation.

,, a implication of two of the functional forms, the
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linear and recip. transform., is the possible existence of 
threshold values, However we cannot identify a single threshold 
value in a multiple regression analysis, since a threshold 
value for, say, size of firm would depend on the values of 
the other variables in the regression. _ Specific threshold _ 
values for R & D with respect to a particular independent varia­
ble must be determined by holding the values of the other varia­
bles constant.

28. A possible reason for the negative sign of Uj is that the science 
based industries are more capital intensive in their R & D than 
the less progressive industries, ceteris paribus. In this
case capital intensity of R & D might reflect the extent 
of the evolution of a scientific base in a particular industry, 
and be an alternative measure of scientific progressiveness
to Pj.

29. As well as additional rows being provided for the regression 
equations by the extra estimates of P, provided by Dr.
Swenson the two estimated for lumber3were deleted since f“ /dol log. and log. recip. transformations would
have involved taking logarithms of zero. _ ̂  theadversely affected the fit of the regression angysis, ^ e  the 

and E. • and E' • • variables wer all relatively low ior

30.

r d 1] ID

31.

32.

lumber in both size categories, consistent with the expectat­
ions of the hypotheses.

l i r £in the managerial preference system for resource .
The equations using G. and E'- (8.2, 8.4, 8.6 and 8.8) had̂

S fg  ¿Vgde8.rtv fS n l f ic S t - 2 - th e G3 r̂giS1ricant in o.z o.-r, - ° .of confidence in each equation.

33.

Phillips (1966) conducts an anagsiŝ which
comparable to the analysis o add̂  ̂  regressed on size
penditure as a percentage other variables
°f-f̂ r s S ^ c f o ^ a S o r f i A l  «.«tries in
32! “S S  fl- -
be « consequence of ¿oeiScS^of .81.concentration ratio had a correia lj.

. , . ■u,„ iqc7 pTviTvsis % that moderate entryComanor found, in his 196 y ^  Qf ̂ search effort,
barriers ’ are . associate _ relationship of this
after allesdns for o f t e r ^ ^  < J^SSion) & research 
alternative measure of J g^ing that some protection may
issr mrstZt'ss?’*
technological progressiveness.
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34. This does not of course nean that discretionary behaviour may be 
neoessarily unimportant in corporate decision-making. Multi- 
oollinearity with other independent variables may obscure the 
effect of concentration on research activity, or it may be that 
concentration is an inferior proxy for monopoly power.

\/



CHAPTER 8
Rivalry T Learning and Variation in Innovative activity
In the last chapter we looked at inter-industry differences in 

R & D activity in the context of the open systems framework. In 
order to do so, certain restrictive assumptions were placed on 
the analysis, and possible effects of intra-firm 0 variables on 
the analysis were ignored. In this chapter we examine seme aspects 
of variati» in innovative activity1 within industries, «him 
the open systems framework appears to have facilitated intetpre- 
tation and analysis of R S D activity at industry level in chapter 
7, the assunti» of "representative firm" does ignore the fact 
that industries typically incorporate a rich variety of types 
corporation operating with a wide rungs of values of the 0 
variables. While the representative firm argieent is useful as 
, first analysis and for explanation of certain gross features 
of industry behaviour, we are also interested in the possibility 
ttet th, open system ft»»«* may he relevant for studyinĝ  
interrai aspects of industry behaviour in this area. In doing 
so, it will be useful to beat in mind the central assunti« 
of chapter 6, that managsrant seek to establish pattern in their 
perception of corporate-industry relations. The way that this 
resource preference system is built up is through feedbadc ft« 
experience of past allocations. The steady state allocations «e 
learnt through this iterative prx^s of resource allocation.

In this chapter it is suggested that this interpretation
provides a raomcili.ticn of apparently conflicting evidence

• • i c-hidies bv Grabowski (1968),Grabowski contained in three empirical studies by
m d Baxt» (19731 «. A r-nt « *  W  -  -
retridge (1976) is also discussed, and its relationship to the



earlier studies assessed, F irs tly , however, i t  w ill be helpful 

to consider the analytical context in  which these approaches

were developed, that of riva lry  in  R & D work.

Rivalry and the Imitative Hypothesis 

Economic analysis of innovative decision making in the 

firm have traditionally emphasised the significance of monopolistic 

and oligopolistic market structures in  this area, with associated 

implications for model building. Kamien and Schwartz C1975) confirm 

the central importance of oligopolistic riva lry in  studies of 

technological competitioni

"Efforts have proceeded along two routes to bridge the gap 

b e t « «  traditional ruoorecommc modal, of coaprtiticn and Schumpeter- 

„ d e l.2 Both lines of work have focussed on the role of R 1 D 

riva lry  in  determining the pace of inventive activity and have 

utilised findings of previous e p i c a l  studies to guide assumptions 

and check conclusions. In the firs t group . . .  R « ° riva lry is 

supposedly c o in e d  arms existing - * r s  of »  * * * * *  ViC“  

each other within a Cwmot o lig ^ o ly  frameworR. In the seoo^i set 

........the enphasis is  on potential riva lry f ix . any quarter, as

* renuires extension of the model alongstressed by Schurnpeter, and req  ̂ ^
. -Avarices in  the theory of lim it pricing lines analogous to recent advances m  u

p.27-28.
•imitation is explained by Grabcwski C1968)The emphasis on imitation ib ^

in discussion of National Scran« Foundation interview studies
(N.S.F. 1956) i "one strong trend of thought rrrming through these

studies is  that firm decisions on R 6 B are strongly in f la te d  ty

the behaviour of oospstitors, and, in P^oular, that a great deal
of imitation exists arms f i r «  »ith  respect to R • B allocatrons.

Since most R > B is  performed ty f i ™  operating «  olrgtpolretrc
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market structures and it is an activity presumably involving greater 
uncertainty than other undertakings, firms may imitate each other 
as a conservative strategy for minimizing risks", (pp.296-97).

Consequently the empirical studies of innovative activity 
discussed in this chapter ( Grabowski(1968), Grabowski and Baxter 
(1973) and Scherer (1965)) developed their analyses in the context 
of technological competition regarded as a feature of oligopolistic 
market structures. In these studies consideration is given to the 
possibility that variation in such activity within industries may be 
explained by variation in the propensity to 'match' or imitate 
competitors allocations in innovative activity, particularly when 
measured as a percentage of sales. It is this last aspect which 
„ill concern us in this paper and consequently it is appropriate at 
this point to discuss in some detail the hypothesised role played by 
oligopolistic competition in each of these studies.

Firstly, Scherer (1965) regressed patent output on sales 
for fourteen two and three digit U.S. manufacturing industries using 
firms ftan the "Fortune 500"4 list for 1955 (patents were lagged 
by four years to allow for the standard time necessary to house a 
patent application). The results are shewn in table 8.1. Scherer 
found a relationship between the industry regression coefficient and 
tte R2 for the industry equations in that the slopes of the regression 
equations were positively correlated with the R2 for these equations 
with a rank correlation coefficient of .69. According to Scherer;

-The higher an industry's average patent output per sales 
dollar is, the less variable patenting tends to be relative to 
size. interpretation of this result is that in technically 
progressive fields like electrical equipment and general chemicals, 
technological competition forces firms to match each others inventi 

tffW,. But in »passive fUl* li* t"04 I’r0dUCtS’
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paper and fertilizers, soap and cosmetics, invention is only a
business option” (p.1100 (footnote).

Secondly Grabowski and Baxter (1973) also found a similar 
relationship between the mean employment of R & D professional 
employees per million dollar sales and the coefficient of 
variation (measured by, standard deviation 7 mean) for 
three-digit U.S. manufacturing industries for 1956 (see table 8.2).
Holding the level of industry concentration constant, the partial 
Kendall rank correlation coefficient between mean industry research 
intensity and the coefficient of variation in research intensity, 
was -.35 (significant at the 95% confidence level). Grabowski and

Baxter interpret this as signifying:
"As the decision making environment shifts to one in which

R J D taoo-s «ore irrportant as a «»patitiva weapon, the passes 
■and incentives for fires to react strongly to cĉ etitors' actions 
correspondingly increase. Han« 'the s-aller observed coefficient 
of variation in tha «ore research intensive inddstries (p.233).

thns as indnstry resaseoh intensity inoe^as, variability in 
* , D enploymant tends to decree. As with Scherer's findings, 
finis appear to react to increased «»petition in technological

a ■ towards a ccroton solution. Again, a tendency towardschange by moving towards a
• 11 • mi vp. behaviour in technologically"competitive matching" or imitative Denavio

. . • +0 be suggested by these results,progressive industries appears
. nqKft\ bad earlier found that his multiple Thirdly, Grabowski (1968) had earn
. , , , B00d explanation of variation in research regression analysis provided g

expenditures measured as a percentage of sales for the more research 
intensive cherical end dregs inddstty in a pooled cross-sectrcn/t*. 
series stud, of screen chreical fi»s, fi*« petroled, fires »d 
ten drug fires for the period 1339-32, dr,™ fro. the Fortvne 300



TABLE 8.1
Linear Repressions of Patenting on Sales. By Industry

INDUSTRY INTERCEPT
REGRESSION
COEFFICIENT 2N R

—-- --- -
TOTAL
PATENTS

I Food and tobacco products - .4 + 18.05 
(2.04)

75 .52 366

Textiles and apparel 2.8 .48
(7.00)

25 .00 70

I Paper and allied products 4.5 + 7.11 
(6.14)

21 .07 120

General chemicals3 8.1 + 262.48 
(25.68)

41 .73 3,316

Mise, chemicalŝ 13.0 + 19.33 
(20.50)

14 .07 231

Petroleum h 5 + 81.10 30 .68 2,194
(10.50)

Rubber products 7.3 + 52.32 
(11.29)

8 .78 303

Stone,clay and glass - 12.4 + 200.92 
(25.03)

19 .79 434

Primary metals li + 23.21 50 .64 486
(2.50)

Fabricated metal products c Q + SI.86 31 .32 516
and miscellaneous 0*3 (Í6.56)

Machinery 6.1 + 90.40 46 .54 967
(12.58)

Electrical equipment and 99 + 311.06 35 .90 5,036
cormunications (17.61)

Transportation equipment 2 7 + 59.72 30 .85 1,685
except aircraft (5.28)

Aircraft and parts 6.8 + 70.38 23 .3' 739
(22.39)

All industries combined 10.7 + 73.81 
(4.09

448 .42 16,463

a T . , o r e  281 2 8 2 , and 283 (inorganic, organic and dmgs).

> £ 2  » .  *  - msc 
c s-i:c- 39
eous category.



TABLE 8.2

Trvĥ industrv Differences for the Eight Largest Firms in the 
Ratio of "R arri D Professional Employees to Total Sales*

INDUSTRY

I Number Mean (Employees 
of Per Million 

Finns I Dollars of Sales)

DrugsIndustrial chemicals 
Fertilizers 
Paints & varnishes 
Soaps & detergents 
Metalwork machinery 
Electric appliances 
Perfumes & cosmetics ̂ 
Gypsum,asbestos, & misc. 
stone products 
Motor vehicles 
Metal cans 
Petroleum refining 
Flat glass & containers 
Gen. industry machinery 
Coating, engraving & 
misc.metal products 
Distilled liquors 
Canning and preserving 
Sugar
Cotton goods 
Construction & 
equipment 
Confectionery 
Grain mill products 
Pulp,paper & products 
Cigarettes 
Smelting - copper, lead 
and zinc 
Steel
Meat packing 
Dairy products 
Bakery products

farm

0.57
0.56
0.51
0.49
0.45
0.42
0.41
0.33
0.27
0.27
0.27
0.26
0.26
0.25
0.23
0.19
0.18
0.13
0.13
0.10
0.09

Coefficient Concen- 
of tretion

Variation Ratio**

0.52
0.33
0.40
0.25
0.47
0.27
0.50
0.56
0.52
0.40
0.43
0.54
0.28
0.41
0.51
0.46
0.30
0.45
1.07
0.53
0.72
0.70
0.82
0.44
0.63
0.38
0.48
0.73
0.70

48.4
88.1
80.0
33.0 
68.9 
35.7
26.2
64.0 
32.3
65.0
18.0

72.2
56.0
32.7
37.6
30.5

. Me» and Coefficients of Variais
S  from5National0Rœearch Council,
United States, Tenth Edition, 1956. Sales

, 1Q,, see George J. Stigler, Capital and
** Concentration ratios are °r 1 o tr̂ es (Princeton, National

bureau of Economic Research, 1963), p.^
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listing for 1960 (see table 8.3). Variation in research activity was 
analysed for each industry, with measures of current profitability, 
productivity of scientists, and diversification as independent

variables•
However Grabowski's model did not provide a good explanation 

of variation in research and development expenditures in the petro- 
leu. industry. Grabowdd plains this partly by structure fa«ors 
in the petroleum industry, sudt as the orientation towards prooess 
rather than product R & D» and the lew degree of diversification in 
the petroleum irdustry. Cmgetition still plays a role h«ever;

"[Urtterroro where R 1 D is a competitive strategy of lesser 
importance, as in petroleum refining, allocations to it tend to be 
tore vulnerable to fluctuations in otter uses of scarce funds”, <P-»9> 

Hero again ompetitiveness is called in to explain variability
in inventive activity, mere appears to be a consensus in tt*«^ 
studies with respect to variability in ihnwativ. actrvrty: ccmpe
tiveness in  R i  D leads to predictable and stable allocations.

Ihe strong veroion of the competitive hypothesis (Scherer (196S), 
Grabowski and Baxter (1973, suggests that oligopolistic rivalry rn 
technological competition forces matching behaviour, while the weaker 
version (Grobowski (1969, ) suggests that in less progressive indus­
tries R g D is a peripheral activity *ioh is not a stable feature

of corporate strategy.
However Grobowski's results directly contradict tte inference

drown from the findings of tte otter two studies. Grobcwskr's
.« . +>1P otw  two in that it attempts to explainanalysis differs from the other two u

differences in innovative activity in native industries, whereas 
the corpetitive matching hypothesis purports to explain SfiJSSSfi 
in innovative activity in particular industires. If etching behaviour 
were adopted by tixm within Gr*bcwski-s industries, then research
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intensity of each firm would gravitate to a uniform industry value.
In the limit (perfect matching) R2 would be zero for all equations, with 
no independent variables affecting the level of research inten­

sity. 2
Grabowski's analysis does not support this inference since R 

is high for both chanical and drugs industries, with each independent 
variable significant at the .01 level. Yet the inconsistency with 
the conclusions of the other two studies is even stronger than is 
suggested by these relationships; examination of Grabowski's 
equations (table 8.3) reveals the paradoxical situation that the 
influence of the independent variables actually appears to .increase 
as the technological progressiveness of the industry increases.

In Grabowski's own words;

•tte si» of the regression coefficient associated with each 
of these variables increases «i* »lentation of the
î ustry involved - being the l«est in the jetrola» ied«^ and 
the highest in the dreg industry in every oase. 1 »  as research 
loans more ingjortant as a competitive strategy to the fuels of an 
industry, each of our irdepenient variables eterts a correspondingly 
greater effect or the level of research that a fire perfores", (p.298, 

The and F values for each equation increase in the sare

direction, free, petreles» to cheedrels to <**., ^
, . a the regression equations increases portion of variance explained by

• a- 4-trtn of the industry increases, again contrary as the research orientation or tn
f th* competitive matching hypothesis. A further to the expectations of the coupe

. • nut if the t values of thefeature of the regression analysis is gh
• a Grabowski does not provide these, but variables are examined. Grancws

,__ , H coefficients and the estimates ofthey may be calculated from th
standard errors in table a.3. Tidy are amnarised in table M  
below, the figures in brackets indicating the rank order y

¡sir*?
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Table 8.3

Estimation of Repression Equation

Ri . t /Si . t  a bo * blPl  *b2 °1 * b3<Ii^ - l /Si , t )

tor uie v.iitaiu.v»ax> ------- ------- -----------
Period 1959-62

INDUSTRY . bo bl b2 b3 R2 F N

Chemicals 0.006
(0.009)

0.12*
(0.02)

0.019*
(0.009)

0.078*
(0.023)

.63 29.76 60

Drugs -0.03*
(0.01)

0.59*
(0.12)

0.91*
(0.07)

0.26*
(0.05)

.86 73.71 90

Petroleum 0.002
(0.002)

0.016*
(0.005)

0.0099
(0.0071)

0.020*
(0.00$)

.29 5.96 55

* Significant at .01 level
TOE: - Nmrters bsi™ variables

^present results more conveniently.

R. t is level of R & D expenditures, i th firm, t th period
S. ’ is level of sales, i th firm, t th period
I.' is sun of after tax profits pi» dapreciation ™d d^tim 
1,t_ expenses.
P. is ̂  of patents
1 alloyed w i  th tin» f t »  1955-«.

of the i th firm (number of D. is index of diversification l ification in which
1 separate 5 digit S.I.C. product crass

it produces).
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TABLE 8.U

t values
t(bo) t(b̂ ) t(b2) t(b3} N

Industry

Chemical 1.5 (2) 6 (1) 4.75 (2) 3.39 (2) 60

Drugs 3 (1) 4.5 (2) 5.85 (1) 5.20 (1) 40

Petrol 1 (3) .69 (3) .69 (3) 3.33 (3) 55

tot value, to each b coefficient. It ia clear fto tabu 8.« 
tot to order of the indivirtol t values in eereral also parallels 
to orter of research orientatto of the irdustty, with a sihgle 
revereal, chemicals Iwing a lusher t value ton drug, to to b, 
coefficient . Thus as well as the overall gooduess of fit of to 
particular regression equation htocving -  research >—  * *”  
¡»portent renpetitive stretegy in the respective intatries, to

f H D  expenditure explained by individual value of the variance of R & D expe
. .. e ^  residual error also increases in the independent variables to the

same direction.
It to he appropriate at this juncture to «-arise the

aspects discussed above -  « •  ^

t o  infereree drawn by both Scherer (1965) an. <*atos*i -  ■ » «  
(19,3) from t o  reUtionship hetween sire  corrected htovatrve

. • • otiov. activity in respective industries,activity and variability in s
. .;n decreased variability rel

is that competitive matching re
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ative to size. On the other hand, the Grabowski (1968) analysis 
suggests that not only do independent variables influence corporate 
allocations within industries, but also that the magnitude and stat­
istical significance of the effect of each variable tends to increase 
as the research orientation of the industry increases, contrary to 
the expectations of the competitive matching hypothesis.

Yet there is an interesting link between all three studies.
In each case explained variability in innovative activity tends to 
increase with the technological nrogressiveness of each industtg.
This is despite the fact that in the Scherer and Grabcwski and 
Baxter studies, explained variability in innovative activity dep­
ends on firms gravitating towards a carmen industry solution in 
terms of intensity of innovative activity, while in the Grabcwski 
analysis, explained variability in innovative activity depends on the 
ability of the regression equations to explain differences between 
firms allocations in each industry. Grabcwski's analysis blatantly 
contradicts the ideas of competitive matching in technologically 
progressive industries despite the apparent support for it from the
other two studies. There is therefore a curious similarity in terms
of the relationship between explained variability of corporate inno­
vative activity and technological progressiveness in all three studies, 
despite the fact that in Grabcwski's analysis the result is dep­
endent on non-imitative behaviour, while in the other two 
it is explained in tenrs of imitative matching of corporate inn<̂

vative activity.
Grabowski does suggest that,
■toe subtle a* co*l* " * * *

• than the data permit here". (1969)in a more disaggregative context
(p.247)
However he does not elaborate on the implications of this statement
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and in fact its practical relevance must be extremely limited.
Quite simply, competitive matching can only account for similarities 
in corporate behaviour, while nore powerful theories (such as neo­
classical theory in the broadest sense) attempt to account for 
both similarities and differed. Imitative hypotheses alone 
cannot account for the good fit of Grabcwski's equations in the
nore technologically progressive industries.

In the next section a reconciliation of the apparently

ücting evidence «U1 be sagged using « ̂  
tteis based on the ««lysis of earlUr ehapters.

Allocation C aptation in the Systems Approadi

In chapter 5 the equation used to describe the relationship 
tetoeen a subsystem's share of overall cerate resources and 

other variables was;
= f2 ...®m* I1 ....In

where the 0 variables were iirtra-firm characteristics and the 
variables «  enviro^tal -  —  nhâ cteristrcs.
the s»e chapter, ihfomational feedb̂ r as the «

forrrynd svstem on which the allocation 
anism which built up the pre .

• ^  existence of pattern and regularity
decision is based. Assuming .

fim and environnent, the preference system 
in relations between fit™ .• rental interaction and learnt through
developed through firm-environmental
feedback from past allocations.

In chapter 6, the circrmstarces in >hich a stab e pre

srca system for resort ocald be toilt UP -are ~
.. providing manageinent

ompared vdth actual budgetihg ronventrons.
. • . fif ¡t 1 D resource allocation, and also thathad extensive experience

m
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component projects did not dominate the R & D programs, there would 
be opportunity for the build up of a stable reource preference system 
assuming that there was regularity in firm-environment relations.
As expected, stability in resource budgeting tended to be associated 
with those areas in which these conditions had an opportunity to

iperate.
Chapter 6 was merely concerned with attainment of a stable 

resource preference system; it was not intended to discuss prob­
lems of »appropriateness» or "aptness" of the particular preference 
system and derived allocations. Yet inferences as to such con­
siderations are suggested by the nature of the feedback facilitating 
build up of resource preferences, and it is this aspect of the systems 
model which is developed below in attempting to account for the
differences in findings of the three studies.

We would not expect the management of all firms to be equally 
»pert et identifying the appropriate steady state of allocations for 
their own firms, any more than we waild expect the management of ali 
fin* to have an opportunity to »pres, their preference system 
in resource terns, Instead expertise and ability to estimate the

expropriate steady state values *  * » » «U“ *»”  18 “ ““* “  
deperrt on the accumulated knowledge of allocations in this area 
processed by the relevant corporate management • since the feedback

nwv~. onwides , o~-~';T  SSES °f ̂ CTaW
OO,in .ffectiveness «  deoisionsjo

d~nd on the *“ rel ~
decision areas. Effectiveness -  he interpreted as inversely

•rnmortfimce of the error component in decision related to the relative importance o
making.

this is a mcdest hypothesis which is consistent with ohserved 
behaviour in maiy areas involving learning. To contre «rale»-
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of the billiaixls player discussed in the section on feedback in 
chapter 5, we would expect performance to improve with practice, if 
we measure performance in terms of degree of error associated with 
shots of comparable difficulty. Similarly, as far as organisational 
performance is concerned, Starbuck (1965) states;

"young organisations have little experience in distinguishing
important problems from unimportant ones", (p.61)

"Young firms experiment and misallocate more than old firms.
This produces a variance component which decreases as the firm grows 

older ", (p.119).
Practice in the case of the billiards player, and age in the 

case of organisations, may therefore be regarded as proxies for 
accumulated experience. We shall re-examine the findings of each 
of the three studies in the light of this interpretation of the

resource feedback process.

learning in Corporate Allocation

It is m » . .  that wa 1«* at the first-

sirce it provides the direct "OT‘*titiVe
interpretation of corporate behaviour. Is there a shsple explana­
tion of the tefcowsld findings suggest* by the discussion of the
previous section? In particular, oan we explain why both the

. ... _  of the regression equation as a vdrole, andstatistical significance of the gi
• nor -t-pnds to increase with the of tiie effect of individual variables,

research orientation of the respective industries?
• e-orvrrrvtt research orientation in Grabowski s This may be achieved if we interp
. The more technologically progressiveanalysis as proxy for experience.
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and R & D intensive the firms in a particular industry, the greater 
their experience of R & D allocations and knowledge of potential 
utility. Thus the error component. in corporate allocations is a 
function both of time and level of activity in the appropriate 
area , since accumulated experience is interpretable as a direct
function of both latter variables.

Therefore, as the general level of experience of firms increases 
with the technological progressiveness of the industry in which they 
operate, we would expect a corresponding improvement in the good­
ness of fit of industry regression equations as well as a general 
tendency for the ratio of the variance of R & D expenditure explained 
by individual independent variables to the residual error (t values) 
to increase in the same direction. This is consistent with a 
process of adaptive learning occurring as experience of R & D allo­
cations accumulates; the appropriate steady state with respect to a 
particular 0 variable will become nore distinct to corporate manage- 
nent as experience increases, ceteris paribus, and will therefore tend 
to be clearer to firms operating in the more technologically prog­
ressive industries. Therefore, the general behaviour of t values 
and R2 in Grabowski's analysis is consistent with a process of 
adaptive learning through negative feedback.

It would be useful if other studies of determinants of R & D 
by industry were available. In fact there is a dearth of such 
analysis, and as far as is known, only Scherer in his 1965 arti 
(partly discussed earlier), and Hcwe & McFetridge (1976) 5 provide 
analyses comparable to that undertaken here by Grabcwski. Scherer 
divided the firms in his sample (see table 8.1) into four groups 
according to size of regression coefficient in table 8.1, this being 
interpreted as a measure of "technological opportunity". The groups 
were, in order of degree of imputed technological opportunity;



The variableelectrical, chemical, "moderates" and "unprogressives", 
measuring innovative activity, P. (patenting output) was estimated
as a function of S. (sales) with squared and cubic Si terms included 
in the equation (i taking values 1 to 4 for each of the groups). The 
inferred relationship was therfore a non-linear one, and the R for 
each industry grouping was .94, .74, .77 and .55 respectively in 
order of imputed technological opportunity. Thus, as with the 
Grabowski analysis, the rough trend in this case is for goodness of 
fit of the industry equations to increase with the technological 
progressiveness of the industry. The middle two industry group­
ings reverse this trend, but it should be noted their R2 values are 
quite close to one another. Since the regression equations are 
non-linear, the simple competitive matching hypothesis is not ade­
quate, in this part of Scherer's analysis, to explain the apparent 
relationship between R2 values and "technological opportunity
measured by "the regression coefficients.

Howe S Me Fetridge (1976) conducted an econometric investi­
gation of determinants of levels of R & D expenditure in 81 Canadian 
firms in electrical, chemical and machinery industries using pooled 
annual cross-section data over the period 1967-71. Independent 
variables were sales (again three variables were created with the 
addition of squared and cubic forms) after-tax profit, depreciation, 
government incentive grants, all measured for the i th firm in y 
of sampling. The Herfindahl index of the particular industry was

also used as independent variable.
One difficulty in comparing the Hcwe « McFetridge analysis with

that of Grabowski is that the same industry may differ between 
countries (in this case, U.S. and Canada) as far as technological 
progressiveness of the industry is concerned. However a recen 
O.E.C.D. publication (1971) provides data from 12 member countries



- 8.17 -

which indicates that although an industrial branch's share of R & D 
expenditure performed in a particular country may vary widely from 
country to country, an industry's ranking according to this measure 
tends to be similar in different countries (see table p.122). In
particular the report corrments on,

"the predominance of the electrically and chemically based 
industries in all the advanced Member countries; these two industries 
are always amongst the first three in national totals, with the 
exception of chemically based industries in Sweden", (p.121).
As far as Canada is concerned in 1963 these industry groupings had 
the highest share of R & D expenditure in the country with 24.6% and 
16.1% respectively. Even though machinery is aggregated with 
metal products, it only constituted 6.3% of the country's R & D.
Given this international pattern of distribution of R & D activity, 
it seems that electrical and chemical industries are usually amongst 
the most technologically progressive measured in terms of general 
level of sectoral R & D activity. Canada is typical in this 

respect.
The Howe a McFetridge regression equations had recorded R 

values of .78 (electrical), .80 (chemical) and .27 (machinery).
Thus there is a distinct difference in the goodness of fit between 
the two technologically progressive industries (electrical and 
chemical),and the machinery industry. As in the Grabcwski analysis, 
the two technologically progressive industries have R value
stantially higher than the third industry.

Therefore, taking the evidence of the Grabcwski, Scherer and
Howe and McFetridge studies together, it would seem that there is a 
general tendency for goodness of fit to improve with technological 
progressiveness, and by inference, the opportunities for learning
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faced by the typical firm in respective industries. Before we go 
on to look at the other two studies mentioned earlier in the light 
of this interpretation, it may be useful to examine and compare the 
interpretation of the source of the error tern in the adaptive 
interpretation particularly from Grabowski's point of view.
Grabowski emphasises that the poor fit of the petroleum regression 
equation may be attributed to "structural factors", such as the 
process orientation of the industry, its degree of vertical inte­
gration and limited diversification, and the vulnerability of R & D 
to fluctuations in other uses of scarce funds. The high degree of 
unexplained variance in this equation is therefore attributed to 
specification error in the equation; Grabowski's explanation is 
that the equation is inappropriately specified in terms of the 
structural characteristics of the industry itself.

In the alternative explanation presented here, error is 
primarily due to decision making error by the corporate management 
themselves.® It is implicitly assumed that the model builder has 
provided a good specification of the behavioural factors influencing 
corporate allocations to R & D in this industry, and that residual 
error is a consequence of corporate inexperience and ignorance in 
estimating the appropriate steady state allocations. This 
important implications for model building since it suggests that 
there is an unavoidable stochastic elarent in the regression equations 
which diminishes ■ with the technological progressiveness of the 
industry. In this explanation, it is not the skill of the model 
builder, but the skill of corporate management which accounts for 
differences in the goodness of fit of the regression equations.

However, while the adaptive learning interpretation
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consistent with Grabowski's analysis, it is not ¿mediately obvious 
how it may be reconciled with the findings of the other two studies.
In the adaptive learning explanation we have in mind a functional rel­
ationship of the type described earlier i.e.

Vi = f2 (0l,,,,0m’ Ir*,,Im)*
Yet the competitive matching hypothesis suggests that differ- 

ences in the 0 variables do not result in differences in allocations 
to innovative activity within a particular industry. The tendency 
for variability in innovative activity to diminish relative to 
size of firm and level of innovative activity in the Scherer and 
Grabowski & Baxter studies respectively, appears more obviously 
consistent with competitive matching than with adaptive learning 
in situations where 0 variables are thought to be important.

A possible reconciliation may be achieved by considering 
possible differences in the relative strength of effect of the 0 
and I variables. If, for the range over which the respective 
0 and I variables operate, variation in I variables have a sub­
stantially greater effect on allocations to innovative activity com­
pared to the 0 variable, then intra-industry variation in innovative 
activity will be much less than inter-industry variation. In such 
circumstances firms may appear to gravitate towards a corrnon s 
tion, not through direct imitation, but because internal and external 
determinants of steady state solutions for firms vithin_an industry

lead to similar steady state solutions.
From our previous argument there are two intra- industry 

sources of variability in innovative activity; variability 
0 variation, and randan error due to imprecise knowledge 
appropriate steady state value on the part of corporation manag

n cm tree of error to become relatively We would expect the latter source or en^ment.
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less important the more technologically progressive and research 
orientated the industry* We would also expect that as far as total 
explained variability in innovative activity is concerned, variability 
explainable in terms of I variables will tend to swamp the effect 
of the 0 variables. These two effects together would be consistent 
with an apparent gravitation to a common industry solution as tech­
nological progressiveness of respective industries increase.
However, such movement is illusory ( as the Grabcwski findings 
suggest) and is interpretable as quasi-imitative behaviour.

It is likely in the case of both the Scherer and Grabowski 
and Baxter studies that the actual range of variation in the 0 
variable in respective industries is not reflected in the samples 
themselves because of restrictions in both cases on the firms 
sampled. In the former, the sample was selected from the 500 
largest corporations for 1955, while in the latter, the sample was 
restricted to the eight largest firms in each industry. Therefore 
the samples in both cases consisted of the top few corporations in 
each industry. The 0 variable representing size will therefo 
operate over a restricted band in each industry, and it is prob­
able that other potentially relevant 0 variables such as degree of 
diversification,patent productivity, etc. will also operate over 
a limited range because of these samples restrictions. To th 
extent that 0 variables operate over a narrow band for each industry 
in the respective samples, their ability to create variability 
innovative activity within a given industry is limited, 
logically progressive industries with ample opportuniti 
learning and adaptation to the appropriate steady state le e , 
may be reflected in quasi-imitative behaviour.

An example of such quasi-imitative behaviour is shewn in
Various measures could be used as a measure of innovativefigure 8.1.
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R&D EmploymentS a le s

X firms in industry B

FIGURE 8.1
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R & D employment • ^ggn. industry A is
activity) in this case

research orientated than industry B with a mean level of 
sales corrected enjoyment of R » 0 personnel of E" corrpared to E' 
in tatetry B. It is assumed that a lire» formation with inter­
cept zero would provide the best specification of the relationship 
between level of innovative activity and size (toured in terws 
of sales) in each industry, ani that the only variable affecting
the intensity of innovative activity is size.

In figure B.l, the effect of the 0 variable (size) is 
partially hhibited by the restricted size range over which the 
s^les are taken. The size of fir» in both industries varies
between On, and On, and the least squares regression lines are Op
for industry A, and Oq for iniustzy B. A characteristic of frgure
8.! is that thile the corporate allocations in the research »tensive 
industry are greuped sore closeiy around the reactive lines based 
„  the assured lirear specification of the industry relationship, 
rhey also cluster nrrre closely around the mean E of »  try 
since there is a reduction in error due to the learning effect. Thus,

. *• nf the relationship between size andan intra-industry investigatich
•research intensity would report a higher R2 and t value in industry 
A compared to B (as does Grebĉ ki's analysis), «hile a crude com­
parison of variability in research intensity relative to mean
research intensity would tend to provide evidence of gravitation to-

• t rir» and GrabowsRi &wards a common industry solution (
C KuvVvz»rirtir can be demonstratedBaxter's analyses). Both types of

. . ^  a consequence of quasi-imitativein this example, but in fact this
adaptive leaning and substantial suppression of the effect of

variability in the 0 variables.
ires, in oases where variability in innovative activity treat

by 0 variables is relatively unimportant compared to variability
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abated by I variables, firms may appear to gravitate to a conmon 
industry solution even if the learning process in each case operates 
relatively independently. Note that it is not necessary for 
variability in 0 variables to be low for these conditions to hold; 
corporate allocations to innovative activity may be relatively 
insensitive to variation in the 0 variable compared to I variables, 
even in the face of high variability of 0 variables. However, using 
samples of firms selected by size from particular industries is 
liable to reduce the potential effect of variation in 0 variables 
on corporate allocations to innovative activity within a particular

industry.
Therefore the adaptive learning hypothesis offers a tenta­

tive explanation of the quasi-imitative behaviour identified in the 
Scherer and Grebowski » Baxter studies as well as the behaviour of 
the regression equations in the other, apparently conflicting stu 
This interpretation appears to offer a good general explanation of 
the characteristics of variability in innovative activity both 

across and within industry.

Conclusions

The above analysis suggests that rivalry and imititati 
Saviour is neither necessary nor sufficient to provide an ade- 
juate explanation of variation in innovative behavicur between 
firms. Instead an adaptive learning hypothesis is tentatively 
suggested as an alternative interpretation in this area; provisionally, 
and with qualifications, it appears to provide a reasonable explan­
ation of variation in innovative behaviour. Ibis does not rean that 
the concept of rivalry or imitation is redundant in analysis of

Jinnwi-t-i ve hphaviouri it in analysing the process
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of adjustment to the steady state especially at a irore disaggre­
gated level than is achieved here. The main contention in this 
analysis is simply that it is not necessary to invoke the concept of 
competitive matching in order to arrive at a simple explanation of 
variation in innovative activity. More importantly, simple com­
petitive matching is not sufficient to account for intra-industry 
variability in innovative activity except as an error component, 
whereas it appears adaptive learning may be adequate in this respect.

A crucial difference between the corpetitive matching and 
adaptive learning hypotheses lies in the interpretation of uncer­
tainly. The rivalry studies and models tend to emphasise the 
high degree of uncertainty under which R & D decisions are made 
(even if subsequently they adopt a deterministic model). Decision 
making in technologically progressive industries is consequently 
a highly uncertain occupation. The adaptive learning hypothesis on 
the other hand suggests the very opposite - as far as the R & D 
budget itself is concerned. In technologically progressive 
industries opportunities for learning results in a lower degree 
of uncertainty as to what the appropriate steady state level should 
be. The ability to estimate the appropriate level of R & D increase 

with practice and experience.
This suggests that the process of adaptation might be best 

observed over time, rather than by inference from cross-sectional 
or mixed cross-sectional time-series studies such as those above.
This is indeed a possibility for future analysis, but there are two 
oonments worth emphasising in this respect. Firstly, as far as the 
argument is this chapter is concerned, we were concerned with finding 
a simple explanation of apparently conflicting evidence, not with 
the mechanics or process of adaptation itself, and for th' 
adaptive learning hypothesis sufficed. Secondly, in a time s
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analysis based on a period of time long enough to reliably observe 
the process of adaptation, it may be that the relationship between 
independent variables and requisite steady state allocations may 
not remain constant: substantial environmental changes may shift the 
appropriate specification of the equations and the values of 
regression coefficients, and consequently different steady state 
allocations may be appropriate at different points in the adjust­
ment process. Therefore identifying adaptation through learning 
over time may be more complex a problem than at first sight.

However, it may be the case that the nature of adaptation in 
a particular industry implies a reactive rivalry model. Environ­
mental changes my be exogenous as far as a particular industry is 
concerned e.g. changes in corporate tax my have an across-the-board 
effect on expected utility of specific allocations, but my also 
be endogenous for a particular industry - changing mrket and 
technological characteristics are liable to be a consequence of 
corporate development and adjustment, with corporate action and 
reaction helping create the future environment for the group of 
firms in a particular industry. In such circumstances a reactive 
learning nodel my indeed be useful for analysing the dynamic process 
of adjustment. Further scope for reactive models my exist for 
the special cases in which both 0 and I variables are similar for
a subset of firms within an industry - in this set of circum-

, •jrviir'pr’t or "vicarious" learningstances, firms my take advantage of indirect or
by imitating the allocations of the most successful firms.

As far as its relationship to the rest of the thesis is 
concerned, this chapter my be regarded as a development of chapter 6, 
with its emphasis on perception and 'gestalt at high le e 
abstraction in the large modem corporation. Separability
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budget and project decision-making also plays a central role in
the argument of both pieces of analysis.

With respect to the previous chapters' analysis, the argument
developed here may appear to conflict with the "representative firm" 
assumption of chapter 7, since 0 variables are shewn to have a 
significant effect on corporate allocations in research intensive 
industries. However, in another sense it may be regarded as supporting, 
the representative firm assumption since the analysis here suggests 
that I variables play a much more important role in creating 
variability in allocations to innovative activity than do the 0 vari­
ables when the size range is limited. In chapter 7 firms were 
grouped by industry and by two size bands, 1000-,999 and over 5000.
Even within this basically industry level analysis, however, some 
allowance is made for the effect of size of firm by including Z-. 
in the analysis. Therefore, while chapter 7 is obviously a 
fairly crude industry level analysis, this chapter tends to re' 
force the claim that even at this high level, the analysis is 
capable of picking out some i^rtant determinants of innovative

activity in the firm.
In sorcery, itte been suggest«! in this chapter that a 

simple adaptive learning hypothesis -ay account for apparently incon­
sistent evidence of the stoics cited. «repetitive »etching through 
rivalry is rot required as a behavioural mchanis», and indeed it is 
extremely lisdted in ten* of its ability to explain obsen-ed behavrour. 
The analysis here say be regarded as an application of the concept 
of corporate management as pattern forming steady state seekers.
While the analysis may be interpreted as an empiriĉ  study in its
own right, it has broader implication beyond the scope of the three 
studies cited. Considered with chapters 6 and 7 it  may be regarded 
*  contributing to the idea of ft« coloration as a holistic, luerar-



chically organised system in which behaviour at higher levels may not 
be exclusively studied as aggregative phenomena, whether implicitly 

or explicitly assumed.
This last point has been discussed at length in previous 

chapters, and in the final chapter we shall attempt to more precisely 
define its importance for ecoranic model-building. The argument is 
a simple one, but as one shall see, it has generated substantial 
criticism and scorn from some eminent neoclassical economists. It 
is tentatively hoped that the usefulness of such approach has been 
demonstrated in the last three chapters, and that the final chapter 
may help place it in an appropriate perspective.
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Footnotes

1 Innovative or inventive activity has been variously inter­
preted as patenting activity, R & D employment and total 
expenditure on R & D resources, amongst other definitions.
¡teMueller (1966) points out,these may be closely related an 
substitutable indicators of innovative activity. Inno­
vative activity is therefore interpreted here as a broad 
concept for which_ different analysts have employed different 
operational definitions.

2. Schumpeter (1943) suggested that innovative activî  was 
suited to conditions of monopoly power, and stimulated s 
sequent discussion and analyses on the relationship betwee 
size and/or concentration on innovative activity.

3- 2 “££? fsSSSlS« STS(1970); Needham (1975) also suggests that monogUstio^o 
tions may encourage imitative behavio , P* tch project
oligopolistic interpretations B̂ dwin
development time or other variables, nqg3) and Scherer& Childs (1969), Grabowski (1970), Horowitz (19 ),
(1967).

4. The "Fortune 500" is an annual listing of the largest 500 
corporations in the U.S. for the particular year.

5. The Howe * McFetridge_study was net of
this chapter was nearing final form. It • learning
in that it provides crude support howTSuesinterpretation with regard to expectations as to how K 
would differ for the industries sampled.

6. A further source of error in ̂ ^pScitly7aSui^tere and in

, nQ7o\ investi sated the determinants7. A further study by Doberman C19 ersonnei as a proportion
of research intensity (measured as R J*®. industries for 
of all employees) in 15 Canadian ̂ 0 ^  one
1965-69. Two samples were used f<ir hi gjustries according to
utilising 9 "technologically P ^ - v e i n d u s S .  
the Scherer index, the other u s i n g P  gpggsions; a measure
Three independent variables were ̂ ^ ^ t i o n ^ d e x  and a measure 
of foreign held industry assets, 
of government subsicty to R & D«
In the technologically the technologically
insignificant even at the M ^ , * * * ^  at the .01 level, 
progressive case all variables w gm
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Thg values were .175 and .810 respectively.
While this nay be cited as further support of the argument presented 
in this section, it is not presented in the main text because of the 
statistically weak nature of Globerman's analysis, particularly the 
few degrees of freedom obtained in each regression.



CHAPTER 9

Technological Change in the Modern Corporation 
end Implications for the Theory of the Firm

As was suggested at the beginning of this thesis, its purpose 
my be regarded as twofold.. Its first and most obvious objective 
was the study and analysis of the factors affecting the allocation 
of resources to research and development activity in the large 
modem corporation, this being the concern of Chapter 7. The 
regression analysis of this chapter was conducted in an attempt to 
establish possible determinants of R & D activity; the results were 
consistent with a number of the hypothesised relationships. In 
particular there are two results worth emphasising for their implic­
ations for policy purposes; firstly,no evidence was found to suppo 
the conventional wisdom that federal funding of R & D merely sub­
stitutes company funding, rather the regression analysis was consis­
tent with the hypothesis that federal funds augnent rather than 
replace company funds for R & D, ceteris paribus. Secondly, 
contrary to the initial expectation that technological opportunity 
(P.) and propensity to undertake basic research (Ny) are positively 
related, a statistically significant relationship betweenPj and 
was found suggesting the opposite relationship,(after the effects o 
industrial growth and size of research establishment had been sep­

arated out J
The implication for federal funding of R&D suggested by the firs, finding

above is that there is no evidence that the opportunity cost of
federally financed R & D includes, corporate R & D that would have
been undertaken in the absence of federal funding; this has direct
relevance to any attest to assess the economic effects or consequences

___ a W.CM1H- ronceming



the possible relationship between Ni and Pj is concerned, this at 
first appeared to constitute a puzzling contradiction to earlier expec­
tations based on the spillover model. In fact the result promp­
ted a reconsideration of the probable role of the Pj variable within 
this framework, and helped to indicate why technologically progressive 
firms might be more unwilling to undertake basic research than films 
operating in relatively unprogressive industries. As a conse­
quence, the special nature of the Pj variable with respect to 
other independent variables was enphasised and a counter-intuitive 
and apparently paradoxical result accounted for.

Yet the manner in which this reconciliation was achieved has a 
direct bearing on the second main objective of the thesis, the 
provision of a satisfactory framework for the analysis of resource 
allocation in the large modem corporation. The identification of 
possible sub-systems within the R & D function facilitates the 
analysis of the possible effects of Pj. More generally, as far as 
the hypothesis formulation of the rest of the chapter was concerned, 
the resource based systems approach provided fewer theoretical diffi­
culties compared to traditional project based approaches; in 
particular it circumvented the problems of uncertainty and non­
replicability of R & D projects by re-orientating analysis from 
projects to resources. Perhaps even more significantly the derived 
model is entirely consistent with the widespread convention of hier­
archical "top-down" resource allocation in the modem corporation as 
well as the tendency for management to base resource allocation on a
fairly stable set of resource preferences.

The applicability of the systems approach is best illustrated by
««sidering Chapters 6, 7 and 8 together. As »ell »  P^idihg 
appears to he a »re satisfactory f™e*»* for analysis in Chapter 7, 
the system perspective suggests h» differing conventions for R 8 D 
tadgeting (deseriled in »pater 6) «ay be attriluted to different



circumstances for particular groups of firms. Chapter 8 contributed 
to the overall analysis by suggesting how the apparently conflicting 
evidence of different sets of studies could be reconciled by using 
an adaptive learning interpretation based on the systems approach

of Chapter 5.
The thread comnon to these three chapters is the belief that by 

applying the concept of resource utility within a general systems 
framework, a simple description of corporate decision making can be 
developed and satisfactorily applied to areas which project based 
irodels find difficult or impossible to deal with.

However it is not suggested that the systems approach as formu­
lated here should be regarded as preferable to all project based 
approaches whatever the circumstances. Theory based on satisficing 
behaviour may be applicable to certain types of problems in particular 
circumstances, and so also project models may be applicable to cer­
tain kinds of lower level intra-functional or intra-divisional 
allocative decisions. A more general model might attempt to inte­
grate these approaches; as far as behavioural theory is concerned 
its assimilation within a more general open systems approach would be 
obvious and natural given the similarity of satisficing to a homeo­
static mechanism, while a possible project based approach which nay be 
promising in this respect is discussed later in this chapter.

For this last possibility alone, it would be appropriate to 
clarify how a resource based systems approach such as that developed 
in this thesis might relate to project based approaches developed in 
the same area. However this is even a more urgent reason why such 
examination should be conducted, and that is because the resource model 
counters one of the fundamental tools of traditional economic analy­
sis, the technique of aggregation. This has extremely important imp­
lications for the interpretation of the resource utility concept which
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is not derivable from any examination or manipulation of individual 
product or project, characteristics alone, and it is not reducible 
or divisible to such elements. It is appropriate to analyse 
closely the legitimacy of such procedure, since, as we shall see, 
previous suggestions that aggregation is not the sole means of analy­
sing higher level economic phenomena have met with strong resistance, 
in seme cases. To do so, it will be useful to consider first of all, 

the concept of emergence.
"Emergence" is used by Medawar (1974) in discussing the analysis 

of complex systems when he describes the "emergence at each tier of 
the hierarchy of concepts peculiar to and distinctive of that tier, and 
not obviously reducible to the notions of the level inmediately

above or higher still", (p.57)
The relationship of emergence and reducibility is defined

further by Becker (1974);
"A common philosophical strategy is to define emergence in 

terms of 'reducibility'. In the special case of hierarchically 
organised systems, an orthodox definition, neglecting refinements, 
would be something like this; i-level phenomena are "emergent" with 
respect to lower level theories when̂ nd only when, the i-level theories 
are not reducible to the theories of the lower levels", (p.166)

The concept of resource may be regarded as demonstrably emer­
gent at the higher levels of decision-making in the nodere corpor­
ation. It is this argument in an economic context which was described 
earlier as being important contributions of Cyert and March and 
Edith Penrose. The latter chose to define resources independently 
of the concept of factor of production with its project-specific
connotations (1959, p.25). In neoclassical analysis, the only

. . _narticular contribution orrelevance a factor has is in terms of it part:
role J„ stifle projects or opemti™. Î r“ S
definine them in tern* of project-specific factors of production
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makes no sense in this approach.
In this respect, neoclassical analysis may be interpreted as a

„iuctionist theory of the firm. According to Thorpe U9W):
"ReOjctionism is the sttributing of realty exclusively to the 

„»llest consitutents of the world, and the tendency to interpret 
higher levels of organisation in terns of lower levels". p.UO, 

after Barbour (1966).
m  neoclassical analysis, the smallest constituents of the econ- 

oric world are the consumer and the individual project or product.1 
Itoo-level analysis is corducted in teres of these concepts, and 
aggregation of mo^phenmena is the «sans employed to descrihe higher 
level phercmena. This reductionist perspective set,be applicable 
in sees contexts, hut its ability to contrite to the underst̂ ding 
of the process whereby corporate resource are allocated to techno­
logical change is extremely restricted. On the other hand specifying 
ccaposite resouree as a concept emergent at higher levels of organ­
isation does appear to have facilitated the analysis of the resource 

^ t iot,in systems where higher level allocation of resources

generally precedes allocation to projects#
Ph, differences of interpretation of the MOclassrwl theory

and the open system resources «odel demonstrates what Weiss (1 

describes as:
" .... the furdamental distinotion between atomistic, micro- 

«echemistic terse of explanation on the one hand, and hiarerchiral 
concepts of organisation on the other. The difference is that the 
letter reply so* sort of discontinuity encountered as cue crosses 
interfaces between lower and higher orders of magnitude, 
former, trying to reduce 11 phenomena to the properties of ultimate
elements in their various oemplications, are based on the prarase of

- .a_ r m 1,11 the wav up from the simple elementsa continuity of gradations all * *

to infinite numbers of than"# (p.8-9)
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As Medawar (1974 p.62) points out, this discontinuity of con­
ceptualisation is apparent when the empirical sciences are arranged 

^ hierarchical enterings. He selects five in the ordering;
1. physics 2. chemistry 3. biology 4. ecology/sociology, and 
comments that when the sciences are considered in that order,the 
degree of empirical content increases progressively, and new concepts 
emerge at each level which did not appear in the preceding science.
„hen we co*e to level 4 in Medawar’s scheme, theories and concepts 
specific to the social sciences begin to emerge which are neither 
apparent nor applicable in the fmne of reference of the preceding
sciences; to use Medawar's extreme example,

» a contextually distinctive mtion l*e the 'fereiin exchange
deficit1 cannot he envisaged in the world of H*si»." Cp.«>

Emergence of concepts is observable within disciplines as well as 
between. Psychology has a nuaber of suWivisions. but two broad 
areas of concern me physiologiĉ  psychology and social psychology, 
in the latter concepts such as "role” a* "coalition" are emergent wrth 
respect to physiological psychology, and concepts used in ihysio- 
logical psychology such as "synaptic lapses" and "central nervous 
system" are rettaiant in analysis of met social situations. Ihe 
energent oonœpts displace the Irwer levelmwtcepts as a general bases

for analysis.
The bunien of the preceding chapters I» been that emergent 

concepts at higher levels of ecxxmic behavimrr must be recognised 
am developed if euonmdcs is to account for social organisation
_ *• This is easier said than accomplished, sinceof resource allocation. This is e
attenpts to do so or to suggest thatthis is either necessary or 
possible, have fluently been met with rejection and even ridicvl. 
neoclassical /reductionist theorists. A good example is th P° 
to Vining's cornent (1949(a) ) on an article by Koopmans. Th 
vant criticism by Viring is quoted in Koopnans' reply (1949) belo,:

Æ
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"I cannot understand the meaning of the phrase that 'the aggre­
gate has an existence apart from its constituent particles and 
behaviour characteristics of its own not deducible from the 
behaviour characteristics of the particles'. If a theory 
formulates precisely (although possibly in probability terms) the 
determination of the choices and actions of each individual in a 
group or population, in response to thechoices and actions of other 
individuals or the consequences thereof (such as prices, quantities, 
state of expectation) then the set of these individual behaviour 
characteristics is logically2 equivalent to the behaviour charac­

teristics of the group", (pp.86-87)
Koopmans' view is strongly supported by Arrow (1968). 

respect to the same comment by Vining quoted above by Koopmans,

Arrow states;
"Taken literally this position seems indefensible. As Koopmans 

points out, a full characterization of each individual's behaviour 
logically implies a knowledge of growth behaviour; there is nothing 
left out. The rejection of the organism approach to social prob­
lem has been a fairly corplete, and to ny mind salutary, rejection

of nysticism". (p.641)
The justification for this complete contonaticn of Vining's point

of view is that, according to Arrow,
"In order to have a useful theory of relations among aggre­

gates, it is necessaiy that they be defined in a manner derived ft» 
the theory of dividual behavicur. In other nords, even the def- 
inition of such magnitudes as national incane cannot be undertaken 
uithout a previous theoretical uniere«nding of the underlying iniivid- 

ual phenomena". (p.642)
Vining's choice of phrese is „fortúnatesince it parcels thenaive defini­
tion of Gestalt "the .hole is greater thm. the su» of the parts", «hich «s
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criticised and restated by Angyal (see Chapter 5). However it is 
useful since it elicits a precise statement of the reductionist 
perspective of neoclassical theory by two eminent economists.
There is no place for emergence in Koopmans' or Arrow's view of 

the world.
Yet what meaning has "individual" in this view of the world? In 

Melawar's list of the empirical sciences, the consumer would be 
an emergent concept somewhere about the fourth level. The "consumer" 
in this list would be an abstract concept not reducible to constituent 
atoms or molecules. The individual human being only appears at 
the beginning of the fourth level, and this level includes such 
higher level organised systems as teams, institutions and countries. 
Looking at the numerous levels of emergent concepts included in 
the spectrum of the empirical sciences, the choice of "the individual" 
as the exclusive behavioural concept applicable to economic activity 
appears to be supremely arbitrary. As Vining points out in his 

rejoinder (1949 (b) )j
"is it the individual that Koopmans regards as his unit anyway? 

Perhaps his unit is the family or the firm, in seme instances a 
grouping of families and in many instances a grouping of firms. p 

The individual is a holistic concept no less and no more than the 
concept of the corporation developed in the preceding chapters. It 
is therefore as vulnerable to criticisms of"'mysticism" and logical 
redundance as the higher levelconcept implicit in Vining's comment. 
However, hopefully the use of taxonomies such as Medawar's, indicates 
both the relevance and limitations of such holistic concepts in 
their specificity to particular bands in the spectmn of the empirical 
sciences, and provides a perspective within which these concepts may 

be accomodated.
In this respect, the levels over which the resource based irodel 

is applicable is strictly limited. Its application is restrict
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a single level or a few levels in the organisational hierarchy, and 
to steady state behaviour in those levels. One aspect which is of 
obvious relevance is what happens to the allocation of resources and 
resource activity once the level is reached where allocation to 
specific projects takes place. It is not directly obvious from the 
resources model how this may occur, but Nelson's study of R & D 
decision-making in the Bell telephone laboratory (1962) may be of

relevance;
"Given the nature of scientific research and an organisation where

individual scientists had a wide degree of freedom, the allocation of
the scientific staff among competing alternatives is likely to be 
acconplished by an evolutionary or natural selection process ....
uncertainty and learning are key aspects of research .... an alert 
scientist working on a project which appears to be running into 
sharply diminishing returns has very strong incentives - his pro­
fessional reputation, his scientific curiosity and his future at the 
laboratories - to phase out his current work and phase in research in 
a more promising area - a new project or a going projectwhi

exciting prospects", (p.572) . ,,
This "evolutionary“ or "natural selection process" would fit well

in a resource-based model, since like such a model it presupposes 
the independent existence of the resource, in this case the indivi­
dual scientist. It is also based on an evolutionary or learning
process as is the process of adaptation hypothesised at the level 
of the corporation in Chapter 7. Nelson, in collaboration wi
Sidney Winter has been developing in recent years a natural 
selection" approach to technological change at micro- and macro-levels 
in industry. A current statement of the general approach is made

in Nelson and Winter (1974).
T W o n »  t t e »  f l* ™  »  «* ft>r
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extension of the model developed in Chapter 5. While it is not 
intended to completely rebut the claims or rights of reductionist 
type approaches to application in this area,it is felt that the 
above analysis may demonstrate the need to question the legitimacy of 
the view taken by Arrow and Kcx>prans above, that reductionism has 
the exclusive prerogative of investigation in economic behaviour.
As long as institutions and organisations are regarded as simple 
aggregates by such theorists, the danger exists that a tremendous number 
of potentially rich theoretical models may be ignored and neglected.
The relevance of the concept of emergence has been seen earlier in 
discriminating between physiological and social psychology, and 
indeed the attitude of diehato neoclassical theorists ray be compared 
to attempting to analyse the behaviour of individuals and groups in 
terms of physiological concepts; it ray have limited feasibility, but 
certainly its relevance is highly questionable.

In conclusion, the general systems approach to technological 
change developed in this thesis say he regarded as a useful one.
The observed behaviour of coporatio™ in allocating resources to 
techrological change has escorted veil with the expectations of the 
derivative hypotheses, and atertations were frequently accounted for 
in terns of the violation of basic behavioural asstmptims of the theory. 
It is, of course, only one inten»retation and application of general 
systems thrtry to economic behaviour, tut in terms of its abil ty 
describe the process of allocating resource to research art develop­
ment in irtustry and account for differences in R S 0 behaviour, it 
performs better than previous neoclassical theories. It i 
vhich encourages optimism as to the possibilities of further appli­
cation and development of general systrt theory in the ««lysis of

economic behaviour.
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Footnotes

1 It might be objected that the smallest constituents are the house- 1* firros respectively. However since the concepts
utilised in consumer theory are those describing choice behaviour 
of the individual consumer, and modem development of the theory 
S  22 nri, has been ektercied to coyer «It^oduc^films.tee 
decision-making is basei on optimising project allocation., this 
criticism may be disregarded.

2, Koopnans' emphasis.





APPENDIX I
DATA MATRIX

INDUSTRY
Dependent Variables

1 Food
2 Textiles
3 Lumber
4 Paper
5 Chemicals
6 Indust.
7 Dmgs
8 Oth.Chem.
9 Ind/Drugs
10 Petrol
11 Rubber
12 Stone
13 Pr.Met
14 Ferrous
15 Non Fer.
16 Fab Met
17 Machine
18 Oth.El.
19 Motor
20 Aircraft
21 Instrum.
22 Scien.
23 Optic.
24 Other

Xi j  Yij
B.. N.. I 

13 1 3 1' ¡ N
* .3 * 1 16 1 ll 1.191 37
.6 .7 it I »» 1 (5)1 1.24 J 33
. 31 .3 0 o 1 1.24 44
rii .8 1.5 11 1 1.31 38

3.3 4.0 7.8 45 3| 1.541 33
* 5.5 * 44 (D| 1.631 32
* 6.4 * 64 gl 1.57 37

1.9| 1.9 9.5 38 2, 1.39 30
5.1 5.9 7.2 53 1.62 34
1.0 1.0 * * 21 1.261 35
1.0 1.0 I ft * 1*55 33
* 1.1 7.1 31 © 1.25 33
.8 .9 3.3 11 U  l*32 29
* 1 .5 * * m  1.27 28
* 1.3 * I * <p| 1.44 29

Independent Variables

.8

25 Food * ..41 9.5
26 Textiles .4 .4 7.1
27 Lumber .4 .4 0
28 Paper .7 .7 2.1
29 Chemicals 3.7 4.8 12.3
30 Indust. 4.4 5.5 13.0
31 Drugs ft 3.7 18.0
32 Oth.Chem. ft 3.6 4.3
33 Petrol .9 1.0 15.9
34 Rubber * 2.6 6.3
35 Stone * 2.1 7.0
36 Pr. Met. .7 .8 7.0
37 Ferrous .7 .7 8.4
38 Non.Fer. .9 .9 4.2
39 Fab. Met. 1.5 2.0 2.3
40.Machine 4.0 5.6 3.4
41 Oth.El. 3.2 9.0 2.3
42 Motor 2.6 3.5 *
43 Aircraft 2.6 27.0 1.2
44 Instrum. 5.5 10.7 *
45 Scien. * 17.0 *
46 Optic. ft 7.8 *
47 Other ft 0.7 8.Í

ID

2.20
1.0
1.0
2.18
21.96
30.13 
11.90 
14.10
13.14
18.14 
6.73 
4.33
4.13 
4.80 6.21
17.37
42.57
32.86
172.93
29.0
42.75
22.13 
2.47
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APPENDIX II
SAMPLES MATRIX ,

SAMPLE
industry .

(ax (b) (c)+ (d) (e) (f)

+ sample (c) is
1 Food ft the sample which
2 Textiles ft ft ft would be used
3 Lumber ft ft ft ft ft for N-- exclud-
4 Paper
5 Chemicals * * ft ■̂3ing the addit-
6 IndUst. ional Pj esti-
7 Drugs ft ft ft mates, but is8 Oth.Chem. ft Ift ft not used in the9 Ind/Drugs ft ft regression
10 Petrol ft equations of
11 Rubber Appendix IV.
12 Stone ft ft ft ft ft
13 Pr. Met.
14 Ferrous
15 Non Fer. ft * ft
16 Fab. Met. ft ft ft ft ft ft
17 Machine ft ft ft
18 0th. El. ft19 Motor ft ft
20 Aircraft ft ft ft ft ft
21 Instrum.
22 Scien.
23 Optic. ft ft ft
24 Other

25 Food ft ft
26 Textile ft ft ft27 Lumber ft ft ft ft ft
28 Paper ft ft ft ft ft
29 Chemical
30 Indust.
31 Drugs
32 0th. Chem. ft ft
33 Petrol
34 Rubber
35 Stone ft ft
36 Pr. Met. ft 137 Ferrous ft ft
38 Non Fer. ft ft ft
39 Fab. Met. ft ft ft ft
40 Machine ft ft ft
41 0th. El. *42 Motor ft ft ft ft
43 Aircraft ft ft ft
44 Instrum.
45 Scien.
46 Optic.
47 Other



APPENDIX HI

Survey definitions and Explanation 
of tabular data for National Science 
Foundation "Basic Research, Applied 
Research and Development in Industry, 
1963 (NSF 1966, pp.154-156).



Survey Definitions

RESEARCH AND DEVELOPMENT
Basic and applied research in the sciences and 

J feign and̂ development S £ £ l
fOT this definition are rou^e J S ' i S l  sciences or
S S 5 T ^ “« S S s S S ^ ^ i e s  or technical -  
vices.
BASIC RESEARCH

Original investigations for although such
ledge that do not have speech £>£Sntii. intent toinvestigations may be in fields p 
the reporting company.

APPLIED RESEARCH
Investigations that are dirê ®^°  ̂ ^^iaT^jectives with 

tific knowledge and that have spe definition of applied

terms of the objectives of the reporting ompany.

DEVELOPMENT
Technical activities of a ̂ ^ ^ ¿ ^ S o S e d ^ S t o  products 

lating research findings or other ^tine technical services
or processes. Development doe , above definition ofto customers or other activities excluded from the arc
research and development.
RJNDS FOR R & D PERFORMANCE

The operating expenses _ or*other company-
research and development in . Such expenses include wages
cwned or company operated faciliti • property and other
and salarieŝ laterials prepria» sharetaxes, maintenance and repairs, de^eciaMn. *  of overhead, but they exclude capital expenditures.

FEDERALLY FINANCED R & D PERFORMANCE
The cost of work done by the contacts and sub­contracts and on R & D portions of procurement con

contracts.

COMPANY-FINANCED R & D PERFORMANCE
The cost of the company-sporjô resê ch ̂ ^ S ^ L r c h



a (v) -

at ions.

B K n SCIENTTSTS AND ENGINEERS
. __„_j f,.n time in research and develop-Scientists and engineers engag „orking part time in

ma m i me S g S X i T ^  drfimd «
research and dev?lô t;.f . ^ ^ Bî eringwoik at a level which persons engaged in scientific £ en̂ eeringj or mathematical
requires a acquired through completion of asciences equivalent at leas to w  H those fields.
H-year college course with a manor m  01«

R & D SUPPOSING PERSONNEL

total employment

J f f i i K t f W  M W  * 311 ~

net sales and RECEIPTS
The recorded dollar ̂ ^ ¿ ^ ' ^ ^ ^ ¿ c l u d i S ^ e l S S ^  7 

a company to customers outsl̂ T̂!.irn?^icwances, freight charges. 
Government, less such ̂ ems dollar values are domestic in
and excise taxes. Excluded foreî  subsidiaries, whereas
company transfers as «01 *  Eluded,transfers to foreign subsidiaries

GEOGRAPHIC ABEA COVERED
The United States, the Virgin Islands, Puerto Rico, and <Mam.

Explanatioi,n of Tabular Data

INDUSTRY CLASSIFICATIONUUOIIVJ. ----— # . _
Industries and industry g^ps sh^egrate^ m ¡§^OASSIFI- 

tables are classified according to their bin«
CATION MANUAL codes as follows.

Food and kindred products (20)
Textiles and apparel (22 and (24 d 25)Lumber, wood products, and furniture (24 an
Paper and allied products (2 
Chemicals and allied products (28)

Industrial chemicals (281 o¿>
Dregs and medicines (283)



a (vi)

Other chemicals (284-89) ,
Pê SS.^firf« «d extract*on <» “ > 13>
Rubber products (30) n o sStone, clay and glass products (32).
^"SaSte^sproducts (33W2>

KSrous and other «ttl P“ * « 8 1333 
Fabricated metal products

s P * <366-67 "  
"  13,131,137

SSeSioS  ̂ ciê ^ 5 S Si^S^ts (381-82)
^  w 5 fSw«!w» «*■ **" totM*“ ts 1383

Other manufacturing industries - publishing (27),
K  S S S —  — «— * — -
tries (39).

Nonmanufacturing " t instruction (15-17);
SSoiSion and other ̂ ^ f ^ ' ^ a r a n c e  aAd real

s s r a s r s  i,°-79 -* 69)-

COMPANY SIZE CLASS

^  si- of « " 4 ,t ;
S f S S ' l , ™  J S S e S r i o O O  to -.999 • * * * ->  -  W ”
more employees.

CLASSIFICATION OF REPORTING UNITSftaitMuw  ̂  —  -----
. _,.wpv was the company or cor- 

The reporting unit in the P^ert surveŷ  ^er ocm«n owner-

£  S S i â - W S S ! - -  category on *e basis of rts to
employment.

NONAVAILABILITY ̂  rnrTKm STATISTICS _

Estimates were witheld if « W ^ L E d  
for reasons such as: excessive fêlure of companies to repo , 
high rate of imputation bec^e individual company, as weU
or possible disclosure of data °^ . ^ t for inclusion in a laneas some cases where data were incoreist^ tables to indicate tnat
series. The term,"not available , us reasons.
statistics could not be published tor any
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