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Abstract 

Diel cycle imposes daily oscillations in environmental conditions, which temporally 

structures most ecosystems. One of the most outstanding adaptations to this recurrent 

phenomenon is probably the emergence of time-keeping mechanisms – circadian clocks – that 

allow the organisms to synchronize their biological activities with daily variations. While 

circadian clocks are ubiquitous in Eukaryotes, they are so far only characterized in 

Cyanobacteria within Prokaryotes. However, growing evidence suggests that circadian clocks 

are widespread in the bacterial and archaeal domains. Studying the impact of diel cycle on 

Prokaryotes and deciphering their time-keeping mechanisms is of enormous biological 

importance as bacteria and archaea are crucial in all ecosystems and are essential to human 

health. Understanding their daily rhythms will undoubtedly provide numerous valuable insights 

in medical research, environmental sciences, and biotechnology.  

In this thesis, we assessed for the first time the impact of diel cycle on the functionality 

of marine picoplanktonic communities using a metaproteomic approach. Metaproteomics is a 

powerful tool that allows pertinent establishment of phenotype-genotype linkages, but despite 

its rapid development, this technology still faces many technical challenges that hamper its 

potential power. In this context, we developed mPies, a novel bioinformatic tool that addresses 

critical bioinformatic issues in the environmental metaproteomics, and we showed the 

importance of diversifying the experimental workflow for comprehensive metaproteomic 

studies.  

This methodological optimization helped us to compare the in-situ diel metaproteomic 

patterns of picoplanktonic communities sampled from the surface north-west Mediterranean 

Sea. Our data showed a taxa-specific response to diel cycle in the photoautotroph 

Synechococcales and in (photo)-heterotrophic bacteria such as Flavobacteriales, 
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Pelagibacterales and Rhodobacterales. Next, we investigated the taxonomic distribution of 

circadian clock proteins in Prokaryotes, and we updated the list of bacteria and archaea of great 

ecological and industrial relevance that could potentially be clock-controlled.  

Based on this review, we choose to study the diel cycle impact and the circadian genes 

expression of the biotech promising Rhodospirillum rubrum. Our results showed that light and 

dark cycles induced broad regulation of its proteome and affected the regulation of kai genes at 

both transcriptional and translational levels. Overall, this work evidenced that diel cycle impacts 

the functionality of prokaryotes and reinforced the hypothesis of time-keeping mechanisms 

beyond Cyanobacteria.  
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Chapter 1: General introduction  

1. Background 

Chronobiology examines the effects of time on biological systems. On a daily basis, 

organisms experiment recurrent phenomena caused by the Earth’s rotation around its axis, 

known as the diel cycle. Diel cycle is of enormous biological importance as it temporally 

structures the ecosystems. The most outstanding adaptation to the diel cycle is probably the 

emergence of circadian clocks (Bhadra et al., 2017; Saini et al., 2019). Circadian clocks are 

endogenous molecular program that synchronize the biological activities of the organisms 

according to the diel cycle (Saini et al., 2019). Despite their central role in controlling biological 

functions, circadian rhythms were only characterized recently. In fact, the description of the 

first circadian clock mechanism in the fruit fly Drosophila was made in the early 1980s by Hall 

and Rosbash (Brandeis University), and Young (Rockefeller University) and colleagues who 

received the 2017 Nobel Prize in Physiology or Medicine to honor their discovery (Huang, 

2018). Nowadays, circadian clocks have been documented in all type of organisms. However, 

while they are ubiquitous in Eukaryotes, they were so far only characterized in Cyanobacteria 

in Prokaryotes (Johnson & Rust, 2021). 

Exploring the impact of diel cycle on Prokaryotes is of high relevance as they are the 

most abundant (>1030 cells) and diversify organisms on Earth and are key players in all 

ecosystems (Whitman et al., 1998). In this thesis, we focused on the Prokaryotes inhabiting the 

surface of the oceans, where they carry out about half of primary production and the bulk of 

life-sustaining nutrient cycling (Azam et al., 1983, Field et al., 1998). While the interaction of 

light with photoautotrophs (e.g., Cyanobacteria) is well documented, little is known about the 

diel cycle of heterotrophs and its impact on the whole marine microbial communities 
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(Morimoto et al., 2020). Nowadays, with the development of omics techniques, we are 

expanding our understanding of microorganisms in their natural environment and at multiple 

temporal scales (Faust & Raes, 2012). From all the molecular tool available to study complex 

microbial assemblages, metaproteomics stands out as a valuable approach that allows the 

characterization of the active members and infer on their functions (Wilmes & Bond, 2004). 

Yet, this technology still faces many technical challenges that hamper its potential power and 

need to be addressed (Heyer et al., 2017). 

Besides the study of diel wide-community rhythmicity, more targeted approaches 

focusing on potential clock-controlled prokaryotes will undoubtedly provide great opportunities 

of ecological and industrial relevance (Sartor et al., 2019). In this context, the purple non-

sulphur bacteria are promising as several species possess circadian clock gene homologs 

(Dvornyk et al., 2003) and have remarkable use in biotechnology (De Meur et al., 2020). 

However, little is known about their diel rhythmicity. 

This thesis focusses on three key aspects of chronobiology in Prokaryotes: i) the 

optimization of the metaproteomic workflow, which is essential to better understand the 

microbial community functional response to environmental changes; ii) the diel protein 

regulation of the surface picoplanktonic community of the North-West Mediterranean Sea; and 

iii) the exploration of the diel cycle response in new potential clock-controlled bacteria.  

Therefore, this general introduction will provide the state-of the art on i) the circadian 

rhythms in Prokaryotes, ii) the diel cycle in the marine photic zone, and iii) the metaproteomic 

approach to study complex microbial assemblages.  
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2. Diel cycle and circadian clock in Prokaryotes 

Environmental parameters vary over different timescales such as seasons, weeks, or day 

and organisms adapt subsequently (Fuhrman et al., 2015). While long temporal scale (monthly 

to weekly) has been the most common study scheme in chronobiology, diel biological responses 

is receiving more attention since the discovery of biological clocks (Bhadra et al., 2017).  The 

Earth’s rotation around its axis induces a 24h-periodic oscillation of solar radiation reaching a 

given point on the planet. This phenomenon is known as the diel cycle (or diurnal cycle) and 

causes light and temperature fluctuation over the course of the day and consequently, diel 

rhythmic changes in all type of organisms (Saini et al., 2019).  

These rhythms are called circadian rhythms (from the Latin circa, meaning “around” 

and diem, meaning “day”) only if they refer to an endogenous process entrained by the 

environment. Circadian rhythms, in contrast with diel rhythms, are controlled by a circadian 

clock, an endogenous molecular mechanism embedded in an input and an output pathway that 

regulates biological processes (Kondo & Ishiura, 2000). Circadian rhythms are characterized 

by three main criteria: i) they are free-running in constant conditions, which means that they 

persist in the absence of environmental signals; ii) they are entrained by environmental clues 

and can be reset with the appropriate stimuli (zeitgeber or time-giver); and iii) they display 

temperature compensation, which means that their rhythm is not altered by temperature 

modification (Golden & Canales, 2003). Circadian clocks allow the organisms to anticipate 

daily environmental changes and regulate with accuracy key functions (e.g., photosynthesis), 

which provides them significant fitness advantage over competitors (Sharma, 2003; Salmela & 

Weinig, 2019).  
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As prokaryotes are key players in all ecosystems, a better understanding of their 

adaptation to diel environmental changes will not only expand our fundamental knowledge in 

microbiology but will provide translational opportunities in the medical, industrial, and 

ecological field (Figure 1.1). Prokaryotes are often embedded in symbiotic or parasitic 

association with clock-controlled Eukaryotes such as humans or plants (Lodewyckx et al., 2002; 

Madsen, 2011; McFall-Ngai et al., 2013). For instance, the human’s clock control circadian 

rhythms that were found to impact its microbiome (Deaver et al., 2018; Wu et al., 2018; 

Godinho-Silva et al., 2019; Nobs et al., 2019; Saran et al., 2020) as well as being interlinked to 

bacterial and virus infection or diseases (Thaiss et al., 2014; Kaczmarek et al., 2017; Heinemann 

et al., 2021; Choi et al., 2021). Similarly, plants have circadian molecular programs that regulate 

their metabolism and generates a rhythmic environment for the root-associated microorganisms 

(Asif et al., 2019). In this context, deciphering the interactions between diel rhythms of the host 

and microbial symbiotes or pathogens could lead to more efficient and sustainable healthcare 

and agricultural strategies (Maddur Puttaswamy, 2019; Asif et al., 2019; Pearson et al., 2021).  

 

Figure 1.1: Schematic view on the rationales and impacts of studying diel cycle in Prokaryotes. 
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The research focus on diel microbial community dynamics will also provide valuable 

insights to improve the current ecological models and to better understand their impact on the 

environments (Morimoto et al., 2020). Indeed, microbiological studies were mainly performed 

during the day and consequently, the biological activity of microorganisms during the night is 

not well documented. Deciphering the diel changes of microbial communities in the context of 

ecological processes (e.g., biogeochemical cycles) or environmental stress (e.g., pollution) will 

offer a more complete view on the functioning of ecosystems. In addition, the integration of 

temporal programs into industrial processes could also offer new opportunities and lead to 

improved biotechnological use of Prokaryotes (Sartor et al., 2019). 

2.1. Circadian clocks in Cyanobacteria 

Until the 1980s, the existence of circadian rhythms in prokaryotes seemed improbable 

because they were thoughts to have neither the need nor the resource to have biological clock 

(Edmunds, 1983). Around the mid-1980s, diel rhythmicity in nitrogen fixation was observed in 

Cyanobacteria (Mitsui et al., 1987; Stal & Krumbein, 1987) (Figure 1.2). Huang and 

colleagues were the firsts to demonstrate that these rhythms matched with all the criteria of a 

true circadian rhythm in the cyanobacterial strain Synechococcus sp. RF-1 (Huang et al., 1990; 

Chen et al., 1991). This discovery reversed the eukaryotic exclusive circadian clock dogma and 

paved the way to intense investigations on prokaryotic circadian clock mechanisms (Cohen & 

Golden, 2015) (Figure 1.2). Rapidly, the strain Synechococcus elongatus PCC 7942 emerged 

as the model organism for studying the mechanism of the cyanobacterial clock (Kondo et al., 

1993).  Besides, S. elongatus, clock mechanisms were described in other Cyanobacteria and 

display functional diversity. In the next three sections, we will describe the functioning of the 

circadian clocks of Synechococcus, Prochlorococcus, and Synechocystis.  
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Figure 1.2: Timeline of the discovery of circadian clocks in Prokaryotes. 
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2.1.1. The circadian clock of Synechococcus elongatus PCC 7942 

The circadian clock of Synechococcus elongatus PCC 7942 is based on a core oscillator 

that consists in the protein complex KaiA, KaiB, and KaiC (Figure 1.3). KaiC is the key player 

of the clock and undergoes an autophosphorylation (promoted by KaiA) and dephosphorylation 

(promoted by KaiB) cycle over the course of the day (Nishiwaki et al., 2000; Nishiwaki et al., 

2004; Nishiwaki et al., 2012). The Kai core oscillator interacts with an input and an output 

pathway and determines diel rhythmicity in gene expression, metabolic switches, or timing of 

cell division (Dong et al., 2010; Mori et al., 1996; Pattanayek et al., 2014; Puszynska and 

O’Shea 2017) (Figure 1.3).  

Over the course of the day, unphosphorylated KaiC has a loose structure and expose A-

Loops where KaiA can bind and promote KaiC autophosphorylation (Kim et al., 2008) (Figure 

1.3). Once fully phosphorylated, KaiC becomes stiff and stacked and exposes B-Loops where 

KaiB can bind and sequester KaiA, subsequently activating the KaiC autophosphatase 

(Kitayama et al., 2003; Chang et al., 2012; Tseng et al., 2014). By the end of the night, KaiC 

returned to its unphosphorylated state with exposed A-loops and can bin KaiA again (Nishiwaki 

et al., 2012). The mechanisms involved in the entrainment of the Kai oscillator are still not 

entirely understood (Kim et al., 2020). However, studies have shown that environmental signals 

such as light and temperature were transmitted to the Kai oscillator by an input pathway (Figure 

1.3). In S. elongatus this pathway is composed of CikA, LdpA, KaiA and Pex. CikA, LdpA, 

and KaiA are sensitive to the oxidation state of the quinone pool which changes over the diel 

cycle, and affect the kinase and phosphatase activity of KaiC, while the pex gene is light 

suppressed and encodes a transcription repressor of the kaiA gene (Axman et al., 2014). 

Moreover, the Kai oscillator itself sense the [ATP/ADP] ratio in the cell, which changes over 

the day-night cycle (Axman et al., 2014). During the phosphorylation/dephosphorylation cycle 
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of the KaiC, the clock oscillator transmits signals through an output pathway that subsequently 

control gene expression. In S. elongatus, these output components include SasA, RpaA, and 

CikA, which as a dual role in the input and the output pathways. During the day, SasA interacts 

with KaiC and phosphorylated RpaA (Iwasaki et al., 2000; TaKai et al., 2006). At night, the 

KaiBC complex binds CikA and dephosphorylate RpaA (Chang et al., 2015). As 

phosphorylated RpaA acts as a transcription factor that induces the expression of Class I genes 

and repress Class II genes, the phosphorylation/dephosphorylation cycle of RpaA is responsible 

for the expression/repression of patterns observed in S. elongatus (Markson et al., 2013).  

 

Figure 1.3: Diagram of the circadian clock mechanism in S. elongatus PCC 7942. KaiC undergoes a 

phosphorylation and dephosphorylation cycle over the course of the day, which is promoted by KaiA 

and KaiB, respectively. The input pathway is composed of LdpA, CikA and Pex which interact with the 

Kai oscillator in response to environmental signals like light and temperature. In addition, the ATP/ADP 

ratio, which changes according to diel cellular activity, is sensed by the Kai oscillator itself. 

Subsequently, the Kai oscillator interacts with the output pathway that is composed of CikA and SasA 

which modifies the phosphorylation state of RpaA. Phosphorylated RpaA activates Class I genes and 

represses Class II genes. Modified from Axmann et al., 2014. 
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The circadian clock of S. elongatus has a widespread control of gene expression as 30 

to 60% of the transcripts are rhythmically regulated (Ito et al., 2009; Vijayan et al., 2009). For 

example, the rhythm of nitrogenase activity is controlled at the transcriptional level and the 

expression of the nif and nif-associated genes occurs mainly during the dark period (Huang & 

Lin, 2009). In addition, the clock also regulates compaction and superhelical status of the 

chromosomes (Smith & Williams, 2006; Woelfle et al., 2007) and the timing of cell division 

by gating it through the course of the day (Mori & Johnson, 2001). Interestingly, it was shown 

that the circadian clock disallows the cell division in the onset of darkness even if cells have 

attained a sufficient size to divide (Mori & Johnson, 2001). It was also demonstrated that the 

circadian clock maintains its periodicity even if cells are dividing several times during the day 

(Mori et al., 1996; Mori & Johnson, 2001). 

2.1.2. The simplified clock of Prochlorococcus 

Prochlorococcus marinus also shown diel rhythmic gene expression (Zinser et al., 2009; 

Waldbauer et al., 2012), cell cycling (Vaulot et al., 1995; Vaulot & Marie, 1999; Holtzendorff 

et al., 2008), protein accumulation (Waldbauer et al., 2012), amino acid uptake (Mary et al., 

2008) and photosynthesis (Zinser et al., 2009) in natural populations and laboratory cultures. In 

contrast to Synechococcus, the rhythmicity of Prochlorococcus does not persist in continuous 

conditions and requires daily environmental input to reset (Holtzendorff et al., 2008; Cohen & 

Golden, 2015). In fact, the clock mechanism of Prochlorococcus lacks several molecular 

components such as KaiA or CikA and KaiC compensates with an enhanced 

autophosphorylation activity (Axmann et al., 2009) (Figure 1.4).  
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The functioning of the clock is based on the KaiBC complex formation, which allows 

SasA to bind with KaiB and induces the phosphorylation of RpaA (Axmann et al., 2009). 

Phosphorylated RpaA regulates the transcription of KaiBC which controls the clock expression 

(Figure 1.4). The simplified clock of Prochlorococcus still provides genome-wide expression 

rhythms (Zinser et al., 2009) and control cell division and other biological processes such as 

photosynthesis. It was suggested that Prochlorococcus evolved towards a reduced KaiBC-

system because of the high regularity of its habitat (the near-equatorial oceans), where a free-

running clock system may not be essential because of the high regularity of diel conditions 

(Axmann et al., 2009; Mullineaux & Stanewsky, 2009). 

 

Figure 1.4: Simplified diagram of the circadian clock mechanism in P. marinus MED4. The time 

keeping mechanism of P. marinus MED4 lacks the central components from the S. elongatus clock 

KaiA and CikA. The input pathway is composed of LdpA only. In the absence of KaiA, KaiC 

compensates with an enhanced autophosphorylation activity. The KaiBC complex interacts with SasA 

that regulates RpaA phosphorylation level, which further controsl KaiBC expression. Modified from 

Axmann et al., 2014. 
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2.1.3. The multiple clocks of Synechocystis sp. PCC 6803 

Despite the observation of transcriptional circadian rhythms (Beck et al. 2014) and 

circadian rhythmicity of photosynthesis (Yen et al., 2004), the circadian oscillations in 

Synechocystis sp. PCC 6803 are not as robust as in Synechococcus elongatus PCC 7942 and are 

still inconclusive (Schmelling et al., 2021). In contrast with Prochlorococcus, Synechocystis sp. 

PCC 6803 encodes a total of seven kai genes: kaiAB1C1 and kaiB2C2 located in clusters, and 

kaiB3 and kaiC3 as orphan genes (Wiegard et al. 2013). KaiA, KaiB1, and KaiC1 proteins are 

thought to constitute the core oscillator as it was demonstrated that the autophosphorylation of 

KaiC1 depends on KaiA (Wiegard et al. 2013). In addition, the deletion mutant of kaiAB1C1 

which shows decreased viability in light and dark cycles, which suggests a linkage between 

metabolic pathways and circadian oscillation (Dörrich et al. 2014) The role of KaiB2C2, KaiB3 

and KaiC3 is less clear it was hypnotized that they could be imply in the fine-tuning of the core 

oscillator or in other unknown functions (Aoki and Onai 2009; Dörrich et al. 2014; Wiegard et 

al. 2020).  

2.2. Circadian rhythms beyond Cyanobacteria 

Computational analyses revealed that Kai proteins homologs were widespread within 

Prokaryotes (Dvornyk et al., 2003; Loza-Correa et al., 2010; Schmelling et al., 2017) (Figure 

1.5). Although input and output factors are often missing in non-cyanobacterial species, it 

suggests that KaiC-based timing systems, embedded into different networks, could exist beyond 

Cyanobacteria (Schmelling et al., 2021). KaiC homologs were observed with diel rhythmicity 

in several extremophile archaeal species. The hyperthermophiles Thermococcus litoralis and 

Pyrococcus horikoshii displayed a kinase activity of KaiC homologs independently on 

temperature (Schmelling et al. 2017). Rhythmic transcriptional expression KaiC homologs was 

also observed in Haloferax volcanii (Maniscalo et al., 2014). In addition, the halophilic genus 
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Halobacterium salinarum NRC-1 exhibited diel transcriptional oscillation in up to 12% of all 

genes (Whitehead et al., 2009). On the other hand, KaiC and KaiB homologs were more 

frequently observed in Bacteria (Dvornyk et al., 2003). Purple bacteria, which are capable of 

photosynthesis, are particularly good candidates for potential new clock mechanisms. 

Rhodobacter sphaeroides presents a reduced KaiBC-based system that was suggested to drive 

circadian oscillations (Min et al. 2005). Rhodopseudomonas palustris show 

autophosphorylation activity of KaiC homologs and displayed adaptive growth under rhythmic 

conditions (Ma et al., 2016). Finally, rhythmic activity at the level of the uptake hydrogenase 

(Hup) was demonstrated in Rhodospirillum rubrum and was suggested to be part of a 

mechanism that coordinates the energy metabolism (Van Praag et al., 2000). 

 

 

 

Figure 1.5: Phylogenetic trees of the kaiC genes compared to 16S rRNA genes in Prokaryotes. From 

Dvornyk et al., 2003. 
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Interestingly, rhythmic activities that partly validate the criteria of a true circadian 

rhythms (i.e., free-running, entrainment, and temperature compensation) were also reported in 

bacteria that do not possess Kai homologs (Sartor et al., 2019). For instance, the soil bacterium 

Bacillus subtilis shows temperature-compensated free-running ~ 24h oscillations upon release 

to constant dark and temperature conditions (Eelderink-Chen et al., 2021). Similarly, the 

gastrointestinal bacterium Klebsiella aerogenes displayed an endogenously generated, 

temperature-compensated circadian rhythm in swarming motility (Paulose et al., 2019). 

3. The diel cycle in the surface marine environment 

The marine environment covers 70% of the Earth’s surface and is dominated by 

microorganisms that represent about 60% of the ocean biomass (Bar-On et al., 2018). In the 

surface marine environment, light is the primary source of energy and induces diel rhythmic 

activity of the phytoplankton (i.e., Cyanobacteria and microeukaryotes), which is responsible 

for about 50% of the global primary production (Field et al., 1998). Besides, heterotrophic 

bacteria are extremely abundant and play key role in nutrient remineralization, impacting 

deeply the biogeochemical cycles (Azam et al., 1983). Understanding the impact of the diel 

cycle surface marine environment is of high biological importance because most of the 

biogeochemical cycles take place in this zone. While the impact of light on the physiological 

response of Cyanobacteria in laboratory condition is well documented, the broad diel dynamics 

of natural microbial communities still remains to be elucidated (Morimoto et al., 2020).  

In this section, we will present the main actors of this ecosystem and describe the direct 

and indirect effects of light in the water column. 

  



 Chapter 1 – General introduction 

 

14 

 

3.1. The marine picoplanktonic communities 

Plankton refers to the organisms found in the water column that are incapable of 

independent movements. Marine planktonic organisms can be discriminated based on their size 

(Makoto & Tsutomu, 1984). The picoplankton is the fraction of plankton of a size ranging 

between 0.2–2 µm. Picoplankton is composed of picoeukaryotes and prokaryotes and accounts 

for the main biomass compartment in the oceans with an estimated 104 to 106 cells per milliliter 

(Whitman et al., 1998). It is notable that over half of these prokaryotes inhabit the 50-150 m 

marine surface layer (Karner et al., 2001). They are great contributor to primary production and 

carry out the bulk of life-sustaining nutrient cycling (Azam et al., 1983, Field et al., 1998).  

3.1.1. Diversity of the picoplanktonic communities 

Prokaryotic picoplankton form complex communities and can either be free-living, 

particle-attached, or alternate between both lifestyle (Grossart, 2010). The prokaryotic 

compartment of the marine picoplankton represents an immense pool of genetic diversity and 

is adapted to diverse ecological niches in the ocean (Pace, 1997, Venter et al., 2004). In fact, 

the marine environment is the perfect context where the adage “Everything is everywhere but 

the environment selects”, introduced by Baas-Becking in 1934, is confirmed. Major sampling 

efforts across the world oceans such as the Global Ocean Sampling expedition, the Ocean 

Sampling Day, or the Tara expedition, have generated substantial amount of data among depth, 

latitudinal or longitudinal gradients (Venter et al., 2004; Bork et al., 2015; Sunagawa et al., 

2015). In the past, the dominant bacterial species of the oceans were thought to be members of 

groups such as Pseudomonas, Alteromonas or Vibrio, based on culture-dependent analysis (Stal 

& Cretoiu, 2016). However, worldwide oceanic screening studies revealed unforeseen levels of 

microbial diversity in the water column. Among all microbial groups present in the oceans, the 
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Alphaproteobacteria, the Gammaproteobacteria and the Cyanobacteria, clearly dominate the 

surface waters in terms of abundance (Morris et al., 2002; Sunagawa et al., 2015) (Figure 1.6). 

Marine microorganisms display highly diverse metabolisms depending on the sources 

of carbon and energy. Autotrophic bacteria obtain carbon from CO2, heterotrophic bacteria 

obtain carbon from organic compounds, and mixotrophic bacteria can use both sources. 

Phototrophic bacteria use light as energy source and chemotrophic bacteria rely on the energy 

contained in organic compounds (Urry et al., 2017). In marine picoplanktonic communities, the 

photoautotrophs are mainly represented by Cyanobacteria (Kirchman, 2008). The heterotrophic 

compartment is phylogenetically diverse and dominated by photoheterotrophs (Koblížek, 

2015). The photoheterotrophic bacteria include the proteorhodopsin-containing bacteria (e.g., 

“Candidatus Pelagibacter”) and the bacteriochlorophyll-containing bacteria (e.g., aerobic 

anoxygenic photoheterotrophic bacteria). In the next sections, more information will be 

presented on the numerically most abundant bacteria inhabiting the pelagic environment. 

 

Figure 1.6: Comparison of phyla abundance and richness in the world’s ocean. From Sunagawa et al., 

2015. 
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3.1.2. Cyanobacteria 

Cyanobacteria emerged 3.5 to 3.7 billion years ago, and they have fundamentally 

transformed our planet by oxidizing the atmosphere, fixing large quantities of atmospheric CO2 

into the oceans, reducing their acidity (Sánchez-Baracaldo & Cardona, 2020). Cyanobacteria 

may be unicellular, colonial, or filamentous. They are the sole bacteria able to perform oxygenic 

photosynthesis, which convert light energy into chemical energy by using water as electron 

donor and producing oxygen. They contribute for a high fraction (nearly 90 %) of the primary 

production, especially in oligotrophic regions (Kirchman, 2008). Cyanobacteria also play a 

major role in nitrogen fixation in the open ocean. Genetic approach targeting the gene that 

encodes nitrogenase enzyme, which catalyzes N2 fixation reaction, identified the three main 

nitrogen-fixing cyanobacterial groups: the filamentous non-heterocyst-forming 

Trichodesmium, the filamentous heterocyst-forming symbionts with unicellular eukaryotic 

algae (e.g., Richelia and Calothrix) and single-celled or unicellular Cyanobacteria (e.g., 

Crocosphaera) (Zehr et al., 1998).  

In the world oceans, the two cyanobacterial genera Prochlorococcus and Synechococcus 

are especially large contributors to marine primary production. Prochlorococcus and marine 

Synechococcus species are thought to have diverged from a common ancestor about 150 million 

years ago (Dufresne et al., 2005). While 16S rRNA sequences analysis would consider these 

two groups to be the same species, whole-genome phylogenies clearly separate 

Prochlorococcus from Synechococcus. This separation is justified by several physiological and 

ecological traits (Biller et al., 2015) (Figures 1.7 and 1.8). Synechococcus marine species are 

Gram-negative coccoid cells between 0.6 to 1.6 µm in size and are obligate photoautotrophs 

(Mitsui et al., 1987; Morel et al., 1993) (Figure 1.7). Synechococcus can be found in almost all 

marine environments up to the polar circle (Partensky et al., 1999).   
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Figure 1.7: Description of Synechococcus sp.  (a): Geographical distribution of Synechococcus sp. in 

the world ocean. (b): Photosynthetic apparatus in Synechococcus sp. (Redraw from Biller et al., 2015) 

(c): Transmission electronic microscope view (left) and scanning electronic microscope view (right) of 

Synechococcus sp. (Zhao et al., 2015). 

 

Besides, Prochlorococcus forms tiny coccoid cells of about 0.5 - 0.7 µm of diameter 

(Morel et al., 1993) (Figure 1.8) and is mainly distributed in the open oceans between 40°N 

and 40°S, from the surface to a depth of about 200 meters and in a temperature range of 10 to 

33°C, but it is absent from colder, nutrient-rich waters at high latitude as well as in most 

nutrient-rich coastal waters. It is one of the most abundant organisms in the oceans with an 

estimated total population of 2.8 to 3.0 x1027 cells (Johnson et al., 2006; Flombaum et al., 2013). 

These bacteria are known as to carry the smallest genome of any free-living phototroph 

(Dufresne et al., 2003). Some strain such as Prochlorococcus MED4 display a genome of 1.65 

Mbp encoding for only ~ 1 700 genes (Rocap et al., 2003). This small genome results probably 

from the removal of genes that provide only a small fitness benefit compared to the associated 

costs they represent (Sun & Blanchard, 2014). 

Synechococcus performs photosynthesis via a light-harvesting antenna called the 

phycobilisome (Figure 1.7). The phycobilisome contains phycobiliproteins, such as 

phycocyanin and phycoerythrin that binds one or several light-harvesting chromophores 
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(phycocyanobilin and phycoerythrobilin). The light energy collected by the phycobilisome is 

transferred to the photosystem II (PSII) core antenna proteins (CP43 and CP47) and then into 

the PSII reaction center which comprises different proteins such as the cytochrome b559 (Ting 

et al., 2002) (Figure 1.7).  

Prochlorococcus is one of the few Cyanobacteria that display a light-harvesting antenna 

complex made up of prochlorophyte chlorophyll-binding protein (Pcb) instead phycobilisomes 

(Figure 1.8). This light-harvesting antenna binds divinyl chlorophyll a and b pigments 

(Goericke & Repeta, 1992). In addition, Prochlorococcus also use monovinyl chlorophyll b as 

an accessory pigment (Chisholm et al., 1992). The high surface-to-volume ratio of 

Prochlorococcus, coupled with its unique pigmentation, makes it the most efficient light 

absorber of any photosynthetic cells (Biller et al., 2015). This explains why Prochlorococcus 

populations extend deeper in the water column than almost any other phototroph (Zwirglmaier 

et al., 2008). 

 

 

Figure 1.8: Description of Prochlorococcus sp. (a): Geographical distribution of Prochlorococcus sp. 

in the world ocean. (b): Photosynthetic apparatus in Prochlorococcus sp. (Redraw from Biller et al., 

2015) (c): Transmission electronic microscope view (left) (Structural Biology Labs, Biomedical Cebtre, 

Uppsala, Sweden) and scanning electronic microscope view (right) of Prochlorococcus sp. (Johnson & 

Lin, 2009).   
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3.1.3. Candidatus Pelagibacter 

Candidatus Pelagibacter are small (diameter < 0.7 µm) Gram-negative, rod-shaped 

bacteria classified in the class of Alphaproteobacteria and in the order of Pelagibacterales 

(SAR11 clade) (Rappé et al., 2002). Discovered in 1990 by metagenomic in the Sargasso Sea, 

these bacteria accounted for 35% of all prokaryotes in surface waters of the Sargasso Sea (Moris 

et al., 2002). In some oceanic regions, Pelagibacterales represented as much as 50 % of the 

total surface microbial community (Morris et al., 2002). Pelagibacterales could be the most 

abundant microorganism on earth with an estimated number of 2.4 x1028 cells and half of it 

would be in the euphotic zone (Morris et al, 2002; Giovannoni et al., 2005). Pelagibacterales 

are oligotrophic and feed on dissolved organic carbon and nitrogen. In addition, they possess 

the proteorhodopsin, a light-driven proton pump producing ATP present in 20% of their internal 

membrane surface (Giovannoni et al., 2005).  

3.1.4. Aerobic Anoxygenic photosynthetic bacteria 

Aerobic anoxygenic photosynthetic bacteria (AAPB) are phylogenetically widespread 

and can be found in Proteobacteria (purple bacteria), Chlorobi (green sulfur bacteria), 

Chloroflexi (green non-sulfur bacteria), Firmicutes, Acidobacteria or Gemmatimonadetes 

(Koblížek, 2015). In the ocean, AAPB are mainly Proteobacteria and represent between 1 to 

10% of the total pelagic microbial community (Yutin et al., 2007). They use 

bacteriochlorophyll-containing reaction centers to harvest light energy and complete their 

energy demand through the anoxygenic photosynthesis process (Koblížek, 2015). Anoxygenic 

photosynthesis differs from the oxygenic photosynthesis in that i) it uses hydrogen, sulfide or 

organic substrates instead of water as an electron donor; ii) it does not produce oxygen; iii) it 

involves different photosynthetic apparatus varying in the light-harvesting complex 

architecture, pigment composition and function of their reaction center (Béja et al., 2000; 
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Imhoff, 2008; Hohmann-Marriott & Blankenship 2011). Marine AAPB include the 

Roseobacter, a genus of Rhodobacteraceae from the Alphaproteobacteria class. They are one 

of the most abundant and versatile bacteria in the marine environment and are extremely 

abundant during algal bloom (Buchan et al., 2005; DeLong et al., 2005). 

3.1.5. Rhodospirillum rubrum 

Although Rhodospirillum rubrum is not abundant in the marine environment, this 

bacterium has characteristics that are interesting to investigate in the context of this thesis. 

Rhodospirillum rubrum is a is a Gram-negative purple non-sulfur bacterium of a size of 

0.8 to 1 µm that belongs to the Rhodospirillaceae (Alphaproteobacteria). Purple bacteria use 

bacteriochlorophyll and carotenoids to capture light energy and cyclic electron transport to 

generates a proton motive force used to produce ATP (Klamt et al., 2008). While purple sulfur 

bacteria use sulfide, sulfur, thiosulphate or hydrogen as electron donor, purple non-sulfur 

bacteria use generally hydrogen (Basak and Das, 2007). As presented previously in the section 

“Circadian clock beyond Cyanobacteria”, Rhodospirillum rubrum displayed rhythmic 

activities (Van Praag et al., 2000) and possess Kai protein homologs (Dvornyk et al., 2003). 

Moreover, purple non-sulfur bacteria such as Rhodospirillum rubrum, are particularly 

remarkable for their extreme metabolic versatility: they can grow by photoautotrophy in anoxic 

conditions and by heterotrophy in oxic conditions and are able to fix nitrogen (McEwan, 1994, 

Madigan, 1995). For these reasons, purple non-sulfur bacteria are extremely valuable from a 

biotechnological perspective (De Meur, 2020). Rhodospirillum rubrum is particularly studied 

for its use in bioplastic, and biological hydrogen fuel (Bayon-Vincente et al., 2021, De Meur et 

al., 2020). This species was even chosen to be part of the Melissa loop, a micro-ecological 

system to support the metabolic needs of a crew during long-term space mission (Gòdia et al., 

2002). 
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3.2. The role of picoplankton in biogeochemical cycles 

Picoplanktonic communities play key roles in the biogeochemical cycles of the oceans 

(Azam et al., 1983). For instance, the pico-cyanobacteria such as Synechococcus and 

Prochlorococcus carry out up to half of the primary production, while heterotrophic bacteria 

are essential for the life-sustaining nutrient cycles (Cole et al., 1988, Field et al., 1998) (Figure 

1.9). 

 

Figure 1.9: Schematization of the roles of picoplanktonic communities in the marine food web and 

biogeochemical cycles. 
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In the oceans, inorganic carbon (CO2) is fixed by the phytoplankton (Cyanobacteria, 

algae, and plants) through the photosynthesis process that convert light energy into chemical 

energy (Figure 1.9). The carbon integrated into the prokaryotic compartment travels in the food 

web through predation by microeukaryotes (e.g., ciliates and heterotrophic dinoflagellates), 

which are further eaten by higher order consumers (e.g., fish, aquatic mammals) (Azam et al., 

1983; Kirchman, 2008; Worden et al., 2015) (Figure 1.9). Across the food web, particulate and 

dissolved organic matter (POM and DOM) is released in the water column from bacterial lysis, 

exudation, cell death, sloppy feeding by zooplankton, or excretion. Viruses play an important 

role in the decay of microorganisms which contribute to the release of POM and DOM (i.e., 

“viral shunt”) (Breitbart et al., 2018). A substantial part of POM and DOM is incorporated by 

the heterotrophic bacteria and reintegrated to higher trophic levels by predation (i.e., grazing). 

This process is called the microbial loop and is an essential part of the marine biogeochemical 

cycles. In addition, the microbial loop accelerates the mineralization of nutrient such as nitrogen 

or phosphorous and increase their bioavailability for the primary producers (Azam et al., 1983) 

(Figure 1.9). The fraction of primary production that is not respired is exported in depths in the 

form of particulate and dissolved organic carbon (POC, DOC) (Volk & Hoffer, 1985; Emerson 

and Hedges, 2008; Urry et al., 2017). 

In the oceans, the atmospheric nitrogen (N2) is the main source of nitrogen, and it is 

incorporated in the biota via the nitrogen fixating microorganisms (i.e., the diazotrophs) (Urry 

et al., 2017) (Figure 1.9). The nitrogen fixation process involves the nitrogenase, an enzyme 

that breaks the strong triple bond between nitrogen atoms to produce ammonium (Urry et al., 

2017). Once fixated by diazotrophs, nitrogen is released in its bio-available forms (ammonium, 

nitrite, nitrate) as nitrogen organic matter, which can be used by non-diazotrophs organisms 

(Fowler et al., 2013).  
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Oceanic nitrogen fixation is mainly performed by Cyanobacteria but Proteobacteria, 

Actinobacteria, Firmicutes or Euryarchaeota also contribute to this process (Urry et al., 2017). 

As the nitrogenase is inhibited by oxygen, aerobic diazotrophs (i.e., Cyanobacteria) developed 

strategies to protect this enzyme. For instance, filamentous Cyanobacteria developed cells 

specialized in nitrogen fixation (i.e., heterocyst) where oxygenic photosynthesis is not 

performed. In unicellular and non-heterocystous diazotrophic Cyanobacteria, nitrogen fixation 

was found to be temporally segregated and occurs at night, when photosynthesis is shut down 

(Thiel, 2005). These diel patterns were extensively studied in the context of circadian clocks 

(Mitsui et al., 1987; Stal & Krumbein, 1987). 

In contrast with carbon and nitrogen cycle, the phosphorus cycle does not practically 

affect the atmosphere. Principal phosphate inputs in the oceans are continental and come from 

wind and water erosion of phosphate rocks, soils leaching, wastewater or submarine volcanism 

(Urry et al., 2017). In the water column, phosphorous is the main limiting factor in the 

phytoplanktonic growth and is efficiently scavenged by microorganism. The orthophosphoric 

acid (HPO4
2-) is the major source of inorganic phosphate and represents the only form of 

phosphate that autotrophs can assimilate (Urry et al., 2017). The organic forms of phosphate 

(e.g., cell debris containing nucleic acids, phospholipids, or nucleotides) are oxidized by 

bacteria, which produces inorganic phosphate that are directly assimilable by phytoplankton 

and bacteria (Azam et al., 1983) (Figure 1.9). To cope with low phosphate concentration in the 

oceans, organisms have evolved adaptation mechanisms. For example, Williams and 

Cavicchioli showed that bacteria overexpress nutrient transporters to efficiently scavenge 

nutrients in oligotrophic environment (Williams & Cavicchioli, 2014). Van Mooy and 

colleagues also evidenced that planktonic microbes decrease their phosphate cellular demand 

by switching metabolism. For instance, Prochlorococcus and Synechococcus use from S-lipids 
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rather than P-lipids in their membrane when they inhabit in low-P waters, which could partially 

explain their success in oligotrophic oceans (Van Mooy et al., 2006). 

3.3. Diel cycle in marine picoplanktonic communities 

3.3.1. Penetration of light in the water column 

The sun emits a large spectrum of radiation including cosmic, gamma rays, x-rays, 

ultraviolet, visible, and infrared radiations (Thekaekara, 1976). Most of solar radiation is 

absorbed or reflected by the atmosphere (Iqbal, 2013) (Figure 1.10). The fraction of the solar 

radiation reaching the earth’s surface is divisible in three main wavelength ranges: the 

ultraviolet radiation (UVR, 100-400 nm), the visible light or photosynthetically available 

radiation (PAR, 400-700) and the infrared radiation (IR, >700 nm). In average, the sunlight 

incident on the ocean surface consists of 50% of IR, 45% of visible radiation and only 5% of 

UVR (Tedetti & Sempéré, 2006).  

IR radiations are absorbed by the seawater after a depth of one meter, causing surface 

waters to be warmer than deep waters. The temperature remains constant in the mixed layer 

because water is homogenized by winds, waves, and convection movements, then drops quickly 

(Tedetti & Sempéré, 2006). The red-orange-yellow (λ = 550 to 700 nm) visible range of sunlight 

are absorbed after few meters. In optically clear oceanic waters, the blue-green light (λ = 450 

nm) penetrates the deepest, whereas in seawaters containing large amounts of organic matters, 

the greenish yellow (λ = 550 nm) is the most penetrating. Finally, UVB penetrate less deeply 

(30 to 40 meters) than UVA (60 to 70 meters) (Obernosterer et al., 2001). In average, in clear 

water condition, the half of the photic layer is usually affected by UVR (Tedetti & Sempéré, 

2006; Wozniak & Dera, 2007). 
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Figure 1.10: Evolution of solar radiation spectrum from space to the sea level. Modified from Beckmann 

& Spizzichino, 1987. 

3.3.2. Effect of solar radiations in the marine environment 

Besides being the primary source of energy in the oceans, solar radiations affect the 

marine life by inducing interactions between aquatic organisms such as competitive, 

mutualistic, or parasitic interaction (Sommaruga, 2005). Solar radiations also interact with 

organic matter and can increase the nutrient bio-lability through the process of photodissolution 

(Mayer et al., 2006). Depending on the quality of DOM, sunlight can photolyse recalcitrant 

DOM into more utilizable forms or instead, transform bio-labile DOM into recalcitrant matter 

(Bastidas-Navarro et al., 2009). Sunlight also causes direct DNA lesions or increase the 

formation of reactive oxygen species (ROS) inducing oxidative stress on DNA, proteins, or 

lipids. UV-induced DNA lesions and ROS toxicity can be limited via different mechanisms 

such as photo-enzymatic repair (PER), base and nucleotide excision repair, and post-replication 

repair (Matallana-Surget et al., 2009), or ROS detoxification processes (Zhao & Drlica, 2014). 
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3.3.3. Diel cycle of marine picoplanktonic communities 

The primary producers present in marine picoplanktonic communities, such as 

Cyanobacteria, display diel cycles in response to solar radiations. Before sunrise, 

Cyanobacteria start the transcription of genes encoding for their photosynthesis apparatus to be 

ready to generate energy when light is available (Hellweger et al., 2020). Marine 

metatranscriptomic studies reported distinct day and night metabolic activities of marine 

microorganisms from oligotrophic marine environments (Poretsky et al., 2009; Gilbert et al., 

2010; Ottesen et al., 2014). North Pacific subtropical gyre microbial communities showed that 

transcripts for photosynthesis, C1 metabolism and oxidative phosphorylation were 

overabundant at day, while housekeeping activities, such as amino acid or vitamin biosynthesis, 

were overrepresented at night (Poretsky et al., 2009). Similarly, transcripts involved in light-

driven processes were also found to be more abundant during the day in surface marine 

picoplankton sampled from the Western English Channel (Gilbert et al., 2010).  

Although less information is available for the heterotrophic bacteria inhabiting the 

photic zone, studies showed that the diel dynamics of photoautotrophs is propagated to 

heterotrophs and generate diel cycles. For instance, changes in transcriptional activity in 

response to rhythmic release of photosynthetic products was observed in heterotrophs with an 

upregulation of diverse metabolic pathways involved in the uptake and the transformation of 

organic matter (Ottesen et al., 2014; Tsai et al., 2012; Aylward et al., 2015; Frischkorn, 2018; 

McCarren et al., 2010; Straub et al., 2011). 

The diel cycles originating from phototrophic microorganisms also propagated 

indirectly toward the heterotrophic compartment for those that cannot use photosynthetic 

products as they are. The two drivers of these indirect rhythm are the virus and the zooplankton 

grazing within the community. Viruses induce cell lyse in Cyanobacteria at night, which results 
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in rhythmic release of organic matter that can further propagate to heterotrophs (Aylward et al., 

2017; Kimura et al., 2012; Liu, et al., 2019; Welkie et al., 2019; Yoshida et al., 2018). Grazers 

have shown temporal adaptations and preferentially feed on Cyanobacteria at night when their 

nitrogen content is higher (Deng et al., 2020). 

4. Metaproteomics to study complex microbial assemblages 

4.1. The great plate count anomaly  

In 1985, Staley and Konopka introduced the term “the great plate count anomaly” to 

describe the difference between the numbers of environmental microorganisms visible by 

microscopy and those that were forming viable colonies on agar plate (Staley & Knopka, 1985). 

In fact, numerous microorganisms present in an environmental sample are in dormancy or 

require specific physico-chemical parameters and that are not provided in laboratory-growth 

conditions (Deming & Baross, 2000). In addition, microorganisms growing on agar plate can 

compete for nutrients and inhibit each other’s growth by producing bacteriocins (Tamaki et al., 

2005). Therefore, many microorganisms that were abundant and playing key roles in the 

environment remained ignored because of culture plate-based analysis biases (Staley & 

Konopka, 1985). The studies focusing on laboratory cultivable single microorganisms provided 

valuable information on their physiology and behavior, the specific response in artificial 

condition. These single-species molecular mechanisms largely contributed to the understanding 

of environmental microbial community functioning (i.e., bottom-up approaches).  
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4.2. The metaproteomic approach 

The study of microbial communities was greatly facilitated by the development of the 

meta-omics technologies (i.e., metagenomics, metatranscriptomics, metaproteomics), which 

offer a “panoramic” view on the microbial molecular diversity present in a sample (Franzosa et 

al., 2015) (Figure 1.11). These advances expended our understanding of the structure and the 

functioning of microbial communities. According to the central dogma of molecular biology 

enunciated by Crick in 1958, the biological information flows from genes to transcript to 

proteins (Crick, 1970). In this context, the metaproteomic approach provides the best insights 

into the phenotypes of microorganisms, allowing pertinent characterization of the active 

members of a complex microbial assemblage as well as their functionality (Wilmes & Bond, 

2004; Kleiner, 2019).  

 

Figure 1.11: Schematic representation of the omics approaches. 
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Since the first environmental metaproteomic study performed in the Chesapeake Bay 

(Kan et al., 2005), numerous investigations were carried out in a variety of environments using 

descriptive, comparative, and/or quantitative approaches (Matallana-Surget et al., 2018). 

Comparative metaproteomics was often used to describe spatial and seasonal changes in aquatic 

ecosystems using (i) in situ (Morris et al., 2010; Teeling et al., 2012; Williams et al., 2012; 

Georges et al., 2014), (ii) mesocosms (Lacerda and Reardon, 2009; Bryson et al., 2016), or (iii) 

microcosms (Russo et al., 2016) approaches. Marine metaproteomics rapidly expanded and 

broadened our knowledge of marine ecosystems (Saito et al., 2019). For example, 

metaproteomic provided evidence for complete nitrification pathways (Morris et al., 2010; 

Williams et al., 2012) as well as the main synthetized kind of bacterial transporters can inform 

on which substrates are limiting in the environment (Sowell et al., 2011). Moreover, it revealed 

insights into the dynamics in organic matter transformation by microorganisms (Hawley et al., 

2014; Bergauer et al., 2018) and showed the spatiotemporal variation in metabolic activities in 

oceanic plankton communities (Georges et al., 2014). Despite its rapid development, 

metaproteomics still encounters several challenges that hamper it potential power (Wilmes et 

al., 2015; Heyer et al., 2017; Matallana-Surget et al., 2018; Saito et al., 2019). 

4.3. The workflow in metaproteomics 

The metaproteomic workflow consists in four main steps: (i) sampling and protein 

extraction, (ii) protein separation, (iii) mass spectrometry, and (iv) protein 

identification/annotation (Wöhlbrand et al., 2013) (Figure 1.12). Metaproteomics studies on 

marine ecosystems are extremely heterogenous from a methodological perspective. As there is 

no standardized methodology, the metaproteomic workflows often differ from sampling, mass 

spectrometry analysis and data processing (Matallana-Surget et al., 2018; Saito et al., 2019). 

After sampling, proteins are extracted from the biomass using chemical (e.g., detergent) and 
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mechanical (e.g., sonication) disruption in order to lyse the cells and release the proteins 

(Matallana-Surget et al., 2018). After the extraction, the proteins are quantified via Bradford 

assay and/or SDS PAGE. The sample complexity can be reduced using 1D– or 2D- gels as well 

as chromatography steps (Matallana-Surget et al., 2018). Finally, the proteins are fragmented 

into peptides (e.g., trypsinolyse), and peptides are subsequently analyzed via high-throughput 

mass spectrometry (Matallana-Surget et al., 2018). 

 

 

 

Figure 1.12: The metaproteomic workflow. 
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Mass spectrometer provides peptide mass spectra that correspond to the footprints of 

the digested peptides. Identifying these spectra and associating them to relevant peptides is 

challenging because of the inherent complexity of environmental microbial communities, 

which contain thousands of proteins from diverse taxonomic groups. The common approach is 

to match experimental spectra with theoretical spectra derived from a protein search database. 

Although the creation of protein search database can vary dramatically, the two main 

approaches consist in using either available public protein repository such as UniProtKB or to 

sequence and assemble a metagenome that correspond to the studied microbial community 

(Heyer et al., 2017). Identifying proteins by using large size public protein repositories such as 

UniProtKB can negatively affect the protein identification yield due to the presence of 

irrelevant sequences, which increases search space and lead to high false discovery rate (FDR) 

(Nesvizhskii, 2010; Jagtap et al., 2013; Tanca et al., 2013; Timmins-Schiffman et al., 2017). 

Building relevant protein search database that efficiently covers the metaproteome diversity 

consists in one of the main bioinformatical challenges in the metaproteomic workflow.  

The second bioinformatical challenge encountered in metaproteomic is known as the 

protein inference issue, which occurs when the same peptide sequence is found in multiple 

proteins, thus leading to inaccurate taxonomic and functional interpretations (Herbst et al., 

2016). Protein identification software such as ProteinPilot (Pro Group algorithm) (AbSciex, 

2019), Prophane (Schneider et al., 2011) or MetaProteomeAnalyzer (Muth et al., 2015) 

addressed this issue by performing protein groups that share similar peptide-matches. However, 

in environmental metaproteomics, interpreting protein groups can be challenging because 

homologous proteins can be found in a broad taxonomic range. 
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5. Thesis aims 

The aim of this thesis is to provide insights into the impact diel cycle on Prokaryotes 

and in their time-keeping mechanisms. A better understanding of the daily rhythmic activity of 

Archaea and Bacteria at both community and species levels will undoubtedly provide valuable 

translational information in the health, ecological, and industrial fields.  

Deciphering the impact of diel cycle on surface marine picoplanktonic communities is 

essential because they are key players in this ecosystem, where they carry out about half of 

photosynthesis and the bulk of life-sustaining nutrient cycling (Cole et al., 1988; Whitman et 

al., 1998). Diel cycle induces rhythmic activity of Cyanobacteria, which possess a well 

described circadian clock (Cohen & Golden, 2015). Previous studies revealed that the diel cycle 

impacted picoplanktonic communities at the transcript level (Ottesen et al. 2014). However, to 

what extent picoplanktonic communities are rhythmically regulated at the protein level was 

never studied. In this purpose, the metaproteomic approach was used in this work to measure 

the picoplanktonic proteome fluctuations between the day and night periods during two 

consecutive days. Metaproteomics stands out from all the molecular tools available to decipher 

the real functions expressed in complex microbial assemblages (Matallana-Surget et al., 2018). 

Despite a rapid development, this technology still faces numerous methodological challenges 

(Heyer et al., 2014). Therefore, this work also aimed at providing new tools and guidance for 

further metaproteomic studies.  

Circadian clocks were so far only characterized in Cyanobacteria, which represents only 

a small fraction of the diversity of prokaryotes on Earth (Whitman et al., 1998). However, 

evidence of rhythmic activity in other prokaryotes is growing. First, the kai genes, which encode 

for the core circadian mechanism in Cyanobacteria, are widespread among prokaryotes 

(Dvornyk et al., 2003). Second, numerous studies reported diel rhythmic activities in non-
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cyanobacterial species (Sartor et al., 2019). Therefore, this thesis intended to provide an up-to-

date taxonomic distribution of the potential clock-controlled Archaeal and Bacterial species. A 

clearer view on the presence of clock components in Prokaryotes will offer new opportunities 

for further studies in microbiology. To do so, a bioinformatical analysis was performed to 

identify the homologs of the Kai proteins, which encode for the core clock mechanism in 

Cyanobacteria, among the whole sequencing data available nowadays.  

Studying time-keeping mechanisms and diel rhythmic activity beyond Cyanobacteria 

is crucial to better understand the evolution and the role of circadian clocks in Prokaryotes. 

Among the prokaryotes that could potentially be controlled by a clock, the purple non-sulfur 

bacteria stand out for their ecological importance and their remarkable use in biotechnology 

(e.g., bioplastic and biofuel production) (De Meur et al., 2020). Among them, R. rubrum drawn 

the interest of the scientific community and was chosen to be part of the Melissa loop, a micro-

ecological system to support the metabolic needs of a crew during long-term space mission 

(Gòdia et al., 2002). Interestingly, R. rubrum possesses multiples copies of the kai homologs 

which makes it an excellent candidate for circadian rhythms investigations, but little is known 

about its diel rhythmic activity. Therefore, this work investigated for the first time the diel cycle 

response of this bacterium at the proteomic level and measured the regulation of its kai gene 

homologs at both transcriptional and translational levels. 

6. Thesis outline 

This thesis is composed of two main parts which consist in deciphering the impact of 

diel cycle on microbial communities and in exploring new time-keeping mechanisms in 

Prokaryotes. While Chapters 2, 3, and 4 focus on the impact of diel cycle on marine 

picoplanktonic communities using the metaproteomic approach and on the development of this 
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technique, Chapters 5 and 6 focus on the circadian clocks in Prokaryotes and on the case of 

potential new clock-controlled bacterium, respectively.  

Chapter 2 presents mPies, a novel metaproteomics tool designed during this thesis to 

strengthen the metaproteomic toolkit. mPies overcomes two of the main challenges encountered 

in metaproteomic: i) the creation of relevant protein search database and ii) the automatization 

of reliable taxonomic and functional consensus annotations. Chapter 3 shed light on the critical 

steps in the metaproteomic workflow and highlight the impact of the choice of protein search 

database in both gel-free and gel-based metaproteomics. Based on the optimization of the 

metaproteomic workflow, Chapter 4 deciphers the diel variation in the protein expression of 

marine picoplanktonic communities by comparing two consecutive day and night 

metaproteomes of both the free-living and the particle-attached bacterial fractions sampled from 

the northwest Mediterranean Sea surface. 

Chapter 5 provides a bioinformatical analysis of the Prokaryotes harboring homologs 

of the Kai proteins and elaborates on the new potential clock-controlled microorganisms of high 

ecological and industrial relevance. Based on the data obtained from the diel metaproteomic 

study and the inventory of Kai protein homologs in Prokaryotes, we decided to further 

investigate the diel cycle and the expression of circadian clock genes in the purple non-sulfur 

bacterium Rhodospirillum rubrum. Chapter 6 describes an overview on the diel cycle impact 

on the whole proteome expression and the transcriptional and translational regulation of kai 

genes in R. rubrum by using shotgun and targeted proteomics coupled with RT-qPCR. 
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Chapter 2: mPies  

mPies: a novel metaproteomics tool for the creation of relevant 

protein databases and automatized protein annotation 

Werner, J., Géron, A., Kerssemakers, J., & Matallana-Surget, S.  

Biology Direct, 14, (2019), 21 

 

Contributions 

JW, SMS, and AG designed mPies. JW developed and implemented mPies, JK 

contributed valuable discussions with regards to the software design of mPies and performed 

code review. JW, AG, and SMS wrote substantial parts of the manuscript, all authors performed 

proofreading and approved the final version of the manuscript. 

Abstract 

Metaproteomics allows to decipher the structure and functionality of microbial 

communities. Despite its rapid development, crucial steps such as the creation of standardized 

protein search databases and reliable protein annotation remain challenging. To overcome those 

critical steps, we developed a new program named mPies (metaProteomics in environmental 

sciences). mPies allows the creation of protein databases derived from assembled or 

unassembled metagenomes, and/or public repositories based on taxon IDs, gene or protein 

names. For the first time, mPies facilitates the automatization of reliable taxonomic and 

functional consensus annotations at the protein group level, minimizing the well-known protein 

inference issue, which is commonly encountered in metaproteomics. mPies’ workflow is highly 

customizable with regards to input data, workflow steps, and parameter adjustment. mPies is 

implemented in Python 3/Snakemake and freely available on GitHub: 

https://github.com/johanneswerner/mPies/. 

https://github.com/johanneswerner/mPies/
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1. Introduction 

Metaproteomics is a valuable method to link the taxonomic diversity and functions of 

microbial communities (Wilmes & Bond, 2004). However, the use of metaproteomics still faces 

methodological challenges and lacks standardisation (Matallana-Surget et al., 2018). The 

creation of relevant protein search databases and protein annotation remain hampered by the 

inherent complexity of microbial communities (Heyer et al., 2017). Protein search databases 

can be created based on reads or contigs derived from metagenomic and/or metatranscriptomic 

data (Tanca et al., 2016; Timmins-Schiffman et al., 2017). Public repositories such as Ensembl 

(Zerbino et al., 2018), NCBI (NCBI Resource Coordinators, 2018) or UniProtKB 

(The UniProt Consortium, 2016) can also be used as search databases but it is necessary to 

apply relevant filters (e.g., based on the habitat or the taxonomic composition) in order to 

decrease computation time and false discovery rate (Tanca et al., 2016). Until now, no tool 

exists that either creates taxonomic or functional subsets of public repositories or combines 

different protein databases in order to optimize the total number of identified proteins. 

The so-called protein inference issue occurs when the same peptide sequence is found 

in multiple proteins, thus leading to inaccurate taxonomic and functional interpretation (Herbst 

et al., 2016). To address this issue, protein identification software tools such as ProteinPilot 

(Pro Group algorithm) (AbSciex, 2019), Prophane (Schneider et al., 2011) or 

MetaProteomeAnalyzer (Muth et al., 2015) perform automatic grouping of homologous protein 

sequences. Interpreting protein groups can be challenging especially in complex microbial 

community where redundant proteins can be found in a broad taxonomic range. A well-known 

strategy to deal with homologous protein sequences is to calculate the lowest common ancestor 

(LCA). For instance, MEGAN performs taxonomic binning by assigning sequences on the 

nodes of the NCBI taxonomy and calculates the LCA on the best alignment hit (Huson et al., 
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2016). However, another crucial challenge related to protein annotation still remains: protein 

sequences annotation often relies on alignment programs automatically retrieving the first hit 

only (Pible & Armengaud, 2015). The reliability of this approach is hampered by the existence 

of taxonomic and functional discrepancies among the top alignment results with very low e-

values (Timmins-Schiffman et al., 2017). Here, we present mPies, a new highly customizable 

program that allows the creation of protein search databases and performs post-search protein 

consensus annotation, thus facilitating biological interpretation. 

2. Workflow design 

mPies provides multiple options for optimizing metaproteomic analysis within a 

standardized and automatized workflow (Figure 2.1). mPies is written in Python 3.6, uses the 

workflow management system Snakemake (Köster & Rahmann, 2012) and relies on Bioconda 

(Grüning et al., 2018) to ensure reproducibility (Appendix A). mPies can run in up to four 

different modes to create databases (DBs) for protein search using amplicon/metagenomic 

and/or public repositories data: (i) non-assembled metagenome-derived DB, (ii) assembled 

metagenome-derived DB, (iii) taxonomy-derived DB, and (iv) functional-derived DB. After 

protein identification, mPies can automatically compute sequence alignment-based consensus 

annotation at protein group level. By considering multiple alignment hits for reliable taxonomic 

and functional inference, mPies limits the protein inference issue and allows more relevant 

biological interpretation of metaproteomes from diverse environments. 

2.1. Mode (i): Non-assembled metagenome-derived DB 

In mode (i), mPies trims metagenomic raw reads (fastq files) with Trimmomatic (Bolger 

et al., 2014), and predicts partial genes with FragGeneScan (Rho et al., 2010) which are built 

into the protein DB. 
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2.2. Mode (ii): Assembled metagenome-derived DB 

In mode (ii), trimmed metagenomic reads are assembled either with MEGAHIT (Li et 

al., 2015) or metaSPAdes (Nurk et al., 2017). The genes are subsequently called with Prodigal 

(Hyatt et al., 2010). The utilization of Snakemake allows easy adjustment of the assembly and 

gene calling parameters. 

 

Figure 2.1: mPies workflow.  
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2.3. Mode (iii): Taxonomy-derived DB 

In mode (iii), mPies extracts the taxonomic information derived from the metagenomic 

raw data and downloads the corresponding proteomes from UniProt. To do so, mPies uses 

SingleM (Woodcroft, 2018) to predict OTUs from the metagenomic reads. Subsequently, a non-

redundant list of taxon IDs corresponding to the taxonomic diversity of the observed habitat is 

generated. Finally, mPies retrieves all available proteomes for each taxon ID from UniProt. It 

is noteworthy that the taxonomy-derived DB can be generated from 16S amplicon data or a 

user-defined list. 

2.4. Mode (iv): Functional-derived DB 

Mode (iv) is a variation of mode (iii) which allows to create DBs that target specific 

functional processes (e.g., carbon fixation or sulphur cycle) instead of downloading entire 

proteomes for taxonomic ranks. For that purpose, mPies requires a list of gene or protein names 

as input and downloads all the corresponding protein sequences from UniProt. Taxonomic 

restriction can be defined (e.g., Proteobacteria-related sequences only) for highly specific DB 

creation. 

2.5. Post-processing 

If more than one mode was selected for protein DB generation, all proteins are merged 

into one combined protein search DB. Duplicated protein sequences (default: sequence 

similarity 100%) are removed with CD-HIT (Fu et al., 2012). All protein headers are hashed 

(default: MD5) to obtain uniform headers and to reduce the file size for the final protein search 

database in order to keep the memory requirements of downstream analysis low. 
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2.6. Protein annotation 

mPies facilitates taxonomic and functional consensus annotation at protein level. After 

protein identification, each protein is aligned with Diamond (Buchfink et al., 2015) against 

NCBI-nr (NCBI Resource Coordinators, 2018) for the taxonomic annotation. For the functional 

prediction, proteins are aligned against UniProt (Swiss-Prot or TrEMBL) 

(The UniProt Consortium, 2016) and COG (Galperin et al., 2015). The alignment hits (default: 

retained aligned sequences = 20, bitscore ≥80) are automatically retrieved for consensus 

taxonomic and functional annotation, for which the detailed strategies are provided below. 

The taxonomic consensus annotation uses the alignment hits against NCBI-nr and 

applies the LCA algorithm to retrieve a taxonomic annotation for each protein group (protein 

grouping comprises the assignment of multiple peptides to the same protein and is facilitated 

by proteomics software) as described by Huson et al. (Huson et al., 2016). For the functional 

consensus, the alignment hits against UniProt and/or COG are used to extract the most frequent 

functional annotation per protein group within their systematic recommended names. This is 

the first time that a metaproteomics tool includes this critical step, as previously only the first 

alignment hit was kept. In order to ensure the most accurate annotation, a minimum of 20 best 

alignment hits should be kept for consensus annotation. Nevertheless, this parameter is 

customizable and and this number could be modified. 

3. Conclusion 

The field of metaproteomics has rapidly expanded in recent years and has led to valuable 

insights in the understanding of microbial community structure and functioning. In order to 

cope with metaproteomic limitations, new tools development and workflow standardization are 

of urgent needs. With regards to the diversity of the technical approaches found in the literature 
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which are responsible for methodological inconsistencies and interpretation biases across 

metaproteomic studies, we developed the open-source program mPies. It proposes a 

standardized and reproducible workflow that allows customized protein search DB creation and 

reliable taxonomic and functional protein annotations. mPies facilitates biological 

interpretation of metaproteomics data and allows unravelling microbial community complexity. 
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Chapter 3: Optimization in metaproteomics 

Deciphering the Functioning of Microbial Communities: Shedding 

Light on the Critical Steps in Metaproteomics 

Géron, A., Werner, J., Wattiez, R., Lebaron, P., & Matallana-Surget, S. 

Frontiers in microbiology, 10, (2019), 2395 

Abstract 

Unravelling the complex structure and functioning of microbial communities is essential 

to accurately predict the impact of perturbations and/or environmental changes. From all 

molecular tools available today to resolve the dynamics of microbial communities, 

metaproteomics stands out, allowing the establishment of phenotype–genotype linkages. 

Despite its rapid development, this technology has faced many technical challenges that still 

hamper its potential power. How to maximize the number of protein identification, improve 

quality of protein annotation, and provide reliable ecological interpretation are questions of 

immediate urgency. In our study, we used a robust metaproteomic workflow combining two 

protein fractionation approaches (gel-based versus gel-free) and four protein search databases 

derived from the same metagenome to analyze the same seawater sample. The resulting eight 

metaproteomes provided different outcomes in terms of (i) total protein numbers, (ii) taxonomic 

structures, and (iii) protein functions. The characterization and/or representativeness of 

numerous proteins from ecologically relevant taxa such as Pelagibacterales, Rhodobacterales, 

and Synechococcales, as well as crucial environmental processes, such as nutrient uptake, 

nitrogen assimilation, light harvesting, and oxidative stress response, were found to be 

particularly affected by the methodology. Our results provide clear evidence that the use of 

different protein search databases significantly alters the biological conclusions in both gel-free 

and gel-based approaches. Our findings emphasize the importance of diversifying the 

experimental workflow for a comprehensive metaproteomic study. 
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1. Introduction 

Metaproteomics aims at characterizing the total proteins obtained from microbial 

communities (Wilmes & Bond, 2004) and, in association with metagenomics, unraveling the 

functional complexity of a given ecosystem (Franzosa et al., 2015). Since the first 

environmental metaproteomic study performed in the Chesapeake Bay (Kan et al., 2005), 

numerous investigations were carried out in a variety of environments using descriptive, 

comparative, and/or quantitative approaches (Matallana-Surget et al., 2018). Comparative 

metaproteomics was often used to describe spatial and seasonal changes in aquatic ecosystems 

using (i) in situ (Morris et al., 2010; Teeling et al., 2012; Williams et al., 2012; Georges et al., 

2014), (ii) mesocosms (Lacerda & Reardon, 2009; Bryson et al., 2016), or (iii) microcosms 

(Russo et al., 2016) approaches. 

Metaproteomics on marine ecosystems is a rapidly expanding field that involves a series 

of challenging steps and critical decisions in its workflow (Wilmes et al., 2015; Heyer et al., 

2017; Matallana-Surget et al., 2018; Saito et al., 2019). The marine metaproteomic workflow 

consists mainly of four steps: (i) sampling and protein extraction, (ii) protein separation, (iii) 

mass spectrometry, and (iv) protein identification/annotation (Wöhlbrand et al., 2013). Until 

now, standardized experimental protocols are still missing, leading to methodological 

inconsistencies and data interpretation biases across metaproteomic studies (Leary et al., 2013; 

Tanca et al., 2013; Timmins-Schiffman et al., 2017). 

Protein identification strongly relies on both the quality of experimental mass spectra 

(MS) and the comprehensiveness of the protein search database (DB) (Wöhlbrand et al., 2013). 

Both gel-based (Wang et al., 2014) and shotgun gel-free (Morris et al., 2010; Saito et al., 2015) 

approaches have been used in metaproteomic analyses and both were found to be 

complementary (Matallana-Surget et al., 2018). Two main data sources are commonly used to 
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construct protein search DB: public protein repositories, and/or metagenomic data (Heyer et al., 

2017). Identifying proteins by searching against public protein repositories such as 

UniProtKB/SwissProt, UniProtKB/TrEMBL, UniRef, NCBI, or Ensembl is challenging 

because of the large size of these DBs, which increase search space and overestimate false 

discovery rate (FDR), thus decreasing the total number of identified proteins (Nesvizhskii, 

2010; Jagtap et al., 2013; Tanca et al., 2013; Timmins-Schiffman et al., 2017). To address the 

issue of large size DB, different strategies were developed such as pseudo-metagenome 

approach (Heyer et al., 2017), partial searches against smaller sub-DB (Muth et al., 2015a; 

Tanca et al., 2016), or the two-round DB searching method (Jagtap et al., 2013). The two-round 

DB searching method consists in searching experimental MS against a refined database 

composed of the protein sequences identified in a preliminary error tolerant search, allowing 

significant increase in the total number of identified proteins. This strategy was extensively 

used in recent metaproteomics studies (Russo et al., 2016; Serrano-Villar et al., 2016; Deusch 

et al., 2017; Gallois et al., 2018). Regarding metagenomic data, both assembled (Teeling et al., 

2012) and non-assembled (Herbst et al., 2016; Tanca et al., 2016) sequencing reads were used 

in metaproteomics for protein search DB creation. Skipping read assembly was shown to 

prevent information loss and potential noise introduction and led to higher protein identification 

yield (May et al., 2016). 

Metaproteomic data analysis also involves taxonomic and functional annotation. Due to 

the protein inference issue (i.e., a same peptide can be found in homologous proteins), 

inaccurate protein annotations are commonly encountered in metaproteomics (Herbst et al., 

2016). To overcome this issue, protein identification tools such as Pro Group algorithm 

(Absciex, 2014), Prophane (Schneider et al., 2011), or MetaProteomeAnalyzer (Muth et al., 

2015b) automatically group homologous protein sequences. In our study, we used the mPies 

tool (Werner et al., 2019), which uses sequence-based alignment to compute taxonomic 
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consensus annotation on protein groups using last common ancestor (LCA) (Huson et al., 2016; 

Heyer et al., 2017). mPies also provides a novel consensus functional annotation using UniProt, 

that gives more accurate insights into the diversity of protein functions compared to former 

strategies mapping proteins on broader functional categories, such as KEGG (Kanehisa et al., 

2018) or COGs (Galperin et al., 2015). 

To what extend the methodology affects the metaproteome interpretation has already 

been studied in artificial microbial communities (Tanca et al., 2013) and gut microbiomes 

(Tanca et al., 2016; Rechenberger et al., 2019) but its impact on marine samples still remains 

poorly documented (Timmins-Schiffman et al., 2017). In this study, we used a robust 

experimental design comparing the combined effect of protein search DB choice and protein 

fractionation approach on the same sea surface sample. For this purpose, two sets of peptide 

spectra resulting from gel-based and gel-free approaches were searched against four DBs 

derived from the same raw metagenomic data. The resulting eight metaproteomes were 

quantitatively and qualitatively compared, demonstrating to which extent diversifying 

metaproteomic workflow allows the most comprehensive understanding of microbial 

communities’ dynamics. 

2. Materials and methods 

2.1. Sampling 

Seawater samples (n = 4) were collected in summer (June 2014) at the SOLA station, 

located 500 m offshore of Banyuls-sur-Mer, in the Northwestern Mediterranean Sea (42° 49′N, 

3° 15′W). Each sample consisted of 60 L of sea surface water, pre-filtered at 5 μm and 

subsequently sequentially filtered through 0.8 and 0.2 μm pore-sized filters (polyethersulfone 
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membrane filters, PES, 142 mm, Millipore). Four independent sets of filters were obtained and 

flash frozen into liquid nitrogen before storage at −80°C. 

2.2. Protein isolation for gel-based and gel-free approaches 

A combination of different mechanical (sonication/freeze–thaw) and chemical 

(urea/thiourea containing buffers, acetone precipitation) extraction techniques were used on the 

filtered seawater samples to maximize the recovery of protein extracts from the filters. The 0.2 

μm filters were removed from their storage buffer and cut into quarters using aseptic 

procedures. Protein isolation was performed on four 0.2 μm filters. The same protein isolation 

protocol was used for both gel-based and gel-free approaches. The filters were suspended in a 

lysis buffer containing 8 M urea/2 M thiourea, 10 mM HEPES, and 10 mM dithioerythritol 

(DTE). Filters were subjected to five freeze–thaw cycles in liquid N2 to release cells from the 

membrane. Cells were mechanically broken by sonication on ice (five cycles of 1 min with 

tubes on ice, amplitude 40%, 0.5 pulse rate) and subsequently centrifuged at 16,000 × g at 4°C 

for 15 min. To remove particles that did not pellet during the centrifugation step, we filtered 

the protein suspension through a 0.22 μm syringe filter and transferred into a 3 kDa cutoff 

Amicon Ultra-15 filter unit (Millipore) for protein concentration. Proteins were precipitated 

with cold acetone overnight at −80°C, with an acetone/aqueous protein solution ratio of 4:1. 

Total protein concentration was determined by a Bradford assay, according to the Bio-Rad 

Protein Assay kit (Bio-Rad, Hertfordshire, United Kingdom) according to the manufacturer’s 

instructions, with bovine γ-globulin as a protein standard. Protein samples were reduced with 

25 mM DTE at 56°C for 30 min and alkylated with 50 mM iodoacetamide at room temperature 

for 30 min. For gel-free liquid chromatography tandem mass spectrometry analysis, a tryptic 

digestion (sequencing grade modified trypsin, Promega) was performed overnight at 37°C, with 

an enzyme/substrate ratio of 1:25. 
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2.3. Gel-based proteomics approach 

Protein isolates diluted in Laemmli buffer (2% SDS, 10% glycerol, 5% β-

mercaptoethanol, 0.002% bromophenol blue, and 0.125 M Tris–HCl, pH 6.8) and sonicated in 

a water bath six times for 1 min at room temperature. After 1 min incubation at 90°C, the protein 

solutions were centrifuged at 13,000 rpm at room temperature for 15 min. The SDS-PAGE of 

the protein mixtures was conducted using 4–20% precast polyacrylamide mini-gels (Pierce). 

The protein bands were visualized with staining using the Imperial Protein Stain (Thermo) 

according to the manufacturer’s instructions. The corresponding gel lane containing proteins 

was cut in 17 pieces of 1 mm each. In-gel proteins were reduced with 25 mM DTE at 56°C for 

30 min and alkylated with 50 mM iodoacetamide at room temperature for 30 min. In-gel 

enzymatic digestion was performed by the addition of 10 μl modified sequencing grade trypsin 

(0.02 mg/ml) in 25 mM NH4HCO3. The samples were placed for 15 min at 4°C and incubated 

overnight at 37°C. The reaction was stopped with 1 μl 5% (v/v) formic acid. Tryptic peptides 

were collected by centrifugation analyzed by liquid chromatography tandem mass 

spectrometry. 

2.4. Liquid chromatography tandem mass spectrometry analysis 

Purified peptides from digested protein samples from gel-free and gel-based proteomics 

were identified using a label-free strategy on an UHPLC-HRMS platform composed of an 

Eksigent 2D liquid chromatograph and an AB SCIEX Triple TOF 5600. Peptides were 

separated on a 25 cm C18 column (Acclaim pepmap 100, 3 μm, Dionex) by a linear acetonitrile 

(ACN) gradient [5–35% (v/v), in 15 or 120 min] in water containing 0.1% (v/v) formic acid at 

a flow rate of 300 nL min–1. MS were acquired across 400–1,500 m/z in high-resolution mode 

(resolution >35,000) with 500 ms accumulation time. Six microliters of each fraction were 

loaded onto a pre-column (C18 Trap, 300 μm i.d. × 5 mm, Dionex) using the Ultimate 3000 
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system delivering a flow rate of 20 μl/min loading solvent [5% (v/v) ACN, 0.025% (v/v) TFA]. 

After a 10 min desalting step, the pre-column was switched online with the analytical column 

(75 μm i.d. × 15 cm PepMap C18, Dionex) equilibrated in 96% solvent A [0.1% (v/v) formic 

acid in HPLC-grade water] and 4% solvent B [80% (v/v) ACN, 0.1% (v/v) formic acid in 

HPLC-grade water]. Peptides were eluted from the pre-column to the analytical column and 

then to the mass spectrometer with a gradient from 4 to 57% solvent B for 50 min and 57 to 

90% solvent B for 10 min at a flow rate of 0.2 μL min–1 delivered by the Ultimate pump. 

Positive ions were generated by electrospray and the instrument was operated in a data-

dependent acquisition mode described as follows: MS scan range: 300–1,500 m/z, maximum 

accumulation time: 200 ms, ICC target: 200,000. The top four most intense ions in the MS scan 

were selected for MS/MS in dynamic exclusion mode: ultrascan, absolute threshold: 75,000, 

relative threshold: 1%, excluded after spectrum count: 1, exclusion duration: 0.3 min, averaged 

spectra: 5, and ICC target: 200,000. Gel-based and gel-free metaproteomic data were submitted 

to iProx (Ma et al., 2018) (Project ID: IPX0001684000/PXD014582). 

2.5. Databases creation and protein identification 

Protein searches were performed with ProteinPilot (ProteinPilot Software 5.0.1; 

Revision: 4895; Paragon Algorithm: 5.0.1.0.4874; AB SCIEX, Framingham, MA, United 

States) (Matrix Science, London, United Kingdom; v. 2.2). Paragon searches 34 were 

conducted using LC MS/MS Triple TOF 5600 System instrument settings. Other parameters 

used for the search were as follows: Sample Type: Identification, Cys alkylation: 

Iodoacetamide, Digestion: Trypsin, ID Focus: Biological Modifications and Amino acid 

substitutions, Search effort: Thorough ID, Detected Protein Threshold [Unused ProtScore 

(Conf)]>: 0.05 (10.0%). 
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Three DBs were created using the same metagenome (EMBL-EBI Project number: 

ERP009703, Ocean Sampling Day 2014, sample: OSD14_2014_06_2m_NPL022, run ID: 

ERR771073) (MiSeq Illumina Technology) and were generated with mPies v 0.9, our recently 

in house developed mPies program freely available at 

https://github.com/johanneswerner/mPies/ (Werner et al., 2019). The three DBs were: (i) a non-

assembled metagenome-derived DB (NAM-DB), (ii) an assembled metagenome-derived DB 

(AM-DB), and (iii) a taxonomy-derived DB (TAX-DB) (Table 3.1). Briefly, mPies first 

trimmed sequencing raw reads with Trimmomatic (Bolger et al., 2014). For NAM-DB, mPies 

directly predicted genes from trimmed sequencing reads with FragGeneScan (Rho et al., 2010). 

For AM-DB, mPies first assembled trimmed sequencing reads into contigs using metaSPAdes 

(Nurk et al., 2017) and subsequently called genes with Prodigal (Hyatt et al., 2010). For TAX-

DB, mPies created a pseudo-metagenome using SingleM (Woodcroft, 2018) to predict 

operational taxonomic units from the trimmed sequencing reads and retrieved all the taxon IDs 

at genus level. All available proteomes for each taxon ID were subsequently downloaded from 

UniProtKB/TrEMBL. Duplicated protein sequences were removed with CD-HIT (Fu et al., 

2012) from each DB. 

Gel-based and gel-free MS/MS spectra were individually searched twice against the 

DBs. In the first-round search, full size NAM-DB, AM-DB, and TAX-DB were used (Table 

3.1). In the second-round search, each DB was restricted to the protein sequences identified in 

the first-round search. For both gel-free and gel-based approaches, the second round NAM-DB, 

AM-DB, and TAX-DB were merged, and redundant protein sequences were removed, leading 

to two combined DBs (Comb-DBs), subsequently searched against gel-based and gel-free 

MS/MS spectra. Consequently, a total of eight metaproteomes obtained from four DBs: NAM-

DB, AM-DB, TAX-DB, and Comb-DB were analyzed in this paper. An FDR threshold of 1%, 

calculated at the protein level, was used for each protein searches. Proteins identified with one 
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single peptide were validated by manual inspection of the MS/MS spectra, ensuring that a series 

of at least five consecutive sequence-specific b-and y-type ions was observed. 

Table 3.1: Two-round search performances depending on the metaproteomic workflow. 

 

2.6. Protein annotation 

Identified proteins were annotated using mPies. For taxonomic and functional 

annotation, mPies used Diamond (Buchfink et al., 2015) to align each identified protein 

sequences against the non-redundant NCBI DB and the UniProt DB (Swiss-Prot), respectively, 

and retrieved up to 20 best hits based on alignment score (>80). For taxonomic annotation, 

mPies returned the LCA among the best hits via MEGAN (bit score >80) (Huson et al., 2016). 

For functional annotation, mPies returned the most frequent protein name, with a consensus 

tolerance threshold >80% of similarity among the 20 best blast hits. Proteins annotated with a 

score below this threshold were manually validated. Manual validation was straightforward as 

the main reasons leading to low annotation score were often explained by the characterization 

of protein isoforms or different sub-units of the same protein (Appendix B). 
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3. Results and Discussion 

3.1. Database choice affects the total number of protein identification 

The two-rounds search strategy commonly used in recent metaproteomics studies 

(Russo et al., 2016; Serrano-Villar et al., 2016; Deusch et al., 2017; Gallois et al., 2018) 

significantly reduced the size of protein search DBs, which in turn increased the total number 

of identified proteins with both AM-DB and NAM-DB (Table 3.1). Overall, the total number 

of identified proteins was found to be consistent with other metaproteomics studies conducted 

in marine oligotrophic waters (Morris et al., 2002; Sowell et al., 2009; Williams et al., 2012, 

2013; Dong et al., 2014). NAM-DB led to greater protein identifications (gel-based: 714, gel-

free: 1,131) than AM-DB (gel-based: 277 and gel-free: 549) and TAX-DB (gel-based: 434 and 

gel-free: 464) for both proteomics approaches. Comb-DB gave comparable results than NAM-

DB in both approaches (gel-based: 700 and gel-free: 1,048). In AM-DB approach, the assembly 

process involved the removal of reads that cannot be assembled into longer contigs, leading to 

loss of gene fragments and consequently fewer identified proteins (Cantarel et al., 2011). As 

high proportions of prokaryotic genomes are protein-coding, gene fragments can directly be 

predicted from non-assembled sequencing reads (Koonin, 2009). TAX-DB suffered from a 

reduction of protein detection sensitivity due to its large size in the first-round search, which 

negatively influenced FDR statistics and protein identification yield (Jagtap et al., 2013). 

3.2. Protein search DB affects the taxonomic structure 

The proportion of proteins, for which a LCA was found, decreased with lowering 

taxonomic hierarchy (Domain > Phylum > Class > Order > Family > Genus), independently of 

the methodology (Figure 3.1). The proportion of annotated proteins at the domain, phylum and 

class levels remained constant with an average of 97.3 ± 1.0, 92.0 ± 1.1, and 80.3 ± 0.8%, 
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respectively (Figure 3.1 and Appendix C). At order level and below, TAX-DB performed the 

best at assigning an LCA, in both gel-free and gel-based approaches. These results can be 

explained by the fact that proteins were annotated using sequence-based alignment method 

(Werner et al., 2019). TAX-DB comprised complete protein sequences from UniProtKB, which 

allowed accurate annotations. This result confirmed that LCA approach performed at the 

protein level is affected by DB, as it was previously demonstrated at the peptide level (May et 

al., 2016). 

 

 

 

Figure 3.1: Taxonomic and functional distribution depending on database. Comparison of the 

proportion of proteins for which a consensus annotation was found. Bars represent the percentage of 

annotated proteins versus the total identified proteins depending on methodology.  
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At phylum level, most of the proteins identified were assigned to Proteobacteria and 

the least abundant were mainly assigned to Bacteroidetes and Cyanobacteria (Table 3.2). 

Although Proteobacteria showed similar proportion in all metaproteomes (90.9 ± 0.97%), the 

representativeness of Bacteroidetes and Cyanobacteria was found to be more variable across 

the different DBs. The similar distribution can be explained by the fact that the three DBs used 

in this study were derived from the same metagenome. Indeed, by using distinct data sources 

(metagenomes and different public repositories), contrasting distributions can be anticipated, 

as it was recently demonstrated (Timmins-Schiffman et al., 2017). In our study, 

Alphaproteobacteria were found to be the most represented class (72.9 ± 1.9%) followed by 

Gammaproteobacteria (18.2 ± 2.0%), Flavobacteriia (4.1 ± 0.5%), and unclassified 

Cyanobacteria (3.0 ± 0.7%) (Table 3.2). The dominance of Alpha- and Gammaproteobacteria 

was often reported in other marine metaproteomic studies (Morris et al., 2010; Williams et al., 

2012; Georges et al., 2014) due to their high distribution in most marine sampling sites. Other 

studies focusing on sea surface sample also supported the presence of Cyanobacteria (Sowell 

et al., 2009) and Flavobacteriia (Williams et al., 2013). 

Table 3.2: Taxonomic distribution of proteins assigned at phylum and class levels depending on 

metaproteomic workflow. Values represent the proportion of annotated proteins with identical 

taxonomic annotation versus the total identified proteins depending on methodology. The number of 

peptides detected for each protein was used as quantitative value. Taxa displaying a proportion <1% 

were gathered into “Other” category.   

 

 



 Chapter 3 – Optimization in metaproteomics 

 

56 

 

At the order level and below, the choice of DB was found to affect both qualitatively 

and quantitatively the taxonomic distribution, independently of the protein fractionation 

approach (Figure 3.2 and Appendices D and E). Although Pelagibacterales and 

Rhodobacterales were found to be the most dominant taxa independently of the methodology, 

Pelagibacterales were found to represent >50% of the total annotated proteins in both NAM-

DB and AM-DB (Figure 3.2a). Pelagibacterales are comprised of the most dominant marine 

microorganisms in the oceans (Morris et al., 2002) and the dominance of this order in all 

metaproteomes was in line with prior sea surface metaproteomic studies (Sowell et al., 2009, 

2011; Morris et al., 2010; Williams et al., 2012; Georges et al., 2014). The observation of high 

protein expression profiles assigned to Rhodobacterales was also previously reported (Dong et 

al., 2014). Flavobacteriales were overall more represented in the gel-free approach as well as 

Cellvibrionales but only with NAM-DB and AM-DB. Synechococcales were more frequently 

identified in the metaproteomes obtained from the gel-based approach. TAX-DB led to the 

characterization of many proteins from the following taxa: Pseudomonadales, Rhizobiales, and 

Sphingomonadales. These taxa were either absent or rarely represented in NAM-DB or AM-

DB. As stated above, TAX-DB provided the highest number of annotated proteins, explaining 

the more diverse distribution obtained using this DB. Interestingly, the taxonomic distributions 

obtained with Comb-DB were found to be a good compromise between TAX-DB, NAM-DB, 

and AM-DB (Figure 3.2a). As shown in the Venn diagrams provided in Figure 3.2b, only one 

quarter out of the 34 and 41 unique orders observed in gel-based and gel-free approaches, 

respectively, was common to all DBs. Around 40 and 30% of unique orders were exclusively 

characterized in TAX-DB and Comb-DB in gel-based and gel-free approaches, respectively, 

demonstrating the performance of those DBs at extracting the broadest diversity. 
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Figure 3.2: Relative taxonomic composition at order level depending on the methodology. (a) Values represent the proportion of proteins with identical 

taxonomy on total identified protein using TAX-DB, NAM-DB, AM-DB, or Comb-DB in both gel-free and gel-based approaches. The number of peptides 

detected for each protein was used as quantitative value. Taxa displaying a proportion <1% were gathered into “Other” category. (b) Venn diagrams showing 

the number of common and unique taxa identified at order level.
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3.3. Proteomics workflow and protein search DB affect functional identification 

The total number of proteins, for which a functional consensus annotation was found, 

decreased with the following order: TAX-DB (gel-based: 66%, gel-free: 77%) > AM-DB (gel-

based: 61%, gel-free: 54%) > NAM-DB (gel-based: 50%, gel-free: 54%) (Figure 3.1). Using 

Comb-DBs, 59 and 67% of functional annotation were observed in gel-based and gel-free 

approach, respectively.  TAX-DB probably performed better than metagenome-derived DBs at 

assigning functional annotation because it comprised complete protein sequences from 

UniProtKB, which facilitated consensus functional annotations using the alignment-based 

annotation method of mPies (Werner et al., 2019).  Similarly, the AM-DB contained more 

complete sequences than NAM-DB because of assembly. Alignment-based functional 

annotation might be sub-optimal when protein sequences are incomplete. In that case, domain 

prediction using InterProScan (Jones et al., 2014) would be a complementary approach that 

would confirm an alignment-based functional consensus and perhaps increase the annotation 

rate in metagenome-derived databases. 

In all metaproteomes, the 60 kDa chaperonin was found to be the most abundant protein 

(Figure 3.3a). The prevalence of chaperonin proteins was previously observed in other marine 

metaproteomic studies (Sowell et al., 2009, 2011; Williams et al., 2012). The 60 kDa 

chaperonin is an essential protein involved in large range of protein folding and could 

potentially act as signaling molecule (Maguire et al., 2002). Moreover, this protein is found in 

nearly all bacteria. Some taxa, such as Alphaproteobacteria or Cyanobacteria, often contain 

several 60 kDa chaperonin homologs (Lund, 2009). On top of its ubiquity and its vital role, the 

abundance of the 60 kDa chaperonin could be interpreted as a response to environmental 

stresses exposure (Sowell et al., 2009, 2011; Williams et al., 2012). 
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Figure 3.3: Relative functional composition depending on the methodology. Values represent the proportion of proteins with identical functional name on total 

identified protein using TAX-DB, NAM-DB, AM-DB, or Comb-DB in both gel-free and gel-based approaches. The number of peptides detected for each protein 

was used as quantitative value. Protein isoforms and/or sub-units were grouped under the same function. Functions displaying a proportion <1% were gathered 

into “Other” category. (b) Venn diagrams showing the number of common and unique protein functions.
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Protein fractionation (gel-based versus gel-free) was found to affect both qualitatively 

and quantitatively the functional distribution as shown in Figure 3.3. The gel-free approach 

provided the greatest diversity of protein functions in comparison to the gel-based approach 

(Figure 3.3a). Only 16 and 20% of the protein functions were found to be common in all DBs 

from the gel-based and gel-free approaches, respectively (Figure 3.3b). In the gel-based 

approach, three main functions namely the elongation factor protein, the amino-acid ABC 

transporter-binding protein, and the ATP synthase were observed in all DBs (Figure 3.3a). 

In contrast, in the gel-free approach, a higher number of abundant proteins was observed, 

including: 50S ribosomal proteins, elongation factor protein, ATP synthase, DNA-binding 

protein, amino-acid ABC transporter-binding protein, 10 kDa chaperonin, and the chaperone 

protein DnaK (Figure 3.3a). In both proteomics approaches, each individual DB allowed the 

characterization of a significant number of unique protein functions (Figure 3.3b). Comb-DB 

proved to be effective at merging the results obtained from each individual DB, leading to the 

highest number of identified functions. 

3.4. Metaproteomic workflow alters biological interpretation 

All proteins annotated at both taxonomic (order rank) and functional levels were 

clustered and visualized into heatmaps for each DB (Figure 3.4). Interestingly, in five out of 

six heatmaps derived from NAM-DB, AM-DB, and TAX-DB, Pelagibacterales was found to 

be a taxonomic cluster that stood out from all other taxa comprising of Rhodobacterales, 

Rhizobiales, Pseudomonadales, Oceanospirillales, Cellvibrionales, Flavobacteriales, or 

Synechococcales. An exception was observed for TAX-DB in the gel-based approach where 

Rhodobacterales formed a distinct cluster instead of Pelagibacterales. Both Pelagibacterales 

and Rhodobacterales clustered apart together from all other taxa when using the Comb-DB. 

Regarding the functional clustering, the 60 kDa chaperonin was found to stand out all other  
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Figure 3.4: Taxonomic and functional linkages depending on the methodology. Proteins annotated at 

both order (top-cluster) and functional (right-cluster) levels were ranked according to the number of 

identified peptides. Protein isoforms and/or sub-unit were grouped under the same function. Clusters 

were determined using complete linkage hierarchical clustering and Euclidean distance metric.



 Chapter 3 – Optimization in metaproteomics 

 

62 

 

functions apart from NAM-DB in the gel-based approach. Despite the similar trend observed 

for the most abundant taxa and most represented protein functions for all metaproteomes, 

Figure 3.4 clearly shows that the methodology was found to significantly alter the 

structure/function network. 

Interestingly, the detection in all metaproteomes of numerous transporters, mainly for 

amino-acid/peptide and carbohydrate substrates, across different taxa demonstrated the strategy 

evolved by bacteria to survive under nutrient-limited environments (Figure 3.5) (Button and 

Robertson, 2000; Zimmer et al., 2000; Hoch et al., 2006; Williams & Cavicchioli, 2014). In 

contrast, key proteins involved in iron, nitrogen, phosphorous, or vitamin metabolisms were 

characterized in only few metaproteomes. These results emphasized the risk of 

misinterpretation on the bacterial response to oligotrophic conditions. The detection of proteins 

involved in light-harvesting, photosynthesis, and oxidative stress response was found to be 

particularly dependent of the workflow (Figure 3.5). A total of 16 of the 26 proteins were 

characterized in only one metaproteome, showing that a robust experimental design using 

multiple methodologies will improve the understanding of the microbial light response. Indeed, 

combining the information found in all metaproteomes helped at depicting the variety of 

pigments belonging to photoautotrophs or photoheterotrophs (Giovannoni et al., 2005).  

The characterization of the carbon dioxide-concentrating mechanism protein Ccmk 

together with the ribulose bisphosphate carboxylase (RuBisCO) informed on phototrophs, such 

as Synechococcales, overcome inorganic carbon limitation (Woodger et al., 2003; Sowell et al., 

2009). Overall, several oxidative stress-related proteins and numerous chaperonin proteins were 

identified in all metaproteomes, suggesting the adaptability of the microbial community to cope 

with oxidative stress. As a reminder, surface water samples were collected in summer at the 

surface of the Mediterranean Sea, where high solar irradiance was encountered. Chaperones are 

essential for coping with UV-induced protein damage and maintaining proper protein function 



 Chapter 3 – Optimization in metaproteomics 

 

63 

 

(Matallana-Surget et al., 2013). Consequently, those metaproteomics results suggest that 

strategies used by microorganisms to cope with high solar radiation could be similar to the ones 

extensively described in axenic cultures using microcosms experiments (Matallana-Surget & 

Wattiez, 2013). 

 

Figure 3.5: Impact of metaproteomic workflow on the taxonomic and functional diversity. This figure 

focuses on the proteins involved in nutrient transport, nitrogen assimilation, light harvesting, and 

oxidative stress response for each methodology. Horizontal and vertical bar charts correspond to the 

total number of peptides detected for a given function (y-axis) or order (x-axis) in all metaproteomes. 

Protein isoforms and/or sub-unit were grouped under the same function. The lack of symbol in colored 

boxes means that the protein was observed in both gel-free and gel-based approaches. 
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4. Conclusion 

Metaproteomics enables to progress beyond a mere descriptive analysis of microbial 

community diversity and structure, providing specific details on which bacteria, and which 

pathways of those key players, are impacted by possible perturbations. Nevertheless, using this 

powerful tool without fully apprehending the limitations could lead to significant 

misinterpretations, especially in the case of comparative metaproteomic studies. This study 

clearly evidenced the implications of critical decisions in metaproteomic workflow. Our 

findings lead to the general recommendation of diversifying, when possible, the protein search 

database as well as protein fractionation, especially if only one condition/ecosystem was 

studied. A robust diversified workflow allows crossing information from multiple 

metaproteomes in order to accurately describe the functioning of microbial communities. In a 

comparative metaproteomic study however, the best compromise relies on the creation of a 

Comb-DB. Our findings will undoubtedly serve future studies aiming at reliably capturing how 

microorganisms operate in their environment. 
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Chapter 4: Diel cycle in marine picoplankton 

Diel Protein Regulation of Marine Picoplanktonic Communities 

Assessed by Metaproteomics  

Géron, A., Werner, J., Lebaron, P., Wattiez, R., & Matallana-Surget, S. 

Microorganisms, 9(12), (2021), 2621. 

Abstract 

The diel cycle is of enormous biological importance in that it imposes temporal structure 

on ecosystem productivity. In the world’s oceans, microorganisms form complex communities 

that carry out about half of photosynthesis and the bulk of life-sustaining nutrient cycling. How 

the functioning of microbial communities is impacted by day and night periods in surface 

seawater remains to be elucidated. In this study, we compared the day and night metaproteomes 

of the free-living and the particle-attached bacterial fractions from picoplanktonic communities 

sampled from the northwest Mediterranean Sea surface. Our results showed similar taxonomic 

distribution of free-living and particle-attached bacterial populations, with 

Alphaproteobacteria, Gammaproteobacteria and Cyanobacteria being the most active 

members. Comparison of the day and night metaproteomes revealed that free-living and 

particle-attached bacteria were more active during the day and the night, respectively. 

Interestingly, protein diel variations were observed in the photoautotroph Synechococcales and 

in (photo)-heterotrophic bacteria such as Flavobacteriales, Pelagibacterales and 

Rhodobacterales. Moreover, our data demonstrated that diel cycle impacts light-dependent 

processes such as photosynthesis and UV-stress response in Synechococcales and 

Rhodobacterales, respectively, while the protein regulation from the ubiquitous 

Pelagibacterales remained stable over time. This study unravels, for the first time, the diel 

variation in the protein expression of major free-living and particle-attached microbial players 

at the sea surface, totaling an analysis of eight metaproteomes. 
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1. Introduction 

Microorganisms in marine ecosystems are extremely diverse, dominate biomass and 

play key roles in biogeochemical processes (Hedges & Oades, 1997; Kujawinski, 2011). 

Picoplankton (i.e., the microorganisms of a size ranging between 0.2–2 µm) carry out up to half 

of the world ocean’s primary production and the bulk of life-sustaining nutrient cycling (Cole 

et al., 1988). Marine picoplanktonic communities are composed of both free-living and particle-

attached microorganisms. A comparison of these bacterial fractions in coastal environments 

showed differences in cell abundance (Turley & Stutt, 2000), morphology and metabolic 

activity (Simon et al., 2002). In terms of phylogenetic diversity, studies suggested that free-

living and particle-attached communities were fundamentally different (Acinas et al., 1999; 

Crump et al., 1999; DeLong et al., 1993), while others reported high similarities between both 

fractions (Ghiglione et al., 2007; Hollibaugh et al., 2000; Moeseneder et al., 2001). 

The diel oscillation of solar radiation reaching the Earth’s surface temporally structures 

biological events, activities, and physiological processes across all kingdoms of life (Ditty et 

al., 2009). Day/night changes were found to modulate the functioning of sea surface 

picoplanktonic communities on the following processes: metabolites consumption (Galí et al., 

2013; Kuipers et al., 2000), viral infection (Winter et al., 2004), DNA/protein synthesis and 

dissolved organic carbon distribution (Gasol et al., 1998). In the northwest (NW) Mediterranean 

Sea, under oligotrophic conditions, free-living bacteria were found to be more abundant than 

particle-attached bacteria (Ghiglione et al., 2007). Moreover, bacterial activity estimated from 

3H-leucine incorporation rates showed that free-living bacteria contributed the most to bacterial 

activity during the day and night, while higher cell-specific activity was found in particle-

attached bacteria (Ghiglione et al., 2007). 
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The development of omics approaches has improved the understanding of marine 

microbial assemblages (Matallana-Surget et al., 2018). Environmental metatranscriptomic 

studies reported distinct day and night metabolic activities of marine microorganisms from 

oligotrophic marine environments (Gilbert et al., 2010; Poretsky et al., 2009). Microbial 

assemblages isolated from the North Pacific subtropical gyre showed an overabundance of 

transcripts for photosynthesis, C1 metabolism and oxidative phosphorylation during the day 

(Poretsky et al., 2009). However, housekeeping activities, such as amino acid or vitamin 

biosynthesis, were overrepresented at night. Transcripts of genes involved in light-driven 

processes were found in higher abundance during daytime, in surface marine picoplankton 

sampled from the Western English Channel (Gilbert et al., 2010). Diel transcriptional rhythms 

in Cyanobacteria were evidenced together with diel oscillations in different heterotrophic 

bacterial groups including photoheterotrophic and proteorhodopsin-containing bacteria 

(Ottesen et al., 2014). Phylogenetic analysis of gene transcripts revealed that the composition 

of marine microbial assemblages was stable over the day and night periods, especially for the 

most abundant taxa (Ottesen et al., 2014). To what extent picoplanktonic communities are 

collectively entrained by the day and night periods and rhythmically regulate their protein 

expression remains poorly documented. 

Metaproteomics allows for the characterization of the total proteins within microbial 

communities (Wilmes & Bond, 2004) and, in association with other omics, deciphers the 

functional complexity of microbial ecosystems (Franzosa et al., 2015). Since the first 

environmental metaproteomic study (Kan et al., 2005), this method rapidly expanded and 

broadened our knowledge of marine ecosystems (Saito et al., 2019). For example, marine 

metaproteomic revealed the extreme microbial competition for nutrients in oligotrophic 

systems (Sowell et al., 2009; Williams & Cavicchioli, 2014), provided insights into the 

dynamics in organic matter transformation by microorganisms (Bergauer et al., 2018; Hawley 
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et al., 2014) and showed the spatiotemporal variation in metabolic activities in oceanic plankton 

communities (Georges et al., 2014). Environmental metaproteomics is a growing discipline, 

hampered by the inherent complexity of natural microbial assemblages (Géron et al., 2019). 

Over the past years, the development of sampling protocols, fast scanning high-resolution mass 

spectrometers and protein identification and annotation software significantly improved the 

metaproteomic workflow (Heyer et al., 2017; Matallana-Surget et al., 2018; Saito et al., 2019). 

Marine oligotrophic waters still present significant challenges for metaproteomic studies 

because of (i) the low bacterial biomass preventing high protein rate recovery, (ii) the difficulty 

of separating prokaryotes from microeukaryotes and (iii) the protein inference issue (Géron et 

al., 2019; Matallana-Surget et al., 2018; Saito et al., 2019). 

In this study, we compared the day and night metaproteomes of both free-living (0.2–

0.8 µm) and the particle-attached (>0.8 µm) bacterial fractions sampled at the surface of NW 

Mediterranean Sea in summer. A combined protein search database allowed us to maximize the 

number of protein identifications (Géron et al., 2019). The protein inference issue, commonly 

encountered in metaproteomics, was overcome using taxonomic and functional consensus 

protein annotation, providing an accurate assessment of the diel variation (Werner et al., 2019). 

To the best of our knowledge, this is the first metaproteomics study that depicts day and night 

metaproteomes of marine picoplankton. 

2. Materials and Methods 

2.1. Water sampling 

Seawater sampling was performed in summer (June 2014) at the SOLA station, located 

500 m offshore of Banyuls-sur-mer, in the NW Mediterranean Sea (42°49′ N, 3°15′ W). 

Samples were collected at sunset and sunrise during two consecutive days and consisted of 70 
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L of sea surface water each. Water was pre-filtered onto a 5 µm mesh and sequentially filtered 

through 0.8 and 0.2 µm pore-sized filters (polyethersulfone membrane filters, PES, 142 mm, 

Millipore, Burlington, Massachusetts, United States) to collect the particle-attached and the 

free-living bacterial fractions, respectively. A pre-filtration onto a 5 µm mesh was mandatory 

to prevent the studied bacterial fractions (0.8 µm and 0.2 µm) from being contaminated by 

eukaryotic organisms, which would otherwise alter the metaproteomic workflow. As a 

reminder, metaproteomics allows for the characterization of the most abundant proteins. The 

eight filters were flash frozen in liquid nitrogen before storage at −80 °C. 

The physicochemical parameters were provided by the Service d’Observation en Milieu 

Littoral (SOMLIT). On site average temperature and salinity in June were 18.7 ± 0.7 °C and 

37.8 ± 0.1 psu, respectively, as provided by SOMLIT. pH was stable, with an average of 8.26 

± 0.04. Nutrient concentrations averaged 0.03 ± 0.01 µM NH4
+, 0.05 ± 0.03 µM NO3

−, 0.01 ± 

0.001 µM NO2
−, 0.02 ± 0.01 µM PO4

3− and 0.75 ± 0.09 µM Si(OH)4. 

2.2. Protein isolation 

The filters were cut using aseptic procedures and suspended in a lysis buffer containing 

8 M Urea/2 M Thiourea, 10 mM HEPES and 10 mM dithiothreitol. Filters were subjected to 

five freeze–thaw cycles in liquid N2 to release cells from the membrane. Cells were 

mechanically broken by sonication on ice (5 cycles of 1 min with tubes on ice, amplitude 40%, 

0.5 pulse rate) and subsequently centrifuged at 16,000 g at 4 °C for 15 min. To remove particles 

that did not pellet during the centrifugation step, the protein suspension was filtered through a 

0.22 µm syringe filter and transferred into a 3 kDa cutoff Amicon Ultra-15 filter unit (Millipore) 

for protein concentration. Proteins were precipitated with cold acetone overnight at −80 °C, 

with an acetone/aqueous protein solution ratio of 4:1. Total protein concentration was 

determined by a Bradford assay, using the Bio-Rad Protein Assay kit (Bio-Rad, Hertfordshire, 
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UK) according to manufacturer’s instructions, with bovine γ-globulin as a protein standard. 

Protein samples were reduced with 25 mM dithioerythritol (DTE) at 56 °C for 30 min and 

alkylated with 50 mM iodoacetamide at room temperature for 30 min. Gel-free liquid 

chromatography tandem mass spectrometry was performed utilizing a trypsic digestion 

(sequencing grade modified trypsin, Promega, Madison, Wisconsin, États-Unis) overnight at 

37 °C, with an enzyme/substrate ratio of 1:25. 

2.3. Liquid chromatography tandem mass spectrometry analysis 

Purified peptides from digested protein samples were identified using a label-free 

shotgun approach on an UHPLC-HRMS platform composed of an eksigent 2D liquid 

chromatograph and an AB SCIEX Triple TOF 5600. Peptides were separated on a 25 cm C18 

column (Acclaim pepmap 100, 3 μm, Dionex, Sunnyvale, Californie, États-Unis) by a linear 

acetonitrile (ACN) gradient (5–35% (v/v), in 15 or 120 min) in water containing 0.1% (v/v) 

formic acid at a flow rate of 300 nL min−1. Mass spectra (MS) were acquired across 400–1500 

m/z in high-resolution mode (resolution >35,000) with 500 ms accumulation time. Six 

microliters of each fraction were loaded onto a pre-column (C18 Trap, 300 µm i.d. × 5 mm, 

Dionex) using the Ultimate 3000 system, delivering a flow rate of 20 µL/min loading solvent 

(5% (v/v) acetonitrile (ACN), 0.025% (v/v) TFA). After a 10 min desalting step, the pre-column 

was switched online with the analytical column (75 µm i.d.× 15 cm PepMap C18, Dionex) 

equilibrated in 96% solvent A (0.1% (v/v) formic acid in HPLC-grade water) and 4% solvent 

B (80% (v/v) ACN, 0.1% (v/v) formic acid in HPLC-grade water). Peptides were eluted from 

the pre-column to the analytical column and then to the mass spectrometer, with a gradient from 

4–57% solvent B for 50 min and 57–90% solvent B for 10 min at a flow rate of 0.2 µL min−1 

delivered by the Ultimate pump. Positive ions were generated by electrospray and the 

instrument was operated in a data-dependent acquisition mode, described as follows: MS scan 
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range: 300–1500 m/z, maximum accumulation time: 200 ms, ICC target: 200,000. The top 4 

most intense ions in the MS scan were selected for MS/MS in dynamic exclusion mode: 

ultrascan, absolute threshold: 75,000, relative threshold: 1%, excluded after spectrum count: 1, 

exclusion duration: 0.3 min, averaged spectra: 5 and ICC target: 200,000. Metaproteomic raw 

data are available in the iProx public platform (Ma et al., 2019) (Project ID: IPX0002008000; 

Subproject IDs: IPX0002008001 (free-living fractions), IPX0002008002 (particle-attached 

fractions)). 

2.4. Ocean Sampling Day 2014 metagenomic data set 

Metagenomic data from the Ocean Sampling Day 2014 (OSD14) were downloaded 

from the EMBL-EBI MGnify platform (Project number: ERP009703, sample: 

OSD14_2014_06_2m_NPL022, run ID: ERR771073). Briefly, water was sampled at the same 

location (42°49′ N, 3°15′ W) and month (June 2014) as our metaproteomic study, using a CTD 

rosette with Niskin bottles. Water was filtered on a 0.22 µm pore-sized filter and stored at −80 

°C until subsequent DNA extraction and sequencing. Illumina sequencing was performed using 

an Illumina MiSeq instrument, and reads were processed using the OSD14 pipeline version 4.0. 

Briefly, paired-end overlapping reads were merged using SeqPrep (John, 2011) and low-quality 

sequences were trimmed using Trimmomatic (Bolger et al., 2014). Adapter sequences and 

sequences <100 nucleotides in length were removed using Biopython (Cock et al., 2009). 

Infernal (Nawrocki et al., 2009) was used for ncRNAs identification and cmsearch deoverlap 

script was used to remove lower scoring overlaps. Genes were called using FragGeneScan 

(short reads) (Rho et al., 2010) and Prodigal (Hyatt et al., 2010). InterProScan (Jones et al., 

2014) was used for gene identification and MAPseq for taxonomic annotation (Matias 

Rodrigues et al., 2017). 
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2.5. Databases creation and protein identification 

Protein identification was performed with ProteinPilot (ProteinPilot Software 5.0.1; 

Revision: 4895; Paragon Algorithm: 5.0.1.0.4874; AB SCIEX, Framingham, MA, USA) 

(Matrix Science, London, UK; v. 2.2). Paragon searches were conducted using LC MS/MS 

Triple TOF 5600 System instrument settings. Other parameters used for the search were as 

follows: Sample Type: Identification, Cys alkylation: Iodoacetamide, Digestion: Trypsin, ID 

Focus: Biological Modifications and Amino acid substitutions, Search effort: Thorough ID, 

Detected Protein Threshold [Unused ProtScore (Conf)] > 0.05 (10.0%). 

Three protein search databases (DBs) were created with mPies v. 0.9 (Werner et al., 

2019), using the OSD14 metagenome as a template. The three DBs were: (i) a non-assembled 

metagenome-derived DB (NAM-DB), (ii) an assembled metagenome-derived DB (AM-DB) 

and (iii) a taxonomy-derived DB (TAX-DB) (Géron et al., 2019). An initial protein search was 

performed for each sample against the three DBs individually. Subsequently, each DB was 

restricted to the protein sequences identified in the first-round search. The resulting DBs were 

merged, and redundant protein sequences were removed, leading to a unique combined DB per 

sample. Finally, a second protein search was performed for each sample against their respective 

combined DB, except for the 0.8 µm samples, where all combined DB were merged to increase 

the identification yield. The identified proteins were selected based on a FDR threshold of 1%, 

calculated at the protein level was used for each protein searches. Proteins identified with one 

single peptide spectrum were validated by manual inspection of the MS/MS spectra, ensuring 

that a series of at least five consecutive sequence-specific b-and y-type ions was observed. 

2.6. Protein annotation and downstream analyses 

Identified proteins were annotated using mPies (Werner et al., 2019). The mPies tool 

used Diamonds (Buchfink et al., 2015) to align each identified protein sequences against NCBI 
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nr and UniProt DBs, respectively, and retrieved up to 20 best hits based on alignment score. 

For taxonomic annotation, mPies returned the last common ancestor (LCA) among the best 

NCBI hits via MEGAN (bit score >80) (Huson et al., 2016). For functional annotation, mPies 

returned the most frequent protein name, with a consensus tolerance threshold above 80% 

similarity amongst the 20 best UniProt hits. Proteins annotated with a score below this threshold 

were manually validated. 

3. Results 

3.1. Diel structure of the microbial communities 

The reads encoding for the 16S rRNA were extracted from the OSD14 metagenome and 

reflected the abundance of each operational taxonomic unit (OTU) in the studied bacterial 

communities. The metagenome taxonomic structure showed that Proteobacteria was the most 

abundant phylum, with 66.89% of the total detected 16S rRNA bacterial reads, followed by 

Bacteroidetes (15.51%) and Cyanobacteria (12.22%) (Table 4.1). Alphaproteobacteria was 

the class with the highest representation (47.35%), followed by Gammaproteobacteria 

(17.77%), Flavobacteriia (14.32%) and unclassified Cyanobacteria (12.33%) (Table 4.1). At 

order level, Pelagibacterales reads were dominant (28.85%), followed by Flavobacteriales 

(16.48%) and, to a lesser extent, Rickettsiales (10.99%), Oceanospirillales (8.85%), 

Rhodobacterales (7.17%) and Cellvibrionales (6.10%) (Figure 4.1). 
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Figure 4.1: Diel variability of active bacterial community orders. Metagenomic data consisted of the 

percentage of total 16S rRNA reads observed over the OSD14 sampling effort (day for 0.2 µm pore-

sized fraction). Metaproteomic data consisted of the average percentage of total unique peptide spectra 

detected per order for each metaproteome (day (yellow) and night (black) for both 0.2 and 0.8 µm size-

fractions, n = 2). The least abundant taxa (<2% of reads and <1 or 2% of peptide spectra) were classified 

in “Other” category. Significative differences between day and night samples are shown with a * (p-

value ≤ 0.1) or ** (p-value ≤ 0.05) and were calculated with a paired t-test. 
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Table 4.1: Diel variability of major bacterial phyla and classes. Metagenomic data consisted of the 

percentage of total 16S rRNA bacterial reads observed over the OSD14 sampling effort (day for 0.2 µm 

pore-sized fraction). Metaproteomic data consisted of the average percentage of total unique bacterial 

peptide spectra detected per phylum or class for each metaproteome (day (yellow) and night (black) for 

both 0.2 and 0.8 µm pore-sized fractions, n = 2). The least abundant taxa (<1% of total reads or peptide 

spectra) were classified in “Other” category. Significative differences between day and night samples 

are shown with a * (p-value ≤ 0.1) or ** (p-value ≤ 0.05) and were calculated with a paired t-test. 

 

The metaproteomic analyses were performed on duplicate day and night samples and 

showed that the average number of identified bacterial proteins on the four 0.2 µm pore-sized 

filters was 550 ± 49 in the day (n = 2) and 452 ± 4 at night (n = 2) (Table 4.1). The active taxa 

of this bacterial fraction were largely characterized as Proteobacteria (average relative protein 

abundance during the day (D): 89.34 ± 1.62%, during the night (N): 92.43 ± 1.19%), followed 

by Bacteroidetes (D: 6.48 ± 0.61%, N: 5.48 ± 0.40%). Few Cyanobacteria proteins (D: 2.30 ± 

1.83%, N: 0.43 ± 0.15%) were also observed (Table 4.1). At class level, Alphaproteobacteria, 

Gammaproteobacteria and Flavobacteriia were found to be the most represented (Table 4.1). 

At order level, Pelagibacterales proteins (D: 39.8 ± 11.9%, N: 49.6 ± 13.1%) were dominant, 

especially during the night (p value = 0.03), followed by Rhodobacterales (D: 21.1 ± 8.1%, N: 
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15.1 ± 6.1%). Rhodobacterales and Sphingomonadales proteins were represented more during 

the day (p values = 0.08 and 0.07, respectively) (Figure 4.1). 

On the four 0.8 µm pore-sized filters, an average of 123 ± 28 (n = 2) and 170 ± 28 (n = 

2) bacterial proteins were identified at day and at night, respectively (Table 4.1). Cyanobacteria 

(D: 60.25 ± 7.55%, N: 60.83 ± 6.60%) were the most abundant active players of this fraction, 

followed by Proteobacteria (D: 34.75 ± 7.92%, N: 33.19 ± 6.02%). Classes were mainly 

represented by unclassified Cyanobacteria and, to a lesser extent, by Alphaproteobacteria and 

Gammaproteobacteria (Table 4.1). At order level, Rhodobacterales proteins (D: 22.6 ± 2.1%, 

N: 26.9 ± 7.4%) were dominant during the day and the night (Figure 4.1). Proteins from 

Pseudomonadales were more abundant in the day (p value = 0.05), and Alteromonadales and 

Flavobacteriales at night (p values = 0.03 and 0.01, respectively) (Figure 4.1). 

Cyanobacteria were more represented on the 0.8 µm pore-sized filters (D: 60.52 ± 

8.06%, N: 60.83 ± 6.60%) compared to the 0.2 µm pore-sized filters (D: 2.30 ± 1.83%, N: 0.43 

± 0.15%) (Table 4.1), due to their rod-shaped morphology (>0.2 µm in length) (Yu et al., 2015). 

Therefore, all identified cyanobacterial proteins were grouped for clarity purposes and 

compared with free-living and particle-attached bacteria (Figure 4.1). Cyanobacteria were 

exclusively characterized as Synechococcales, which represented 20.4 ± 13.3% (D) and 29.6 ± 

14.6% (N) of the total identified proteins in both 0.2 and 0.8 µm fractions (Figure 4.1). The 

total Synechococcales proteins were significantly more abundant at night (p value = 0.03). 

3.2. Diel functioning of the microbial communities 

The proteins characterized in the eight metaproteomes were grouped into five functional 

categories: (i) Protein folding and stress response, (ii) energy metabolism and compound 

biosynthesis, (iii) replication, transcription, and translation, (iv) transport and (v) cell mobility, 

structure, and division. Overall, the protein functions detected in the free-living bacterial 
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community were found to be stable despite the diel variation, with only two proteins—the 

glyceraldehyde-3-phosphate dehydrogenase and the actin-like protein—being significantly 

more represented at day and at night, respectively (Table 4.2). In contrast, the proteins 

expressed by the particle-attached bacteria and Cyanobacteria showed more important diel 

changes, mainly in energy metabolism and compound biosynthesis processes (Table 4.2). 

3.3. Protein folding and response to stress 

Proteins involved in protein folding were detected in the eight metaproteomes, with the 

60 kDa chaperonin being the major protein function, followed by the 10 kDa chaperonin and 

the chaperone protein DnaK (Table 4.2). While the protein folding process was equally 

expressed in the Cyanobacteria Synechococcales (Figure 4.2), diel variations in chaperonin 

expression were observed in some free-living and particle-attached bacterial orders: during the 

day, the 60 kDA chaperonin was more abundant in particle-attached Rhodobacterales (p value 

= 0.10) and in free-living Rhizobiales (p value = 0.04), and the chaperone protein DnaK was 

more represented in particle-attached Rhizobiales (p value = 0.02) and free-living 

Pelagibacterales (p value = 0.02) (Figures 4.3 and 4.4). Interestingly, the 10 kDa chaperonin 

was found to be differentially regulated over time among free-living and particle-attached 

Sphingomonadales (p values = 0.09 and 0.09, respectively), as the trends in protein abundance 

were higher during the day and night, respectively (Figures 4.3 and 4.4). 
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Table 4.2: Diel variation of the functionality of microbial communities. Values consisted of the average 

percentage of total unique peptide spectra detected per protein function in free-living bacteria, particle-

attached bacteria, and all Cyanobacteria during both day (yellow, n = 2) and night (black, n = 2). The 

least abundant functions (<1% of peptide spectra) were classified in “Other” category. Significative 

differences between day and night samples are shown with a * (p value ≤ 0.1) or ** (p value ≤ 0.05) and 

were calculated with a paired t-test. 
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Figure 4.2: Representation of the diel cycle impact on the cellular processes of Synechococcales. Values 

consisted of the average percentage of total unique peptide spectra detected per protein function detected 

during day (yellow, n = 2) and night (black, n = 2) in all Synechococcales characterized in the 0.2 and 

0.8 µm fractions. Significative differences between day and night samples are shown with a * (p value 

≤ 0.1) or ** (p value ≤ 0.05) and were calculated with a paired t-test. 

 

Proteins involved in stress response processes were exclusively characterized in a few 

free-living bacterial orders, including Rhodobacterales, Pelagibacterales, Flavobacteriales and 

Cellvibrionales (Table 4.2 and Figure 4.4). Interestingly, the catalase-peroxidase and 

superoxide dismutase [Fe], which both take part to the oxidative stress response, were 

exclusively detected during the day in Rhodobacterales (Figure 4.4). In contrast, the 

thioredoxin was only observed during the day in Flavobacteriales and during the night in 
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Cellvibrionales (Figure 4.4), while the rubrerythrin and the cold-shock protein were expressed 

by Pelagibacterales during both the day and the night (Figure 4.4). 

Figure 4.3: Representation of the diel cycle impact on the cellular processes of particle-attached 

bacteria. Values consisted of the average percentage of total unique peptide spectra detected per protein 

function detected during day (yellow, n = 2) and night (black, n = 2) in all particle-attached bacteria 

characterized in the 0.8 µm fractions. Significant differences between day and night samples are shown 

with a * (p value ≤ 0.1) or ** (p value ≤ 0.05) and were calculated with a paired t-test. 

 

3.4. Replication, transcription, and translation 

Replication, transcription, and translation processes, mainly represented by the DNA-directed 

RNA polymerase, the 30S and 50S ribosomal proteins and the elongation factor, were 

characterized in both day and night metaproteomes (Table 4.2). These biological processes 

were equally represented during the day and at night in Synechococcales (Figure 4.2). 
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Within the attached bacterial fraction, translational proteins (i.e., 50S ribosomal protein and 

elongation factor) were over-represented at night in Rhodobacterales, Bacteroidales or 

Flavobacteriales, while the abundance of the DNA-directed RNA polymerase was similar 

during both day and night (Figure 4.3). The 30S and 50S ribosomal proteins, the elongation 

factor, the DNA-binding protein HU and the DNA-directed RNA polymerase were also 

characterized in numerous free-living bacterial orders (Figure 4.4). These proteins were not 

impacted by the diel cycle except in Rhodobacterales, Rhizobiales and Pseudomonadales, 

where the translation process seemed more important during the night (Figure 4.4). 

1.1. Energy metabolism and compounds biosynthesis 

Energy metabolism and compound biosynthesis accounted for the most diverse 

functional category and was particularly represented in the particle-attached bacteria and in 

Cyanobacteria metaproteomes (Table 4.2). The ATP synthase was the dominant protein and 

showed diel variation in both the particle-attached bacterial community (p value = 0.02) and in 

Cyanobacteria (p value = 0.07), while it was stable in the free-living bacterial fraction (Table 

4.2). Other proteins related to the energy metabolism and involved in the pentose phosphate 

pathway, the glycolysis or the pyruvate metabolism were found to be regulated over time in 

Cyanobacteria (Table 4.2). Photosynthesis proteins such as the phycoerythrin and the 

allophycocyanin were clearly synchronized with daytime in Synechococcales (p value = 0.10 

and 0.07, respectively) (Figure 4.2). 

1.2. Transport and cell division, structure, and mobility 

Interestingly, the amino acid biosynthesis pathway was represented in all metaproteomes by the 

glutamine synthase, involved in glutamine metabolism via the incorporation of ammonium ion 

into glutamate (Forchhammer, 2007) (Table 4.2).  
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Figure 4.4: Representation of the diel cycle impact on the cellular processes of free-living bacteria. Values consisted of the average percentage of total unique 

peptide spectra detected per protein function detected during day (yellow, n = 2) and night (black, n = 2) in all free-living bacteria characterized in the 0.2 µm 

fractions. Protein functions displaying only day or night values (e.g., catalase-peroxidase) means that they were exclusively detected during the day or the night 

period. Significant differences between day and night samples are shown with a * (p value ≤ 0.1) or ** (p value ≤ 0.05) and were calculated with a paired t-test. 
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This protein displayed diel variations in Synechococcales (p value = 0.07) and in free-living 

Rhodobacterales (p value = 0.06), where it was dominant at day and night, respectively 

(Figures 4.2 and 4.4). In Synechococcales, the amino acid biosynthesis pathway was also 

characterized by the cysteine synthase, which showed contrasting diel variability with the 

glutamine synthase as it peaked at night (p value = 0.09) (Figure 4.2). 

Numerous amino acid/peptides, carbohydrate and phosphorous transporters were 

observed in free-living bacterial metaproteomes (Figure 4.4). The phosphorous transporters 

were the major proteins identified in Cyanobacteria (Figure 4.2). In contrast, no transport 

related protein was detected in the particle-attached fraction. While the phosphorous 

transporters in Synechococcales were over expressed during the day (p value = 0.08) (Figure 

4.2), no diel variation was observed in transporter abundance of free-living bacteria (Figure 

4.4). 

Among the last protein functions observed, the cell division protein (FtsZ) was present 

in Synechococcales metaproteomes, and its expression was not affected by the diel cycle 

(Figure 4.2). Flagellin protein, expressed by Cellvibrionales, showed contrasting diel 

regulation depending on the bacterial lifestyle as it was stable over time in the free-living 

fraction and peaked during the day in the particle-attached fraction (p value = 0.08) (Figures 

4.3 and 4.4). This protein was also detected in free-living Rhodobacterales where no diel 

variation was observed (Figure 4.4). However, proteins associated with the chemotaxis system 

in free-living Rhodobacterales were found to express at day only (p value = 0.07) (Figure 4.4). 

Finally, the major capsid protein and the rod shape-determining protein MreB were 

characterized in free-living Pelagibacterales during both the day and the night (Figure 4.4). 
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2. Discussion 

This study compared day and night protein abundance between free-living and particle-

attached bacteria from an oligotrophic marine surface environment. Metaproteomic analyses 

were performed on duplicate filters for both conditions (day/night) and pore-sized fractions 

(0.2/0.8 µm). Although we appreciate that more replicates could be performed, the low standard 

deviation of our samples allowed us to provide the first overview of protein diel variations at 

the sea surface. The total identified proteins of both bacterial fractions were consistent with 

previous metaproteomic studies conducted in marine oligotrophic surface waters (Morris et al., 

2002; Sowell et al., 2009; Williams et al., 2012; Williams et al., 2013) (Table 4.1). The 

taxonomic distribution of the OSD14 metagenome showed that the most abundant members of 

the community were Proteobacteria, followed by Bacteroidetes and Cyanobacteria (Table 

4.1). These taxa were previously reported as numerically abundant in coastal marine 

oligotrophic environments, such as the Mediterranean Sea (Feingersch et al., 2010), the 

Antarctic (Williams et al., 2012; Williams et al., 2013) and Atlantic (Georges et al., 2014; 

Morris et al., 2010) surface waters. The metaproteome taxonomic structure was found to be 

similar to that of OSD14 metagenome (Table 4.1), indicating a correlation between abundant 

vs. metabolically active community members. Moreover, free-living and particle-attached 

metaproteomes showed high similarities in taxonomic distribution. Overlaps in the structure of 

both bacterial fractions were previously reported within microbial assemblages of the 

Mediterranean Sea, where the colonization of particles was suggested to be largely mediated 

by free-living bacteria present in the surrounding water (Ghiglione et al., 2007; Hollibaugh et 

al., 2000; Moeseneder et al., 2001). 

Interestingly, the representation of Cyanobacteria was higher in the metaproteomes than 

in the OSD14 metagenome (Table 4.1). All identified Cyanobacteria proteins were classified 
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as Synechococcales (Figure 4.1), which is a main contributor to the primary production in 

oligotrophic water during summer (Mella-Flores et al., 2011). In contrast, Bacteroidetes, 

mainly characterized as Flavobacteriia, were less represented in the metaproteomes (Table 

4.1). Flavobacteriia are bloom-associated bacteria known for degrading phytoplankton-derived 

compounds (Buchan et al., 2014). The NW Mediterranean Sea is characterized by spring and 

autumnal phytoplankton blooms separated by an oligotrophic summer (Mayot et al., 2017), 

which could explain why this group was less abundant at the protein level at the sampling time. 

Comparison of day and night metaproteomes revealed differences between free-living 

and particle-attached bacteria (Figure 4.1). Proteins of free-living bacteria were the most 

represented in all samples and peaked during the day, while proteins expressed by particle-

attached bacteria showed higher abundance during the night (Table 4.1). Similar observations 

were reported for the bacterial activity measured by 3H-leucine incorporation in the NW 

Mediterranean Sea in summer (Ghiglione et al., 2007). The activity of attached bacteria depends 

on the nature and concentration of aggregates and suspended particles, which represent hot-

spots for microbial processes (Simon et al., 2002). In the upper layer of the NW Mediterranean 

Sea during summer, the release of organic material from photosynthetic microorganisms and 

zooplankton was suggested to be a major factor driving the diel variation in particle-attached 

bacterial activity (Ghiglione et al., 2007). In this study, metaproteomic analyses showed that 

particle-attached Flavobacteriales proteins were more abundant at night (Figure 4.1). 

Therefore, the representation of Flavobacteriales could increase at night in response of 

zooplankton feeding on phytoplankton and releasing organic matter (Ghiglione et al., 2007). 

Time-keeping mechanisms in Synechococcales are well described and show that 

circadian clock regulates patterns of genetic expression throughout the day using external 

variable clues (e.g., light, temperature and/or redox cycles) to scale to the environment (Cohen 

& Golden, 2015). Distinct diel profiles of protein abundance were observed between 
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metaproteomes in Synechococcales (Figure 4.1). Proteins involved in photosynthesis and 

phosphate transport showed a clear trend in abundance that was higher in the day than at night 

(Table 4.2 and Figure 4.2). These results confirmed previous comparative day/night (meta)-

transcriptomic studies that showed a higher abundance of transcripts for photosynthesis during 

the day compared with the night (Ottesen et al., 2014; Poretsky et al., 2009). In contrast, proteins 

involved in housekeeping functions such as protein folding, translation, transcription, and cell 

division displayed similar abundances in both day and night samples (Table 4.2 and Figure 

4.2). Proteins involved in catabolic pathways including glycolysis, pyruvate metabolism and 

respiration were also observed in similar abundance in the day and at night, except for the ATP 

synthase, which was twice more represented during the night (Figure 4.2). This suggested that 

Synechococcales maintained housekeeping activity independently of diel variation but 

increased ATP production during the night when photosynthesis is shut down. 

Chaperonin proteins, which are characterized as ubiquitous in many marine ecosystems 

(Sowell et al., 2011; Sowell et al., 2009; Williams et al., 2012), were highly represented in both 

day and night community metaproteomes (Table 4.2). During summer, bacteria in the euphotic 

layer are exposed to high UV radiation, altering both proteins and DNA structure. Mechanisms 

such as protein folding, reactive oxygen species reduction and protein biosynthesis are essential 

for coping with protein damage and maintaining proper cellular functions (Matallana-Surget et 

al., 2013). Chaperonin abundance was not impacted by diel cycle in most bacterial orders, with 

a few exceptions including Rhodobacterales, Sphingomonadales, Rhizobiales and 

Pelagibacterales (Figures 4.2 and 4.3). Proteins involved in protein biosynthesis (i.e., 

ribosomal protein and elongation factor) were more abundant at night in free-living and 

particle-attached Rhodobacterales (Figures 4.2 and 4.3). Interestingly, proteins involved in 

oxidative stress response such as the catalase-peroxidase and the superoxide dismutase [Fe] 

were only observed during the day in free-living Rhodobacterales (Figure 4.4). Thioredoxin 
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was exclusively detected in the day in Flavobacteriales and at night in Cellvibrionales (Figure 

4.4). In contrast, rubrerythrin and cold shock protein were present in Pelagibacterales during 

both the day and night (Figure 4.4). These observations suggested that protein regulation in 

response to environmental stress is taxa-specific and depends on lifestyle (free-living vs. 

particle-attached). Protein regulation in a protein repair system could be time-gated in bacterial 

orders such as Rhodobacterales or constitutive in other such as Pelagibacterales. 

Proteins involved in compounds transport were detected in free-living bacteria and 

Cyanobacteria during both the day and the night (Table 4.2). Glutamine synthetase, involved 

in nitrogen metabolism, was detected in all bacterial fractions (Table 4.2, Figures 4.2 and 4.4). 

The abundance of transporters in the free-living fraction and the overall characterization of 

glutamine synthetase suggested an adaptation to an oligotrophic environment, where a strong 

competition for limiting nutrients such as nitrogen and phosphorous was reported (Hoch et al., 

2006; Kuipers et al., 2000; Williams & Cavicchioli, 2014). Interestingly, no transporter was 

identified in the attached-bacterial fraction (Table 4.2 and Figure 4.3). This suggested lesser 

environmental pressure for the expression of nutrient transporters in attached bacteria since 

nutrients are more readily available in the particle microenvironment. In contrast, free-living 

bacteria and Cyanobacteria could depend on constitutive expression of transporters for efficient 

nutrient scavenging (Williams & Cavicchioli, 2014). 

Pelagibacterales dominated the free-living bacterial community, in both the 

metagenome and the metaproteomes (Figure 4.1). Pelagibacterales include proteorhodopsin-

containing photoheterotrophs such as Pelagibacter (SAR11), which is known to be abundant 

and highly active in the ocean (Morris et al., 2002). Metatranscriptomic studies showed 

evidence of diel periodicity in many of their gene transcripts (Ottesen et al., 2014). Here, 

proteins involved in protein folding, stress response and replication, transcription and 

translation were the main functions characterized in Pelagibacterales metaproteomes (Figures 
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4.3 and 4.4). Despite the higher trend in protein abundance of free-living Pelagibacterales at 

night (Figure 4.1), no significant change was observed in the aforementioned biological 

processes (Figure 4.1). This suggests that Pelagibacterales constitutively express diverse 

housekeeping genes required for the maintenance of basal cellular functions that are essential 

to protect the cell against molecular damage and environmental changes. Protein expression 

regulation could take place at transcript level, thus limiting energy losses from diel protein 

turnover (Waldbauer et al., 2012). 

3. Conclusions 

This study provided the first overview on the picoplanktonic response to diel variation 

at the protein level and demonstrated taxa-specific diel protein regulation from surface marine 

microbial communities. Taxonomic overlaps were observed between free-living and particle-

attached bacteria, where protein abundance peaked at day and at night, respectively. The 

photoautotrophs Synechococcales showed distinct diel protein profiles with light-dependent 

functions synchronized with daytime. Similarly, diel variations in (photo)-heterotrophic 

bacteria were observed, thus revealing distinct adaptation strategies with essential regulations 

in environmental stress response. This study provided preliminary results reinforcing the 

hypothesis that the functioning of free-living and particle-attached communities could be time-

gated. Additional work, including observational studies with more sampling replicates and 

laboratory-based investigations, is needed to further understand the response of these 

communities to diel changes and to decipher the cellular mechanisms involved in the diel 

adaptation of (photo)-heterotroph microorganisms. 
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Chapter 5: Molecular clocks in Prokaryotes 

Towards the Discovery of Novel Molecular Clocks in Prokaryotes 

Géron, A., Werner, J., Wattiez, R., & Matallana-Surget, S.  

Critical Review in Microbiology (under review) 

Abstract 

 Diel cycle is of enormous biological importance as it imposes daily oscillation in 

environmental conditions, which temporally structures most ecosystems. Organisms developed 

biological time-keeping mechanisms – circadian clocks – that provide a significant fitness 

advantage over competitors by optimizing the synchronization of their biological activities. 

While circadian clocks are ubiquitous in Eukaryotes, they are so far only characterized in 

Cyanobacteria within Prokaryotes. However, growing evidence suggests that circadian clocks 

are widespread in the bacterial and archaeal domains. As Prokaryotes are at the heart of crucial 

environmental processes and are essential to human health, unraveling their time-keeping 

systems provides numerous applications in medical research, environmental sciences, and 

biotechnology. In this review, we elaborate on how novel circadian clocks in Prokaryotes offer 

research and development perspectives. We compare and contrast the different circadian 

systems in Cyanobacteria and discuss about their evolution and taxonomic distribution. We 

necessarily provide an updated phylogenetic analysis of bacterial and archaeal species that 

harbor homologs of the main cyanobacterial clock components. Finally, we elaborate on new 

potential clock-controlled microorganisms that represent opportunities of ecological and 

industrial relevance in prokaryotic groups such as anoxygenic photosynthetic bacteria, 

methanogenic archaea, methanotrophs or sulfate-reducing bacteria. 
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1. Introduction 

The Earth’s rotation around its axis causes the 24-hour day and night cycle known as 

the diel cycle. This recurrent phenomenon induces daily fluctuations of solar radiation and/or 

temperature, which regulate the functioning of most ecosystems. One of the most significant 

adaptations to the diel cycle is the emergence of circadian clocks in both Eukaryotes and 

Prokaryotes (Saini et al., 2019). Circadian clocks are endogenous molecular systems that 

entrain to environmental zeitgeber (i.e., external cue such as light) and allow temporal 

coordination of intracellular processes. These clocks follow a 24-hour period oscillation that 

remains in a constant condition (free-running) and over a range of physiological temperatures 

(temperature-compensated) (Golden & Canales, 2003). Although circadian clocks are 

ubiquitous in Eukaryotes, prokaryotic circadian clocks were so far only characterized in 

Cyanobacteria (for a review see Johnson & Rust, 2021). The cyanobacterial clock is based on 

the KaiABC proteins complex that acts as an oscillator that synchronizes with environmental 

signals and subsequently controls rhythmic gene expression (Kondo, 2007; Markson et al., 

2013).  

Unravelling the time-keeping mechanisms of non-cyanobacterial species is crucial 

regarding the central role Prokaryotes play in all ecosystems. This fundamental knowledge 

could lead to the incorporation of their temporal structures in broad technological applications, 

which will undoubtedly offer great research and development opportunities. Over the past 

decades, a growing body of evidence suggested that time-controlled mechanisms are 

widespread in Prokaryotes (Schmelling et al., 2021). Pioneer bioinformatical analyses revealed 

that homologs of the Kai proteins were present across a broad range of bacterial and archaeal 

phyla (Dvornyk et al., 2003; Loza-Correa et al., 2010; Schmelling et al., 2017). Microbial 

community-wide diel rhythms are observed in various biomes and are attributed to non-
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cyanobacterial species (Ottesen et al., 2014; Hörnlein et al., 2020; Géron et al., 2021). 

Moreover, rhythmic activities are found in prokaryotic species harboring Kai protein homologs 

such as purple bacteria (Min et al., 2005; Van Praag et al., 2000; Ma et al., 2016), non-

photosynthetic bacteria (Sartor et al., 2019; Paulose et al., 2019; Eelderink-Chen et al., 2021) 

and extremophile archaea (Whitehead et al., 2009; Maniscalco et al. 2014).  

In this review, we discuss the numerous applications of biological rhythms of 

Prokaryotes in research and development from human health to the industry. We present the 

known circadian systems in Prokaryotes, and we describe their properties and evolutionary 

paths. With the development of next-generation sequencing the number of complete, draft and 

metagenome-assembled genomes exponentially increased since the last phylogenetic analyses 

of Kai protein homologs (Dvornyk et al., 2003; Loza-Correa et al., 2010; Schmelling et al., 

2017). Therefore, we provide an updated analysis of the presence of Kai proteins among 

bacterial and archaeal species, and we elaborate on new potentially clock-controlled candidates 

in taxonomic groups such as anoxygenic photosynthetic bacteria or methanogenic archaea. 

2. Research focus on Prokaryotic time-keeping systems: rationales and 

impacts 

Prokaryotes are essential to humans for numerous reasons (Figure 5.1). As a matter of 

fact, microorganisms outnumber human cells by tenfold and are crucial in food degradation, 

nutrient absorption, or defense against pathogens (Venkova et al., 2018). Prokaryotes also play 

a significant role in symbiosis with plants by providing nutrients as well as growth hormones 

(Backer et al., 2018). They also degrade organic matter and contribute to biogeochemical cycles 

(Madsen, 2011). Moreover, prokaryotes are central in numerous biotechnological applications 

(Caplice & Fitzgerald, 1999; Demain & Sanchez, 2009; Akinsemolu, 2018). In that context, 

research focus on the chronobiology (i.e., the study of the temporal biology of organisms) of 
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prokaryotes in natural and artificial environments would provide important translational 

opportunities in the medical, ecological, and industrial fields, which could promote and 

maintain our health and well-being. 

The human clock scales with environmental changes and affects the behaviour including 

timing and type of food intake (Figure 5.1) (Matenchuk et al., 2020). Consequently, the gut 

microbiome experiences daily oscillations leading to taxonomic, functional, and spatial 

variations inducing local and systemic effects on the host (Deaver et al., 2018; Wu et al., 2018; 

Godinho-Silva et al., 2019; Nobs et al., 2019; Saran et al., 2020). Although it is unknown if the 

gut microbiota possesses an endogenous circadian clock, there is growing evidence supporting 

the interconnection between the host’s and the microbiota’s circadian rhythms, their impact on 

host physiology, and their association with diseases such as diabetes (Thaiss et al., 2014; 

Kaczmarek et al., 2017; Heinemann et al., 2021; Choi et al., 2021). 

Furthermore, circadian rhythms of host immunity are interlinked to bacterial and viral 

infections (Curtis et al., 2014; Pearson et al., 2021). With the prevalence of antibiotic-resistance 

bacteria threatening global health, food security, and development, chronotherapy (i.e., time-

specific therapy) capitalizing on the circadian rhythms of both the host and the infectious agents 

could lead to a more efficient treatment strategy (Pearson et al., 2021).  Similarly, plant’s 

physiology is regulated by the circadian clock, which likely generates a rhythmic environment 

for the root-associated microorganisms (i.e., the rhizobacteria). The rhizobacteria feed on root 

exudates and, in exchange, provide great benefits such as plant growth promotion, nutrient 

accessibility (e.g., nitrogen fixation), or protection from predators and phytopathogens (Figure 

5.1) (Gould et al., 2018; Hubbard et al., 2018; Lu et al., 2021). In that context, the root-

colonizing bacteria could use circadian programs to coordinate their metabolism with rhythms 

of the host to maximize the advantage of the bidirectional interaction (Asif et al., 2019). Plant 

growth-promoting rhizobacteria are of high economic importance and are commercialized to 
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improve biomass production and quality of numerous crops (Saharan & Nehra, 2011). 

Therefore, deciphering the time-controlled interaction between rhizobacteria and plants could 

be a promising source of valuable discoveries that can have immediate applications in the 

sustainable agriculture field (Maddur Puttaswamy, 2019).  

 

Figure 5.1: Schematic representation of chronobiology-based applications of Prokaryotes. The 

metabolism of humans and plants is controlled by a circadian clock that impacts their commensal 

microbial communities. In return, the microbiome fluctuates in terms of taxonomy, functioning and 

localization, which influences their host’s physiology. A better understanding on potential time-keeping 

mechanisms in the microorganisms associated with plants and animals will allow more accurate models 

and open new perspectives on optimizing these relationships. In addition, the industrial and 

technological fields would potentially benefit from the integration of the natural rhythmic physiology 

of Prokaryotes into utilization and manufacturing processes. 

 

Chronobiology research focusing on anoxygenic photosynthetic organisms (purple and 

green (non)-sulfur bacteria), sulfate-reducing bacteria, methanogenic Archaea, or 

methanotrophs also represent interesting applications for both fields of ecology and 

microbiology-based industries (Figure 5.1). Anoxygenic photosynthetic bacteria are often 
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encountered in microbial mats where they interact with Cyanobacteria that possess a well-

defined circadian clock (Prieto-Barajas et al., 2018). As they can use light as an energy source, 

anoxygenic photosynthetic bacteria would greatly benefit from a time-keeping mechanism that 

would allow them to synchronize with a both biotic and abiotic external signals oscillating daily 

(Hörnlein et al., 2020). Because of microbial mat communities displaying a highly versatile 

metabolism that allows them to use a broad range of substrate, there is considerable interest in 

industrial uses of mats, especially for water treatment and for cleaning up pollution (Abed et 

al., 2020; George et al., 2020). Deciphering the response to diel changes in methanogenic 

archaeal, methanotrophic bacterial and sulfate reducing bacterial communities is crucial as they 

are deeply involved in methane and sulfur cycles. Methane is the second most important 

greenhouse gas on Earth and methanogenic archaea produce about 70% through the 

methanogenesis process (Conrad, 2009). Therefore, time-specific models of these 

microorganisms in their natural (e.g., microbial mats) or artificial environments (e.g., 

wastewater treatment plants) could provide insights to better understand their ecological 

functions and allow optimization of resource management (Wang et al., 2017; Enzmann et al. 

2018). Finally, Prokaryotes are widely used in biocompounds production, bioremediation, or 

treatment of organic and industrial wastes (Figure 5.1) (Abdel-Aziz et al., 2017; Alizadeh-Sani 

et al., 2018; Kallscheuer et al., 2019). More insights into their rhythmic physiologies would 

allow the integration of their temporal programs into industrial processes, which could induce 

metabolic adjustments and lead to improved qualitative and quantitative production (Sartor et 

al., 2019).  

3. The circadian systems in Prokaryotes: the clock versus the hourglass 

Prior to mid-1980, Prokaryotes were thought to have neither the resource nor the need 

to possess circadian systems. As many bacteria can divide several times over a 24h-cycle, it 
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was believed that cellular functions would not be coupled to a biological clock. This dogma, 

known as the “circadian-infradian” rule, was refuted in 1986 when Huang and colleagues 

discovered circadian rhythmicity of nitrogen fixation and amino acid uptake in the 

cyanobacterium Synechococcus sp. RF-1 (Huang et al., 1990; Chen et al., 1991). Subsequently, 

Synechococcus elongatus PCC 7942 emerged as the model organism for studying the 

mechanism of the clock using luciferase reporter assay (Kondo et al., 1993). The clock in 

Synechococcus elongatus PCC 7942 is based on a core oscillator that consists of the KaiA, 

KaiB and KaiC proteins and determines diel patterns of gene expression, timing of cell division, 

or metabolic switches (Figure 5.2) (Dong et al., 2010; Mori et al., 1996; Pattanayek et al., 2014; 

Puszynska & O’Shea 2017). 

Figure 5.2: Circadian clocks in Cyanobacteria. (a): Schematic representation of the two circadian clock 

systems in Prokaryotes: Synechococcus elongatus PCC 7942 and Prochlorococcus marinus MED4 

models. The phosphorylation/dephosphorylation cycle of KaiC is represented with the different key 

component of the output pathway that controls the gene expression. The proteins KaiA and CikA, 

labelled in grey, are missing from the Prochlorococcus clock model (Axman et al., 2014). (b): 

Difference between the stability of oscillation provided by a free-running clock in S. elongatus and an 

hourglass-like timer in P. marinus in the absence of light/dark cycle.  
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Throughout the course of day and night, KaiC, the central clock component, 

synchronizes with environmental signals and undergoes a phosphorylation and 

dephosphorylation cycle (Figure 5.2) (Nishiwaki et al., 2000; Nishiwaki et al., 2004; Nishiwaki 

et al., 2012). At dawn, unphosphorylated KaiC has a loose and unstacked structure, exposing 

A-Loops where KaiA can bind as the morning progresses (Kim et al., 2008). Throughout the 

day, KaiA stimulates KaiC autokinase activity and thus, threonine and serine become 

phosphorylated. By dusk, both threonine and serine residues of KaiC are fully phosphorylated 

and KaiC becomes stiff and stacked, which hides the binding site for KaiA and exposes a B-

Loop that constitutes a binding site for KaiB. As the night progresses, KaiA can no longer bind 

to KaiC and get sequestered by KaiB, subsequently activating the KaiC autophosphatase 

(Kitayama et al., 2003; Chang et al., 2012; Tseng et al., 2014). The dephosphorylated threonine 

and serine residues induce KaiC to return to its unphosphorylated state with exposed A-loops 

(Nishiwaki et al., 2012). The Kai oscillator interacts with circadian output components that 

subsequently controls physiological processes, such as photosynthesis, glycogen metabolism, 

and cell division. In S. elongatus, these output components include the histidine kinase SasA, 

its cognate response regulator RpaA, and the phosphatase CikA (Iwasaki et al., 2000; TaKai et 

al., 2006). During the day, SasA binds to the phosphorylated KaiC protein, induces its 

autophosphorylation and transfers its phosphate group to RpaA, which induces phosphorylated 

RpaA to accumulate (Iwasaki et al., 2000; TaKai et al., 2006). At dusk, KaiB competes with 

SasA for binding with KaiC and, as the night progresses, KaiB sequesters KaiA and attracts 

CikA (Tseng et al., 2014). CikA binds to the KaiBC, thus forming a complex that acts as a 

phosphatase that dephosphorylates RpaA (Chang et al., 2015). By the end of the night, the RpaA 

phosphorylation level is very low. Therefore, the interaction of SasA and CikA with the Kai 

oscillator creates a phosphorylation cycle of RpaA that peaks at dusk (Markson et al., 2013). In 

its phosphorylated form, RpaA acts as a transcription factor that activates the transcription of 
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KaiBC genes and Class I genes and represses Class II genes (Markson et al., 2013). On the 

other hand, non-phosphorylated RpaA activates Class II genes and represses Class I genes. 

RpaB inhibits RpaA phosphorylation and represses KaiBC and Class I genes (Kappell & 

Waasbergen, 2007; Espinosa et al., 2015).  

Interestingly, the KaiABC clock mechanism of S. elongatus PCC 7942 is not 

generalized in Cyanobacteria. Indeed, the globally distributed marine Prochlorococcus harbors 

a simplified clock mechanism that lacks KaiA and where KaiC compensates with an enhanced 

autophosphorylation activity (Figure 5.2) (Axmann et al., 2009). In addition, Prochlorococcus 

marinus MED4 is missing the output component CikA. The clock depends on the KaiBC 

complex formation, which allows SasA to bind with KaiB and induces RpaA phosphorylation 

(Axmann et al., 2009). Phosphorylated RpaA binds to the KaiBC promoter and regulates its 

transcription, which controls the clock expression. Although the reduced KaiBC-system in 

Prochlorococcus provides genome-wide expression rhythms (Zinser et al., 2009), it differs 

from the circadian clock of S. elongatus in that it cannot maintain oscillation in the absence of 

external signals (Holtzendorff et al., 2008). Therefore, the Prochlorococcus clock rather works 

as an hourglass, requiring daily signals to reset the cycle (Mullineaux & Stanewsky, 2009). 

Prochlorococcus could benefit from the reduced KaiBC-system in its habitat – the near-

equatorial oceans – where a free-running clock may not be essential because of the high 

regularity of diel conditions (Axmann et al., 2009). In contrast, Synechococcus elongatus is 

found at higher longitude, where the seasonality and environment can often disturb the 

regularity of the signals which could make a clock system with stable rhythm indispensable. 

This hypothesis is reinforced by recent numerical simulations using a stochastic modeling 

approach that showed that an hourglass-like system outperforms a free-running clock in small 

organisms evolving in stable environment, which is the case of Prochlorococcus that is smaller 

by an order of magnitude than Synechococcus (Chew et al., 2018). The evolution of clock 
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systems in Cyanobacteria could expand our perspective away from the specific free-running 

clock system of Synechococcus elongatus and lead us to focus more on environmentally driven 

time-keeping systems in Prokaryotes (Chew et al., 2018). 

4. Distribution of the Kai proteins 

Computational analyses helped to unravel the origins and the evolutionary paths of the 

Kai proteins within Prokaryotes (Dvornyk et al., 2003; Loza-Correa et al., 2010; Schmelling et 

al., 2017). Using the Kai protein sequences from Synechococcus elongatus PCC 7942 as a 

template for sequence alignment-based discovery, bioinformatical analyses revealed that the 

Kai proteins are not restricted to Cyanobacteria but instead are rather widespread in 

Prokaryotes. From an evolutionary perspective, KaiC is the oldest Kai protein, and its homologs 

are found in both archaea and bacteria (Figure 5.3a). Dvornyk and co-workers suggested that 

the predecessor of KaiC (pKaiC) was present in the Last Universal Common Ancestor (LUCA) 

about 3,800 million years ago (Mya) (Dvornyk et al., 2003). During the next 300 Mya, pKaiC 

duplicated and subsequently fusion to form a double-domain structure that is essential for the 

functioning of the circadian oscillation. It was hypothesized that the single-domain version of 

kaiC gene was horizontally transferred from Bacteria to Archaea where kaiC subsequently 

duplicated and fusion (Dvornyk et al., 2003). Multiple lateral transfers of the kaiC genes within 

and between major bacterial clades are thought to be one of the major factors shaping their 

evolution. The origin of KaiB is estimated between ~ 3,500 and 2,320 Mya, which coincides to 

the beginning of “the age of Cyanobacteria” (Figure 5.3a). When Cyanobacteria started to 

produce oxygen and thus replaced the reducing geochemical environment on Earth, biological 

clocks could have stated significant adaptative advantages as they provide anticipative control 

on a wide variety of vital metabolic cycles (Dvornyk et al., 2003). KaiA, however, the youngest 
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evolutionarily component of the free-running cyanobacterial pacemaker, occurs in 

Cyanobacteria about 1,000 Mya (Figure 5.3a).  

 

 

Figure 5.3: Schematic view of the distribution of Kai protein homologs in Prokaryotes. a: Kai 

evolutionary events were adapted from Dvornyk et al., 2003. b: Tree branches and Kai evolutionary 

paths are not on scale and do not reflect the evolution of kai genes in Prokaryotes but illustrate the 

distribution of current Kai protein homologs carriers in Archaea and Bacteria. The number of unique 

species carrying KaiC homologs alone or with KaiB and/or KaiA are represented for archaea, and 

bacteria. For clarity purpose, bacterial phyla were not display with the exception of Cyanobacteria. 
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In this review, we used a bioinformatic approach to search for all the prokaryotic KaiA, 

KaiB and KaiC protein sequences and update the list of archaeal and bacterial species harboring 

Kai homologs (Appendix F). In combination with the increasing number of sequence data, 

reaching more than 200,000 bacterial and archaeal complete or draft genomes in 2020 (Zhang 

et al., 2020), we identified Kai protein homologs in 186 archaeal and 2,824 bacterial 

species/strains among the protein sequences available on UniProt in October 2020 (Table 5.1). 

Briefly, we retrieved all known KaiA, KaiB and KaiC protein sequences from UniProt 

(December 2020), which resulted in 114, 695 and 1,531 protein sequences, respectively. Then, 

we performed sequence clustering with CD-HIT v. 4.8.1 (Fu et al., 2012) for KaiA, KaiB and 

KaiC sequences (cutoff = 70%) obtaining 31, 105, and 420 protein sequence clusters, 

respectively. We determined the most representative sequences for all clusters using Diamond 

v. 2.0.4 (Buchfink et al., 2015) (coverage > 80%, e-value < 1e-5) and subsequently queried 

them against the entire UniProt database and we obtained 375, 166,266 and 90,852 sequences. 

As relatively low stringency was used, false positive matches are not excluded. Therefore, after 

the removal of duplicate sequences, an InterProScan Pfam search v. 5.47-82.0 was performed 

on all non-redundant potential KaiA, KaiB and KaiC protein homolog sequences. Only the 

protein sequences containing the kai functional protein family patterns (KaiA: PF07688, KaiB: 

PF07689, KaiC: PF06745) and registered as a circadian clock component (protein name) were 

kept for downstream analysis. This resulted in 374 KaiA, 1,127 KaiB and 4,282 KaiC protein 

homolog sequences, distributed across 374, 1,127, and 2,825 unique species, respectively. In 

the light of current genetic information available nowadays, further analyses of Kai carrier 

phylogeny should be performed to verify the hypotheses of the evolution of the Kai clock 

components and determine the role of horizontal gene transfer in their current taxonomic 

distribution (Dvornyk et al., 2003). 
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Although Kai protein homologs are present in a broad diversity of prokaryotic phyla, 

they are not distributed equally (Table 5.1). KaiC, the most essential and the oldest of the three 

Kai proteins is found in its functional double-domain version in 184 and 2,621 archaea and 

bacteria species, respectively. KaiB is observed in 24 archaeal and 1,103 bacterial species. KaiA 

is almost exclusively present in Cyanobacteria (373 species) and in one representative of 

Planctomycetes and Actinobacteria. Interestingly, KaiBC is represented in 22 and 677 species 

of archaea and bacteria, respectively (Figure 5.3). In Archaea, KaiBC carriers are almost 

exclusively Euryarchaeota, while in bacteria, they are distributed across 21 phyla which 

included both photosynthetic and non-photosynthetic microorganisms. Given the fact that a 

functional KaiBC timer exist in Prochlorococcus, it could be speculated that similar time-

keeping mechanisms may be widespread in Prokaryotes. 

While KaiABC was thought to be exclusively present in Cyanobacteria, the fact that 

KaiA homologs were detected in Planctomycetes and Actinobacteria worth further analyses. 

Sequence similarity analysis using Clustal 2.1 revealed that both sequences share almost 70% 

of similarity but only about 40% with the S. elongatus version of KaiA. These findings suggest 

that KaiABC-based clock oscillator might exist beyond Cyanobacteria. Complementary 

observations were recently reported by Köbler and colleagues who identified the gene Sll0485 

gene in Synechocystis sp. PCC 6803 as kaiA-like gene that is thought to interact with KaiB3 

and KaiC3 in a peripheric kai system involved in the fine-tuning of the core clock oscillator 

KaiA1B1C1 (Köbler et al., 2021). Orthologs of Sll0485 were identified in cyanobacterial 

species and in non-cyanobacterial species such as Bradyrhizobium, Chloroherpeton, 

Chloroflexus, Rhodospirillum, and Roseiflexus (Köbler et al., 2021). Further bioinformatical 

analysis on kaiA and kaiA-like genes would undoubtedly provide additional information on the 

distribution of potential KaiABC-like clock oscillators in Prokaryotes.  
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Table 5.1: Taxonomic distribution of Kai protein homologs in Archaea and Bacteria at phylum level. 

The numbers represent the unique species where at least one copy of one homolog was observed. For 

KaiC, only the protein homologs with at least two KaiC functional domains were considered.  

 

5. Towards the discovery of new prokaryotic clock systems 

Over the past decades, studies revealed diel rhythmic activities beyond the well-studied 

Cyanobacteria among other prokaryotes such as extremophilic archaea, anoxygenic 

photosynthetic and heterotrophic bacteria. Here, we summarize the key findings and, based on 

our updated bioinformatical analyses of the screening of the Kai proteins, we open new 
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perspectives on prokaryotic time-keeping mechanisms. These candidates include anoxygenic 

photosynthetic bacteria, methanotrophic bacteria, methanogen archaea, sulfate-reducing 

bacteria, and diverse plant- and animal-associated bacteria (Figure 5.4). 

 

 

Figure 5.4: Taxonomic distribution of KaiBC carriers at family level. (a):  anoxygenic photosynthetic 

green and purple bacteria (S: sulfur bacteria, NS: non-sulfur bacteria), (b): methanotrophic bacteria and 

methanotroph archaea, (c): sulfate reducing bacteria, (d): plant-growth promoting bacteria (PGPRs). The 

numbers represent the unique species where KaiB and KaiC homologs were observed. 

 

We identified a total of 69 species of anoxygenic photosynthetic bacteria that possess 

KaiBC homolog proteins (Figure 5.4). Community-wide diel rhythms in anoxygenic 

photosynthetic bacterial communities were reported in numerous environmental studies and 

showed diel patterns in metabolic activity, diversity, or spatio-temporal distribution (van 

Gemerden et al., 1985; Garcia-Pichel et al., 1994; Fourçans et al., 2006; Fecskeová et al., 2019, 

Piwosz et al., 2020). Though little experimental evidence at species level is available, diel 
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rhythmic activity was observed in three anoxygenic photosynthetic purple bacteria: 

Rhodobacter sphaeroides (Min et al., 2005), Rhodospirillum rubrum (Van Praag et al., 2000), 

and Rhodopseudomonas palustris (Ma et al., 2016). In a 24h-cyclic environment, 

Rhodopseudomonas exhibits KaiC-dependent fitness enhancement in rhythmic environments 

but not under constant conditions (Ma et al., 2016). Although the rhythms evidenced in these 

purple bacteria do not strictly meet all the criteria of a bona fide circadian clock, it was 

suggested that Rhodopseudomonas palustris could harbor an ancestral endogenous circadian 

program, based on a KaiBC oscillator, that would include some of the canonical properties of 

the circadian clocks (Ma et al., 2016). We suggest further investigation based on our 

bioinformatic analysis in the purple-sulfur bacteria Chromatiaceae, the purple non-sulfur 

bacteria Comamonadaceae, and the green non-sulfur phototrophic Chloroflexi families, as they 

include several species harboring the KaiBC protein homologs and were previously associated 

with diel dynamics in their natural environment (Klatt et al., 2013; van Gemerden et al., 1985; 

Shahraki et al., 2021). 

The circadian cycle was previously investigated in extremophilic archaea and revealed 

rhythmic activity and a potential clock mechanism based on the Kai proteins. For instance, the 

halophilic genus Halobacterium exhibit light-dark entrained daily transcription but not 

sustained oscillations under constant conditions (Whitehead et al., 2009). It was hypothesized 

that simpler timing system solely driven by KaiC could exist in the halophilic Haloferax 

volcanii (Maniscalco et al. 2014). Moreover, phosphorylation assays with KaiC homologs of 

the hyperthermophilic Thermococcus litoralis and Pyrococcus horikoshii have shown a 

conserved kinase activity (Schmelling et al. 2017). Here, we significantly broadened the list of 

potential clock-controlled archaea as we evidenced KaiBC homolog proteins in 22 species of 

methanogen archaea and two capable of denitrifying anaerobic methane oxidation (DAMO) 

(Figure 5.4). We also observed eighteen sulfate-reducing bacteria species/strains carrying 
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KaiBC homolog proteins (Figure 5.4). Methanogenic archaea and sulfate reducing bacteria are 

worthy of attention as they were previously associated with diel rhythmic activity in their 

natural environment, where they play an important role in methane and sulfur cycles 

(Jørgensen, 1994; Steppe & Paerl, 2002; Fourçans et al., 2007; Louyakis et al., 2017). An 

environmental metatranscriptomic study revealed that methanogenesis transcripts from 

methylotrophic methanogen archaea exhibited diel oscillations in thrombolite (Louyakis et al., 

2017). In addition, diurnal oscillations of methane production were reported in diverse wetlands 

such as fens, mire, or peat bog where they are often associated with sulfate reducing bacteria 

(Mikkelä et al., 1995; Henneberger et al., 2017). 

Deciphering how prokaryotes and eukaryotes are temporally embedded is crucial in the 

transition toward more holistic and sustainable medical and agricultural models. In this review, 

we evidenced 29 plant growth-promoting rhizobacteria that harbor KaiBC protein homologs 

(Figure 5.4). These bacteria were mainly represented by the genera Bradyrhizobium and 

Rhizobium. Both are essential to leguminous plants as they form nodules on their root hair and 

perform nitrogen fixation, which further promote plant development (Sessitsch et al., 2002). 

The circadian clock was shown to alter up to 30% of the plant transcriptome including diel 

carbon fluxes (Michael et al., 2008). Consequently, the plant diel rhythmicity influences the 

rhizosphere community structure and function (Staley et al., 2017; Hubbard et al., 2018). 

Unraveling how rhizobacteria anticipate diel variations promoted by plant physiology would 

be of agroecological interest as the plant fitness and biomass strongly rely on optimal 

plant/rhizobacteria bidirectional interactions (Pérez-Jaramillo et al., 2016; Hubbard et al., 

2018). Although there is so far no evidence of rhythmic activity of rhizobacteria, the soil 

bacteria Bacillus subtilis was shown to display temperature-compensated free-running ~ 24h 

oscillations upon release to constant dark and temperature conditions (Eelderink-Chen et al., 

2021). Interestingly, this bacterial species does not harbor any Kai protein homologs. A similar 
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case was observed in the gastrointestinal bacterium Klebsiella aerogenes that displayed an 

endogenously generated, temperature-compensated circadian rhythm in swarming motility 

(Paulose et al., 2019). Thus, it remains essential to elucidate if the other prokaryotes associated 

with animal and plants displaying circadian rhythms would rely on the Kai-based system. 

Alternatively, it is worth noting that other molecules are strong candidates for circadian 

pacemaker: peroxiredoxin proteins are found in almost all organisms and have circadian 

rhythms of their redox state persisting even in the absence of clock rhythmicity in 

photosynthetic organisms such as Cyanobacteria (Edgar et al., 2012). 

6. Conclusion 

Life experiences diel cycles since its earliest stages and time-keeping mechanisms 

emerged as one of the most outstanding adaptations to these perpetual environmental 

fluctuations. Although only few bacterial species are known to possess an effective molecular 

circadian clock, evidence of widespread prokaryotic timing system accumulates. These new 

clocks might share the canonical properties of circadian clock or rather work differently 

depending on the evolutionary path, the internal properties of the microorganisms, or the 

specificities of their environment. Prokaryotes are often embedded in complex communities 

and mutually dependent on well-defined clock-controlled organisms. Therefore, future 

chronobiology studies should carefully design their experiments when using new clock 

candidates as growth conditions likely shape the time-keeping mechanisms.  
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Chapter 6: Diel proteome and circadian genes 

regulation in Rhodospirillum rubrum 

Diel cycle proteomic in the purple bacterium Rhodospirillum 

rubrum  

Géron, A., Decroo C., Matallana-Surget, S & Wattiez, R (In preparation) 

Abstract 

Circadian clocks exist in all domains of Life, including the photosynthetic 

Cyanobacteria. Recent studies have shown evidence of rhythmic activities coupled with the 

presence of putative circadian clock genes in other prokaryotes, such as purple bacteria. So far, 

rhythmic activities potentially linked to a circadian clock were reported in three species of 

purple non-sulfur bacteria, including Rhodospirillum rubrum, a remarkable microorganism for 

its use in fuel and plastic bioproduction. However, little is known on the impact of light and 

dark cycle on its protein and putative circadian clock gene expression. Here we reported for the 

first time the proteome regulation of R. rubrum grown under continuous light versus light and 

dark cycle conditions by using a shotgun proteomic analysis. In addition, we measured the 

impact of light regimes on the expression of the four putative circadian clock genes (Kai) at the 

transcriptional and translational using RT-qPCR and target proteomic, respectively. Data 

showed that light conditions impacted the whole proteome regulation, especially in the early 

growth stages. Specific functions were found to be regulated depending on the light or dark 

period is biological processes such as the energy conversion pathways and general stress 

response. In addition, the four Kai genes were found to be differentially regulated depending 

on light conditions at both the mRNA and the protein levels. Deciphering the diel cycle impact 

on purple bacteria will greatly contribute to better understand their ecology, to optimize their 

use in biotechnology, and to shed light on the origin and evolution of prokaryotic clock 

mechanisms. 
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1. Introduction 

Circadian clocks are endogenous biological mechanisms that synchronize a wide array 

of biological processes oscillating with the diel cycle (Saini et al., 2019). While they are 

ubiquitous in Eukaryotes, they were only characterized in the oxygenic photosynthetic bacteria 

(i.e., Cyanobacteria) in Prokaryotes (Huang et al., 1990; Chen et al., 1991). The circadian clock 

of Synechococcus elongatus – the model organism in the study of the cyanobacterial circadian 

clock – is based on the Kai proteins (i.e., KaiA, KaiB, and KaiC) that form a core oscillator 

synchronizing with environmental signals and controlling gene expression (Kondo, 2007; 

Markson et al., 2013). For more detailed reviews on the KaiABC oscillator functioning and its 

regulatory network, see Cohen & Golden et al., 2015; Swan et al., 2018; Snijder & Axmann, 

2019). 

The composition and the functioning of Kai systems in Cyanobacteria strongly vary but 

are less documented (Schmelling et al., 2017). For instance, the globally distributed marine 

Prochlorococcus marinus has a simplified clock mechanism that lacks KaiA (Axmann et al., 

2009). In contrast, Synechocystis sp. PCC 6803 encodes multiple Kai proteins, which are 

suggested to be involved in the finetuning of the core oscillator (Aoki & Onai, 2009; Kanesaki 

et al., 2012; Wiegard et al., 2020; Köbler et al., 2021). Importantly, the occurrence of Kai 

proteins is not restricted to Cyanobacteria. In fact, bioinformatical analyses revealed that 

homologs of the Kai proteins are widespread in Prokaryotes and present in purple-bacteria 

(Dvornyk et al., 2003; Loza-Correa et al., 2010; Schmelling et al., 2017). Rhythmic activities 

of in purple non-sulfur bacteria harboring Kai homologs was reported in three species: 

Rhodopseudomonas palustris (Ma et al., 2016), Rhodobacter sphaeroides (Min et al., 2005), 

and Rhodospirillum rubrum (Van Praag et al., 2000). Purple non-sulfur bacteria display high 
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metabolic versatility and are used in broad biotechnological applications including 

bioproduction, biofertilization, or wastewater treatment) (De Meur et al., 2020). 

In this study we investigated the diel cycle response of the purple non-sulfur and 

nitrogen fixating Rhodospirillum rubrum ATCC 11170 (hereafter Rhodospirillum rubrum). R. 

rubrum has a highly versatile metabolism, and it is capable of photoautotrophic and 

heterotrophic growth (McEwan, 1994). This makes this bacterium particularly interesting for 

biotechnological applications such as bioplastic and hydrogen fuel production (Bayon-Vincente 

et al., 2020; Rodríguez et al., 2021). R. rubrum possesses two homologs of the circadian clock 

kaiB and kaiC genes and one potential homolog of one of the gene kaiA of Synechocystis sp. 

PCC 6803 (Köbler et al., 2021). Interestingly, rhythmic activity of the uptake hydrogenase 

(Hup), an enzyme involved in the consumption of H2, was reported using an enzyme assay (Van 

Praag et al., 2000). The authors suggested that the rhythmic hydrogenase activity could be 

involved in a mechanism coordinating the energy metabolism in R. rubrum. However, 

information is still missing about the general response and the expression of Kai genes of R. 

rubrum under diel cycle. 

Here, we performed the most exhaustive molecular study of the impact of light regimes 

on the proteome and Kai genes expression in R. rubrum.  Cultures of R. rubrum were grown a 

phytotron under continuous light exposure (LL) and 12h/12h light and dark cycle (LD). The 

whole proteome fluctuations were measured using shotgun proteomics by Sequential Window 

Acquisition of All Theoretical Mass Spectra (SWATH-MS) analysis. In addition, we quantified 

the expression regulation of the two kaiB and kaiC gene homologs at both the transcriptional 

and translational levels, using Reverse Transcription quantitative Polymerase Chain Reaction 

(RT-qPCR) and Multiple Reaction Monitoring (MRM-MS). 
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2. Materials and methods 

2.1. Bacterial culture conditions and sampling 

In this study, R. rubrum was grown in two independent experiences for downstream RT-

qPCR and proteomics analyses, respectively (Figure 6.1). In both experiences, R. rubrum was 

plated on supplemented malate-ammonium medium (SMN) (Fitzmaurice et al., 1989) agar petri 

dishes at 30°C in complete darkness. Then, single colony forming unit were inoculated in tubes 

filled with 15ml of SMN liquid medium and pre-cultured at 25°C, under aerobic conditions and 

shaken at 150 rpm. For each experience, pre-cultures were grown under two different light 

conditions: (i) continuously light exposure (LL) and (ii) 12/12h light and dark cycle (LD). After 

72h, LL and LD pre-cultures with similar optical density (2.1 ± 0.1 at 680nm) were selected 

and 35µl were inoculated in 150ml of SMN liquid medium (n=3). The culture flasks were 

exposed to similar light, temperature, and shaking conditions as the pre-culture. Every 8 hours, 

6ml of bacterial culture were sampled in each flask, from the end of the lag phase (~ 40h) until 

the beginning of the stationary phase (~96h). Samples were collected at 04:00 pm (i.e., 48h 

after the start of the experiment), 00:00 am (i.e., 56h), 08:00 am (i.e., 64h), 04:00 pm (i.e., 72h), 

00:00 am (i.e., 80h), 08:00 am (i.e., 88h), and 04:00 pm (i.e., 96h). In total, 7 samples were 

collected per replicate and per light condition. In the LD condition, light was switched off from 

08:00 pm to 08:00 am. The optical density was measured immediately after sampling by 

spectrophotometry (680nm). Cells were harvested by centrifugation (16,000 × g, 4°C). Cell 

pellets were washed twice with BupH TM PBS solution (Thermo Fisher Scientific, 

Massachusetts, United-States) and stored at -20°C for downstream RT-qPCR and proteomics 

analyses. 
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2.2. Protein and RNA isolation 

For the RT-qPCR experiment, total RNA was extracted using the RNeasy Protect 

Bacteria Mini Kit (50) (Qiagen, Hilden, Germany) following fabricant instruction. RNA 

concentration was measured using a Nanodrop spectrophotometer (Appendix G). The Reverse 

Transcriptase Core Kit (300) (Eurogentec, Seraing, Belgium) was used following fabricant 

instruction to generate complementary DNA (cDNA) from the RNA templates. Briefly, RNA 

template (15ng/µl) was mixed with random nonamers (2.5 µM), dNTP (500µM of each dNTP), 

MgCL2 (5 mM), EuroScript RT (1.25 U/µl), RNAse inhibitor (0.4 U/µl), RNase free water and 

reaction buffer. The reverse transcription was performed in a Real-Time thermocycler with an 

initial step of 10min at 25°C, followed by a revers transcription step of 30min at 48°C and 

finally, with inactivation of the RT enzyme during 5min at 95°C. cDNA was stored at 4°C until 

qPCR analyses.  

For the proteomic analyses, proteins were extracted using extraction buffer 

(guanidinium hydrochloride 6M; K2HPO4 50mM) and ultrasonication (4°C, 3 × 10 s, 

amplitude: 20%, IKA U50 sonicator (Staufen, Germany)). The protein content of the 

supernatant was evaluated using the Bradford assay (Bradford, 1976) with bovine gamma 

globulin as standard. Then, a total of 50 μg of the proteins was reduced with 1.5-dithioerythritol 

(DTE), alkylated with iodoacetamide (IAA), and precipitated overnight using acetone at -20°C. 

Next, the protein pellets were solubilized using 50 mM ammonium bicarbonate containing 1μg 

of trypsin and incubated overnight at 37°C. Digestion was stopped by adding 0.5% formic acid 

in water (vol/vol [0.1% final concentration]). After the digestion, the peptides were quantified 

using the kit Pierce ™ Quantitative Colorimetric Peptide Assay (Thermo Fisher Scientific, 

Massachusetts, United-States). Peptides were stored at -20°C for downstream proteomics 

analyses. 
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Figure 6.1: Workflow to study the diel cycle impact in R. rubrum.  
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2.3. RT-qPCR analyses 

cDNA was further used as template for qPCR assay using the Takyon™ Rox SYBR 

Core Kit blue dTTP (1250) (Eurogentec, Seraing, Belgium). The primers used for qPCR assay 

were targeting the Rru_A2542 (hereafter kaiC1), Rru_A2543 (hereafter kaiB1), Rru_A3294 

(hereafter kaiB2), and Rru_A3295 (hereafter kaiC2) reverse transcripts of R. rubrum (Table 

6.1). The physicochemical properties of each pair of primers were checked using the 

ThermoFisher Scientific Multiple Primer Analyzer tool (Breslauer et al., 1986). Their 

specificity was checked using SnapGene Viewer 4.2.11 (Dotmatics, Bishop’s Stortford, UK) 

and using classic PCR of pure culture of R. rubrum. A StepOnePlus Real-Time PCR System 

(Thermo Fisher Scientist) was used for the quantification. The relative concentration of Kai was 

calculated as the ratio of their expression and that of the 16S rRNA using universal primers 

518R and 341F (Table 6.1) according to Pfaffl et al., 2002 (1). Results were presented as a 

relative expression ratio of the targeted gene (kaiB1, kaiC1, kaiB2, or kaiC2) genes versus a 

reference gene (16SrRNA) for each sample time, in comparison with the expression at T0 (i.e., 

48h).  

Ratio = (Etarget)
ΔCP target (T0 – Tx) / (Eref)

ΔCP ref (T0 – Tx)                                     (1) 

where E is the PCR efficiency calculated as defined in Ramakers et al., 2003 and CP is 

the crossing point of the amplification curve with the threshold. 

Table 6.1: Primer sequences targeting kai gene homologs in R. rubrum. 
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qPCR reactions were performed for each DNA sample (n=3) and targeted gene 

combination using the SYBR TM Green master mix (Applied Biosystems TM, Waltham, 

Massachusetts, USA). Each qPCR consisted in a serial of dilution (2.5, 1.2, 0.6 and 0.3 ng/µL) 

of cDNA template and qPCR mix following fabricant instruction. After an initial denaturation 

step at 94°C during 10 min, 40 cycles of 15 sec at 95°C, 30 sec at 60°C and 30 sec at 72°C were 

performed followed by a final denaturation step (60 to 90°C, +0.3°C/min). 

2.4. Proteomic analysis 

Protein identification and quantification were performed according to a label-free 

strategy on a UHPLC HRMS platform (Eksigent 2D Ultra-AB Sciex TripleTOF 6600+). For 

each sample, the peptides were separated in a 15-cm C18 column (YMCC18) using a linear 

acetonitrile gradient (5 to 35% [vol/vol] in 75 min) in water containing 0.1% (vol/vol) formic 

acid at a flow rate of 5µl min−1. For protein identification, data were acquired in a data-

dependent acquisition mode (DDA) for 4µg peptides on column. Mass spectra (MS) were 

acquired over the range of 400-1,250 m/z in high-resolution mode (resolution > 35,000), with 

a 250 msec accumulation time. MS/MS spectra were acquired over the range of 100-1,500 m/z. 

The precursor selection parameters were as follows: intensity threshold, 100 cps; maximum 

precursors per cycle, 90; accumulation time, 25 msec; and exclusion time after two spectra, 15 

sec. These parameters lead to a duty cycle of 4 sec per cycle to ensure that high quality extracted 

ion chromatograms (XICs) were obtained for peptide quantification. ProteinPilot Software 

(v5.0.1 – ABSciex, United States) was used to perform database searches against the UniProt 

database, restricted to Rhodospirillum rubrum ATCC 11170 entries. The search parameters 

included differential amino acid mass shifts for carbamidomethyl cysteine, all biological 

modifications, missed trypsin cleavage sites.  
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For whole proteins relative quantitation analyses, the instrument was set in SWATH 

mode. Briefly, 100 incremental steps were defined as windows of variable m/z values over a 

400–1250 m/z mass range. The MS/MS working time for each window was 50 msec, leading 

to a duty cycle of 5 sec per cycle. The ion chromatogram of the top six fragments of each peptide 

was extracted, and their area under the curve was integrated. PeakView® software (version 

2.1.0.11041, ABSciex, United States) was used for the SWATH processing of all proteins 

identified considering an FDR below 1% (as determined by ProteinPilot). The retention time 

(RT) was recalibrated automatically with PepCalMix standard (ABSciex, United States) with 

retention times in the range of 20–85 min. Intensity of peptides were individually normalized 

based on a summed area of all peptides for each sample. Only proteins quantified with a 

minimum of 2 peptides were considered. A non-supervised Pareto-PCA analysis was performed 

according to the area of protein curve to discriminate comparative groups (MarkerViewTM 

MarkerView™ 1.2.1 ABSciex, United States). For proteome comparisons, only fold change 

higher than 1.5 (up-regulated in LL compared to LD) or lower than 0.66 (down-regulated in LL 

compared to LD) and having a p-value lower than 0.05 were further considered. Each 

differentially abundant protein’s function was checked manually consulting research articles, 

Uniprot and NCBI data base. 

The MRM analyses were performed using a QTRAP 6500+ instrument (SCIEX) fitted 

with an electrospray ionization source (150 °C, 4500V). Transition selection and MRM method 

optimization using the Skyline software (20.2.0.343 MacCoss Lab) on protein extracted from 

R. rubrum grown under light and dark cycle. The best transitions (y or b ions) were chosen for 

each peptide and at least two peptides were analyzed for each protein. Peptides were separated 

on a C18-reversed phase column (YMC TriArt C18, 0.3mm, 150 mm) and eluted using a 

gradient of 5–35% acetonitrile with 0.1% formic acid over 20 min at a flow rate of 5 µl/min. 

MRM data were acquired in scheduled mode with two minutes retention time window and a 
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maximum cycle time of 1.5 sec. Skyline software (20.2.0.343 MacCoss Lab) was used for 

visual inspection of MRM data and area under the curve integration. Peak picking for each 

peptide was manually refined using the transition intensity ratio and retention time as leading 

parameters. The intensity of all transitions was summed up for each peptide. Protein abundance 

was obtained as the average of the Ln-transformed area under the curve of each target peptides 

detected in the three samples. 

3. Results and discussion 

3.1. Impact of light conditions on R. rubrum growth   

The impact of the light and dark cycle on growth was negligible in the lag phase and the 

early exponential phase (Figure 6.2). From 72h, the optical density was significantly higher 

under continuous light exposition and reached a final average maximum of 3.16 ± 0.07 (LL) 

and 2.69 ± 0.09 (LD) (p-value = 0.002) (Figure 6.2). R. rubrum is a facultative anaerobe 

capable of aerobic heterotrophic growth and anaerobic photosynthesis growth (McEwan, 1994). 

In this experimental setup, heterotrophic growth was clearly favored as R. rubrum was in oxic 

condition. However, the color of the cultures in both LL and LD conditions turned from whitish 

to reddish overtime, which suggests that photosynthesis was progressively activated (Takaichi, 

2009). 
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Figure 6.2: Growth curves of R. rubrum depending on light conditions. Growth curves were computed 

based on optical density (680nm). Light and dark phases in the LD condition are represented on the time 

axis in yellow and grey, respectively. Significative differences between LL and LD samples are shown 

with a * (p value ≤ 0.1) or ** (p value ≤ 0.05) and were calculated with a t-test. 

3.2. Proteomic analysis of R. rubrum under LD cycle 

For the first time, we presented the quantitative whole proteome analysis of the R. 

rubrum growth conducted over a 56-h time span under LL and LD conditions. A total of 1901 

unique proteins were identified, covering 50 % of the predicted R. rubrum proteome (3,835 

proteins). Non-supervised Pareto-PCA analysis revealed that the LL and LD proteomes were 

mainly grouped based on the growth stages: i) the lag phase proteomes (LL: 48h and 56h, LD: 

48h); ii) the early exponential phase proteomes (LL: 64h, LD: 56h and 64h); iii) the mid 

exponential phase proteomes (LL and LD: 72h); and iv) the late exponential phase proteomes 
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(LL and LD: 80h, 88h, and 96h) (Figure 6.3). An exception was observed in the earliest stages 

(groups 1 and 2), where the LL and LD 56h proteomes grouped differently, suggesting a 

differential proteome regulation between LL and LD cultures in the early exponential phase 

(Figure 6.3).  

 

Figure 6.3: Non-supervised Pareto-PCA analysis of R. rubrum proteomes under different light 

conditions. Scatter plot of the first two components PC1 (48.7%) and PC2 (8.0%). Orange filled and 

black outlined shapes correspond to LD proteomes. Yellow filled and orange outlined shapes correspond 

to LL proteomes. 

3.2.1. Cyclic protein regulation 

Next, we investigated the up- and downregulated proteins in LL compared to LD 

conditions for each sampling point. In total, 548 proteins were found to be significantly up- 

and/or downregulated at 1 out of 7 time points or more (Figure 6.4). The time point when the 

highest number of regulated proteins was observed was at 56h, with 97 and 149 up- and 

downregulated proteins, respectively (Figure 6.4). This was consistent with the PCA analysis 
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that showed high distance between LL 56h and LD 56h proteomes (Figure 6.3). LL 

downregulated proteins were also abundant over the late exponential phase (80h-96h), meaning 

that under LD condition, those functions were upregulated (Figure 6.4). To facilitate the 

interpretation of the protein regulation, we sorted them into protein regulation profiles 

(Appendix H). Most of the proteins (i.e., 411) were up- or downregulated punctually (at one 

single time point) and only 20 proteins were found to show a cyclic regulation profile (strictly 

up or down regulated over two consecutive light or dark time points). This might be due to the 

fact that protein abundance was measured over the bacterial growth when the proteome 

phenotype undergoes strong fluctuations independently on the light condition (Figure 6.3). 

Interestingly, we observed that numerous transcriptional regulatory proteins were 

differentially regulated depending on the light conditions, especially during the time points 

corresponding to dark phases in LD condition (Appendix I). These proteins were involved in 

various biological processes such as sugar catabolism, oxidant tolerance and virulence or even 

metal stress. Although information flows from DNA genes to mRNA transcripts to proteins 

(Crick, 1970), much remains to be solved regarding how modifications at each of the gene 

product level can affect downstream activity (Picard et al., 2009). This might have implications 

for the interpretation of the light and dark cycle impact of R. rubrum. Indeed, light-dark induced 

oscillations at the mRNA level are well established in clock-controlled Cyanobacteria such as 

Synechococcus or Prochlorococcus but significant discrepancies between the diel oscillations 

at mRNA and protein levels exist (Ito et al., 2009; Waldbauer et al., 2012; Guerreiro et al., 

2014). For instance, in S. elongatus, only 14% of its proteome display LD oscillation (Guerreiro 

et al., 2014), while 30% to 60% of the mRNA levels exhibited cyclic profiles (Ito et al., 2009; 

Vijayan et al., 2009). 
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3.2.2. Impact of light conditions on biological processes 

To estimate whether the differentially regulated proteins were biologically connected, 

we searched them in the STRING database (Mering et al., 2003) (Figure 6.4). Despite the 

satisfying proteome coverage obtained for R. rubrum, we observed that 114 of the regulated 

proteins were annotated as uncharacterized functions. These proteins were even found in the 

most regulated proteins in all proteomes and could be implicated in all kinds of biological 

processes discussed further.  

This analysis revealed that some of the up and down-regulated proteins formed networks 

with significantly more interactions than expected in a random set of proteins and displayed 

significative functional enrichments (Figure 6.4). These enrichments were observed during the 

corresponding dark phases in LD condition and during the late growth phase. At the beginning 

of the first dark phase (i.e., 56h), ribosomal proteins, and proteins involved in oxidative 

phosphorylation, protein export, and bacterial secretion system were enriched among LL up-

regulated proteins. At the end of the first dark phase (i.e., 64h), proteins involved in 

transcription repair and organic solvent tolerance were enriched among LL up-regulated 

proteins. In the late growth phase (i.e., 96h), ribosomal proteins and proteins involved in 

electron transfer activity were enriched among LL down-regulated proteins, while proteins 

involved in miss-match repair system were enriched among LL up-regulated proteins. These 

results suggest that under LL condition, R. rubrum faces higher stress inducing repair systems 

to be upregulated. On the other hand, under LD condition, R. rubrum might have lowered its 

metabolic activity (protein synthesis/export and oxidative phosphorylation) during the first dark 

period then increased it over the late growth phase. 
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Figure 6.4: Up- and downregulated proteins in LL condition compared to LD condition in R. rubrum. 

Network STRING analysis results have been illustrated for each up- and downregulated protein subsets. 

The absence of illustration means that no significative functional enrichment was identified. Light and 

dark phases in the LD condition are represented on the time axis in yellow and grey, respectively. 

 

Differential regulation of proteins involved in photosynthesis and oxygenic respiration 

were observed over time under different light treatments. In total, 34 proteins were found to be 

up/down regulated in LL compared to LD conditions (Appendix J). These proteins were 

involved in both the respiratory and the photochemical electron transport systems, the 

photosynthesis reaction center, the biosynthesis of bacteriochlorophyll, or the synthesis of ATP. 

While no clear distinct metabolic pattern was observed between LL and LD conditions, the 

proteins involved in the synthesis of light harvesting proteins were upregulated under LD 

condition in the early growth (i.e., 48h to 72h). Under LL condition, the proteins involved in 

anoxygenic respiration were overall upregulated in early growth and then downregulated in late 

growth under. Since the respiratory and the photochemical electron transport systems of R. 
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rubrum are associated (Thore et al., 1969), further investigation in strict photoautotrophic or 

heterotrophic growth conditions should better reflect the potential impact of diel cycle on the 

energetic metabolism regulation of R. rubrum. 

Stress related proteins were also differentially regulated between LL and LD grown R. 

rubrum cultures (Appendix K). The heat shock protein Hsp20, involved in the response to an 

array of stresses, including hyperthermia, oxygen radicals, or heavy metals (Maio, 1999), was 

overall upregulated in LD cultures. In contrast, the copper/zinc superoxide dismutase was found 

to be strongly up-regulated at 56h in LL condition (FC: 4.33, p-value = 0.04), which correlates 

with the strong upregulation of NADH ubiquinone oxidoreductase at the same time in LL (FC: 

4.85, p-value = 0.000095), which is a major source of reactive oxygen species (ROS) (Esterházy 

et al., 2008). Moreover, we observed LL upregulated transcription repair system (Figure 6.4), 

and a strong up-regulation of the SOS-response transcriptional repressor LexA in the LL 

cultures (FC (72h): 3.89, p-value = 0.006, FC (80h): 35.21, p-value = 0.00028). LexA is a DNA 

repair system repressor which is cleaved from DNA by RecA when DNA is damaged (Slilaty, 

1987; Neher, 2003). These results suggest that R. rubrum cultures maintained under LL 

condition are exposed to higher oxidative stress and light induced damages when compared to 

LD cycles (Bayon-Vincente, 2020).  

The nitrogen regulatory protein P-II was observed in one time point (i.e., 56h) and was 

strongly up-regulated in LD condition during the first dark phase (Appendix L). This 

observation refers to the only study presenting rhythmic activity of the uptake hydrogenase, 

which is involved in consumption of H2 produced by nitrogenase hydrogen (Van Praag et al., 

2000). Another small subset of proteins associated with virus defense mechanism (e.g., CRISPR 

system) or host integration factor were differentially regulated between LL and LD conditions 

(Appendix L). In the environment, viral infection was shown to follow a diel pattern and 

infection occurred during the night (Winter et al., 2004). We also observed four proteins 
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involved in motility (i.e., flagellin) that were upregulated during the dark periods as well as 

chemotaxis related proteins (Appendix L). Bacteria utilize motility and chemotaxis (i.e., 

regulation of motility towards chemical attractants and away from chemical repellents) for 

optimal growth (Berleman & Bauer, 2005). Interestingly, diel motility patterns have been 

observed at the environmental level (Grossart et al., 2001; Mitchell & Kogure, 2006). 

Additionally, in the gastrointestinal bacterium Klebsiella aerogenes, an endogenously 

generated, temperature-compensated circadian rhythm in swarming motility has been recently 

identified (Paulose et al., 2019). 

3.3. kai genes expression 

The four homologous circadian clock proteins, KaiB1, KaiB2, KaiC1 and KaiC2 were 

all detected in the SWATH analyses of R. rubrum. However, only KaiC1 and KaiC2 were found 

to be slightly differentially regulated at a single time point (i.e., 88h) (Appendix L). Therefore, 

we quantified the expression of the four kai gene homologs using RT-qPCR and targeted 

proteomic (Figures 6.5 and 6.6). Since measurements were done in samples that come from 

two different experiments (Figure 6.1), direct comparisons were limited. 

At the transcriptional level, the expression of kai mRNAs in R. rubrum cultures 

maintained under LL and LD conditions was strongly impacted by light condition and display 

important fluctuation in relative abundance (Figure 6.5). In LL condition, KaiB2 and KaiC2 

mRNAs were overexpressed and reached maximal abundances three and ten times higher than 

in LD, respectively. In contrast, kaiB1 and kaiC1 were twice more expressed in LD than in LL.  
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At the translational level, the expression of Kai proteins under LD condition showed 

less variability than under LL condition (Figure 6.6). Differences were mostly observed in the 

late growth phase when LL KaiC1, KaiB2, and KaiC2 proteins displayed higher intensity 

compared with LD. In contrast, the intensity of LL KaiB1 was higher than LD KaiB1 until 64h 

then remained similar.  

 

Figure 6.5: Evolution of the abundance of Kai proteins in R. rubrum depending on light conditions.  

Results were presented as a relative expression ratio of the targeted gene (kaiB1, kaiC1, kaiB2, or kaiC2) 

genes versus a reference gene (16SrRNA) for each sample time, in comparison with the expression at 

T0 (i.e., 48h). Light and dark phases in the LD condition are represented on the time axis in yellow and 

grey, respectively. Significative differences between LL and LD samples are shown with a * (p value ≤ 

0.1) or ** (p value ≤ 0.05) and were calculated with a t-test.  
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While the current data did not allow us to conclude on the rhythmic transcriptional or 

translational regulation of kai genes under light and dark periods, they showed that R. rubrum 

expresses these genes and that light conditions impact their expression at both mRNA and 

protein level. Although in S. elongatus, kaiB and kaiC genes show diel rhythmicity at both 

transcriptional and translational levels (Kitayama et al., 2003, Ito et al., 2009), the main 

regulation of the Kai oscillator occurs at the posttranslational level by phosphorylation and 

dephosphorylation cycle (Cohen & Golden, 2015). The role of Kai proteins in R. rubrum is still 

unknown and their function might perhaps be related with a timing system that yet remain to 

be identified. If we have a closer look at the position of kai genes in the genome of R. rubrum, 

we see that kaiB2 and kaiC2 are preceded by the gene Rru_A3293, recently identified as an 

ortholog of the kaiA3 gene in Synechocystis by Köbler and colleagues (Köbler et al., 2021). 

Further measurement of kai gene homologs transcriptional and translational expression should 

include Rru_A3293 for a better visualization of the clock components regulation. Additionally, 

phosphorylated peptide enrichment mass spectrometry analysis would be more pertinent to 

measure the regulation of the potential Kai oscillator. 

Finally, it is worth mentioning that both KaiBC1 and KaiBC2 gene clusters are followed 

by a histidine kinase protein containing a PAS domain, Rru_A2544 and Rru_A3296, 

respectively. In the purple non-sulfur bacteria Rhodobacter sphaeroides a similar protein was 

found near the N-terminal region of kaiBC gene operon. R. sphaeroides of gene expression 

controlled by oxygen (20.5h under aerobic conditions and 10.6-12.7h under anaerobic 

conditions). In R. sphaeroides, the histidine kinase protein was suggested to be involved in 

sensing oxygen and transducing redox signals to the central clock (Gonzalez et al., 1998; Min 

et al., 2005). Therefore, it is possible that the potential time-keeping mechanism of R. rubrum 

is regulated by other type of environmental factor than light, such as oxygen like in R. 

sphaeroides (Min et al., 2005). In their natural environment, purple bacteria are embedded 
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within complex communities including clock-controlled organisms such as Cyanobacteria, 

which rhythmically release of organic compounds over the course of the day (Hörnlein et al., 

2020). Primary production could be another major driver of the rhythmicity in purple bacteria 

(Piwosz et al., 2020). Further investigations should be conducted using light and other 

physicochemical parameters variation in order to clarify the role of the Kai proteins in 

Rhodospirillum rubrum.  

 

 

Figure 6.6: Evolution of the relative abundance of kai mRNAs in R. rubrum depending on light 

conditions. Light and dark phases in the LD condition are represented on the time axis in yellow and 

grey, respectively. Significative differences between LL and LD samples are shown with a * (p value ≤ 

0.1) or ** (p value ≤ 0.05) and were calculated with a t-test. 
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4. Conclusion 

Deciphering the diel cycle impact on purple bacteria will greatly contribute to 

understand their ecology, to optimize their use in biotechnology, and to shed light on the origin 

and evolution of prokaryotic clock mechanisms. Here, we reported for the first time a 

comprehensive molecular study of the impact of diel cycle in the photoheterotroph R. rubrum, 

previously reported as a potential candidate for circadian rhythm, harboring kai genes. We 

demonstrated that light conditions impacted protein expression, especially in the early growth 

stage. Numerous proteins involved in transcriptional regulation, energy conversion, stress 

response, and to a lesser extent, in motility, viral defense and chemotaxis were differently 

regulated in continuous light exposure compared to light and dark cycle. Light was also found 

to affect the expression of kai genes at both the transcriptional and translational levels, which 

may be involved in a time-keeping mechanism that yet remain to be elucidated. Further studies 

should measure the diel transcriptional cycle of R. rubrum during continuous culture in 

chemostat.  
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Chapter 7: General discussion 
 

1. Diel cycle and circadian clocks in Prokaryotes 

With the development of omics approaches, and more specifically the advances in 

environmental metatranscriptomic and metaproteomics, we are now able to expand our 

understanding of microbial community dynamics under fluctuating environmental parameters 

such as diel cycle (Matallana-Surget et al., 2018). In this thesis, we used the metaproteomic 

approaches to explore the diel functional rhythmicity of oligotrophic marine picoplanktonic 

communities (Chapter 4). In addition, we focused on the diel cycle response of the 

photoheterotrophic purple bacteria Rhodospirillum rubrum (Chapters 5 and 6). These studies 

provided complementarity information allowing to extend our understanding of the drivers of 

diel dynamics in complex microbial assemblages. 

1.1. Is light the main driver of diel rhythmic activity in heterotrophs? 

In their natural environment, marine surface bacteria are embedded within complex 

communities that includes primary producers and consumers (Worden et al., 2015). 

Cyanobacteria are major contributor to primary production and their physiological responses 

to diel cycle was extensively studied in laboratory. Cyanobacteria are known to exhibit diel 

cycles directly in response to solar radiations and possess circadian clock that control the 

expression of genes involved in photosynthesis, growth and cell division (Cohen & Golden, 

2015). In fact, their clock synchronizes their physiology with the diel cycle and allows them to 

be prepared when light is available (Bell-Pedersen et al., 2005). 

In this work, our metaproteomic analysis revealed a strong diel response of the 

cyanobacterial Synechococcales in the expression of proteins involved in energy conversion 
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processes such as photosynthesis (Chapter 4). This confirmed previous observation of diel 

oscillation of transcripts involved in light-driven processes (Poretsky et al., 2009; Gilbert et al., 

2010; Ottesen et al., 2014). Although the rhythmicity observed at the translational level was 

less important than that at the transcriptional level, it is coherent with laboratory-based 

observations. For instance, while Synechococcus exhibit 30% to 60% of diel cyclic mRNA (Ito 

et al., 2009; Vijayan et al., 2009), only 14% of its proteome is rhythmic under light and dark 

cycle (Guerreiro et al., 2014).  

The diel dynamics of photoautotrophs can have structural effects on the heterotrophic 

bacteria (Morimoto et al., 2020). In our diel metaproteomic study, we observed diel rhythmic 

abundance of different heterotrophic groups such as Pelagibacterales or Flavobacteriales in 

total protein abundance (Chapter 4). This could be a direct effect of the diel rhythmicity of 

Synechococcales. Indeed, the rhythmic release of organic matter by photoautotrophs is 

suggested to influence the expression of transcripts in heterotrophic organisms that can utilize 

them (Ottesen et al., 2014; Tsai et al., 2012; Aylward et al., 2015; Frischkorn, 2018; McCarren 

et al., 2010; Straub et al., 2011). In addition, the release of organic matter due to viral lysis and 

zooplanktonic predation also display a diel pattern, which can indirectly structure the 

heterotrophic community (Aylward et al., 2017; Kimura et al., 2012; Liu, et al., 2019; Welkie 

et al., 2019; Yoshida et al., 2018; Deng et al., 2020). Although we observed only few proteins 

involved in viral infection/defense in our diel metaproteomic study (Chapter 4), we detected 

more of them in our targeted study of R. rubrum (Chapter 6). Diel rhythmicity of viral infection 

of Cyanobacteria such as Prochlorococcus and Synechococcus is much more documented than 

for heterotrophic bacteria (Morimoto et al., 2020). As mentioned before, viruses play a crucial 

role in diel DOM dynamics (Aylward et al., 2017; Morimoto et al., 2019), which impacts 

heterotrophs composition and gene expression (Zhao et al., 2019; Fang et al., 2019).  
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In our targeted study of the diel response of R. rubrum, we also observed that 34 proteins 

involved in its energy metabolism (photosynthesis and oxidative phosphorylation) were 

differentially regulated depending on the light condition, although we were unable to detect any 

specific patterns (Chapter 6). This indicate that light might not be the sole driver of the diel 

rhythmic activity in purple bacteria. For example, in Rhodobacter sphaeroides, oxygen was 

found to control the period of circadian oscillations of gene expression (circadian under aerobic 

condition and ultradian under anaerobic conditions) (Min et al., 2005). In addition, the 

composition of the culture medium might also influence the rhythmic activity of heterotrophs. 

Here, R. rubrum was cultivated in nutrient rich culture medium, which could have dampened 

potential diel dynamics that could be driven by daily oscillation of nutrient concentration in 

natural conditions (Morimoto et al., 2020). Alternatively, further studies could cultivate R. 

rubrum in nutrient poor medium supplemented with daily nutrient inputs. Although it is 

challenging due to experimental limitations in laboratory, another interesting approach would 

be to perform diel cycle co-culture experiments combining a clock-controlled Cyanobacteria 

and potential clock-controlled photoheterotrophs and/or heterotrophs. These interspecies 

models have already provided valuable insights in the phytoplankton-bacterial interactions 

(Beliaev et al., 2014; Christie-Oleza et al., 2017; Becker et al., 2019). In both experimental 

designs, stable isotope substrates could be used as tracers to determine temporal patterns in 

metabolic activity within heterotrophs (i.e., axenic cultures supplemented with daily nutrient 

input) and between photoautotrophs and heterotrophs (i.e., in co-cultures to assess the impact 

of primary production on heterotrophs).    

1.2. New clock-controlled prokaryotes: how and where to look? 

Single-species physiological experimentation in Cyanobacteria provided valuable 

microbial physiology data that allowed the characterization of the sole known prokaryotic 
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circadian clock mechanism based on Kai proteins (Huang et al., 1990; Chen et al., 1991). In 

this work, we attempted to characterized new potential clock-controlled candidates based on 

the distribution of Kai homologs in both Archaea and Bacteria (Chapter 5). However, the 

presence of Kai proteins might not be the sole strategy to characterize new clock mechanisms 

in Prokaryotes. Indeed, circadian rhythms were recently evidenced in two species that do not 

possess Kai homologs: the gastrointestinal Klebsiella aerogenes (Paulose et al., 2019) and the 

rhizobacteria Bacillus subtilis (Eelderink-Chen et al., 2021). These two organisms are 

associated with clock-controlled organisms that might play a role in the expression of bacterial 

circadian rhythms (Paulose et al., 2019; Hörnlein et al., 2020; Eelderink-Chen et al., 2021). 

Although it remains to elucidate how non-Kai system might work, these observations reinforce 

the importance of combining top-down and bottom-up approaches when it comes to decipher 

new clock-controlled Prokaryotes (Röling and van Bodegom, 2014, Morimoto et al., 2020).  

1.3. Light-induced stress phenotype 

Interestingly, stress response proteins (i.e., light, temperature, or oxidative stresses) 

were differentially regulated in both the diel metaproteomic analysis of the marine 

picoplanktonic communities and the targeted study of R. rubrum (Chapters 4 and 6). Although 

monocultures grown in laboratory might not be truly representative of what happens in a 

complex microbial assemblage, the consistency in the observation of a diel impact in the 

expression of stress response proteins is questioning. Our results suggest that the stress 

regulation pathways could be time-gated in some bacterial orders such as Rhodobacterales or 

Rhodospirillales or constitutive in others like Pelagibacterales. The fact that proteins involved 

in the stress response were detected among the small fraction of rhythmic proteins identified in 

laboratory grown cultures of Synechococcus elongatus supports our observations (Guerreiro et 

al., 2014). Further studies focusing on the diel regulation of stress response might lead to the 
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detection of internal molecular timing mechanisms. Additionally, it might also contribute to the 

improvement of bacterial culture maintenance in both the research and industrial fields by 

reducing the light-induced stress and achieve more qualitative or quantitative bacterial 

production (Sartor et al., 2019). 

1.4. Recommendations for diel cycle studies 

Chronobiology studies focusing on the diel cycle are challenging because of the 

temporality of the experimental design (i.e., overlapping with the circadian cycle of the 

experimenter). In addition, in the environment, the stimuli triggering cyclic activity are not 

always known and if so, not easily controllable. 

Although the schedule sampling must be adapted according to human and material 

resource availability, I recommend measuring biological information during at least three 

consecutive light and dark periods for optimal coverage and reliable statistical analysis of diel 

rhythmicity. As sampling is usually limited in environmental studies, I recommend to sample 

at midday and at night for a better representation of the diel response according to light cycle 

(Chapter 6). Diel cycle laboratory-based studies are usually more flexible and long time series 

can be afforded, which is useful when it comes to analyze the rhythmicity of biological data. 

For this purpose, interactive workflow such as the software package DiscoRhythm can be used 

to estimate cyclical characteristics (e.g., period, phase, amplitude, and statistical significance) 

in large temporal datasets (Carlucci et al., 2020). However, achieving a long time series 

observation in fast growing culture can be challenging because the different growth phases 

usually overlap with the light and dark periods. In our analysis of the diel cycle impact in R. 

rubrum, the gene expression was measured in batch culture within flasks and the proteomes 

were found to be mainly driven by the growth phase rather than the light conditions (Chapter 

6). Therefore, I would recommend studying diel rhythmicity in continuous culture using 
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chemostat. Although reaching stability in continuous bacterial culture can be challenging due 

to the risk of contamination, and require accurate control of growth parameters, further studies 

on R. rubrum could beneficiate from all the knowledge accumulated in the biotechnological 

field, where this bacterium is commonly grown in bioreactors (Dadak et al., 2016) 

Being able to test the sustainability of wide-community rhythms in the natural 

environment would provide valuable information on the functioning of potential new 

endogenous time-keeping mechanisms. However, it is nearly impossible to study rhythmic 

activity of pelagic microbial communities under constant light or dark conditions without 

risking complex unknown effects on the studied environment. A solution would be to study diel 

cycle and circadian rhythms properties of picoplanktonic microbial communities in mesocosms 

(Crossland & La Point, 1992). This would have the double advantage to allow to easily control 

light availability and to consider the structural effect of higher trophic level (e.g., zooplankton) 

on the rhythmic activity of bacterial communities (Deng et al., 2020). 

2. Marine metaproteomics: challenges and solutions 

Although metaproteomic greatly facilitated the linkages between genotype and 

phenotype in complex microbial assemblages, this molecular approach is still a growing 

discipline, facing multiple challenges still hampered by methodological challenges (Chapters 

2 and 3). Metaproteomics workflow in marine ecosystems is still not standardized and critical 

steps affect downstream proteins extraction, identification, and subsequent biological 

conclusions (Chapter 3). 

2.1. Biomass fractionation 

Oligotrophic marine picoplanktonic communities are highly divers and are composed 

of picoeukaryotes and free-living and particle-attached bacteria. In this thesis, we reported the 
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different impact of diel cycle on both free-living and particles-attached bacterial communities 

(Chapter 5). These results support the fact that the fractionation of picoplankton is essential to 

characterize their role in the environment. As oligotrophic waters are characterized by a low 

biomass concentration, large volumes of seawater optimization steps during samples 

preparation are usually required to recover sufficient protein concentration for mass 

spectrometry (Matallana-Surget et al., 2018; Saito et al., 2019). Sequential filtration using 

different pore-size filter is efficient to separate and concentrate the different microbial fractions. 

Yet, there is no consensus on the methodology for free-living and particle-attached bacteria 

fractionation. Pre-filtration is not always used, and the pore-size filters used to retrieve the 

particle-attached fraction vary strongly depending on the study (e.g., Liu et al., 2019; Zhang et 

al., 2016). However, in environmental metaproteomic, only the most abundant proteins are 

efficiently detected by mass spectrometry (Matallana-Surget et al., 2018). Therefore, pre-

filtration is highly recommended to increase the detection of bacterial proteins otherwise hidden 

by the presence of microeukaryotes material.  

2.2. Creation of protein search databases 

Bioinformatical processing of metaproteomic data is challenging due to the complexity 

of microbial communities (Heyer et al., 2017). To address two of the main issues encountered 

in the characterization of experimental mass spectra, we developed mPies (Chapter 2). 

Building a protein search database can be tricky for new metaproteomic users as it requires 

specific bioinformatic skills depending on the input data (e.g., protein inference from 

metagenomic data). Although, the use of a metagenomic template is often recommended (May 

et al., 2016; Timmins-Schiffman et al., 2017), this data is not always available and requires 

additional expensive analyses (i.e., shotgun metagenomic sequencing). In this context, mPies 

stands out for bringing a unique “all-in” automatized and customizable workflow allowing the 
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creation of protein search database from assembled and non-assembled metagenomic data or 

from a list of taxa, which can be obtained by 16S rRNA analysis. Moreover, mPies has a 

“functional database mode” that allows to subset specific protein functions (e.g., circadian clock 

proteins, plastic degradation pathways, or antibiotic resistance) from public repositories such 

as UniProt. These functional databases could be an alternative way to analyses metaproteomic 

data and might improve the characterization of specific biological processes in a complex 

community. Last but not least, mPies also combines different database and automatically 

remove all sequence redundancies. This approach was shown to be efficient at integrating the 

information provided using different individual databases (Chapters 3 and 5).   

2.3. Diversifying the metaproteomic approach  

Given the lack of standardized workflow and the numerous critical steps encountered in 

metaproteomics, we encourage, when it is possible, to diversify the methodology (Chapter 3). 

Indeed, we reported the impact of the protein fractionation (gel-free and gel-based 

metaproteomics) and the database (TAX-DB, AM-DB, NAM-DB, and Comb-DB). These 

differences were found in proteins involved in key processes such as nutrients transport, 

microbial light metabolism, or oxidative stress response, which can lead to misinterpretation of 

the functioning of the studied microbial communities (Chapter 3). Although it might be 

challenging to combine multiple approaches when several conditions are studied, mock 

experiments are strongly recommended to identify the best approach to achieve satisfying 

protein identification yield and pertinent biological observations (Wang et al., 2017; Matallana-

Surget et al., 2018). I strongly recommend the collection of additional environmental 

parameters that can provide complementary information on the functioning of microbial 

communities. For example, performing a taxonomic diversity analysis (e. g., 16S RNA 

sequencing) allow to build a pertinent protein search analysis and provide better protein 
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identification yield than using complete public repositories such as UniProt (Chapters 1 and 

2). Contrasting the metaproteomic taxonomic structure with 16S RNA-based diversity also 

allows to better distinguish the community members that are present from those that are 

metabolically active (Chapter 5). Furthermore, the collection of physicochemical parameters 

such as the nutrient concentration or the light intensity can help to interpret the functions 

expressed by the microbial communities (Williams & Cavicchioli, 2014) (Chapters 3 and 5). 

Finally, integrating temporality into further microbial community studies is highly 

recommended as little is known about the functioning of microorganisms at night. Studying 

their diel dynamics will undoubtedly lead to a better understanding of their ecological role and 

of their response to environmental stress (Chapter 5). 

3. Going further 

In order to further complete this work, diel wide-community analysis using 

metatranscriptomic and metaproteomics in-situ analysis during a longer time period (i.e., three 

days minimum at midnight and midday) would help to confirm the marine picoplanktonic 

protein oscillations observed in this work. In addition, co-culture experiments and mesocosm-

based studies would undoubtedly provide a simplified pertinent context to further study the diel 

rhythmicity and the circadian properties of picoplanktonic bacterial members and communities.  

 For further research in R. rubrum, we would advise to measure its diel activity in either 

total anoxic or oxic conditions in chemostat to reduce the metabolic interferences and better 

assess the impact of oxygen on the expression of kai genes. In addition, measure of diel 

rhythmic activity in nutrient poor medium supplemented with daily input of nutrient would 

allow to determine the role of metabolites on R. rubrum diel activity. Transcriptomic analysis 

would probably provide a clearer view of the potential rhythmic activity of R. rubrum as it is 

in Synechococcus. After the detection of rhythmic activities and their corresponding drivers, it 
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would be essential to determine the role of the kai genes. In this purpose, cultures of kai gene 

knockout mutant strains, which are available for R. rubrum, could be compared to wild strains 

under pertinent cyclic conditions. This will allow to identify the role of each kai genes in the 

diel rhythms of R. rubrum. Finally, further investigation under constant conditions after specific 

diel rhythmic entrainment will provide valuable insights helping to understand the time-keeping 

mechanisms of R. rubrum Kai-based clock oscillator. 

Metaproteomic was shown to be a valuable tool to investigate the expression of proteins 

associated to diel cycle response. However, this technology should keep receiving particular 

attention to facilitate its utilization by non-expert. Therefore, it is urgent to standardize its 

workflow. In this context, integrated metaproteomic workflow such as MetaProteomeAnalyzer 

(Schiebenhoefer et al., 2020) is a promising step toward more accessible metaproteomics data 

analysis and interpretation. Finally, the development of a user-friendly interface for mPies could 

greatly beneficiate the non-expert users. 

4. Concluding remarks 

The knowledge acquired during this thesis led us to better estimate the potential new 

clock-controlled bacteria and archaea of high ecological, medical, and industrial importance. 

This study also provided insights into the diel cycle impact on the functioning of marine 

picoplanktonic communities and the promising biotech Rhodospirillum rubrum. The 

optimization of analytic tools such as metaproteomics and the use of top-down and bottom-up 

approaches to characterize species rhythmic activity will undoubtedly open new perspectives 

on prokaryotic clock systems and contribute to a better understanding of diel microbial ecology. 
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Appendices 

 

Appendix A: mPies program features 

 

• Project name: mPies: a novel metaproteomics tool for the creation of relevant protein 

databases and automatized protein annotation (DOI: 10.1101/690131). 

• Project home page: https://github.com/johanneswerner/mPies  

• Archived version: 10.5281/zenodo.2539710 

• Operating system(s): Linux 

• Programming language: Python 3 

• Other requirements: Conda, other packages installed with mPies: CD-Hit AuxTools 

(10.1093/bioinformatics/bts565), Diamond (10.1038/nmeth.3176), ETE3 

(http://mbe.oxfordjournals.org/content/early/2016/03/21/molbev.msw046), FragGeneScan 

(10.1093/nar/gkq747), MEGAHIT (10.1093/bioinformatics/btv033), Prodigal (10.1186/1471- 

2105-11-119), Snakemake (10.1093/bioinformatics/bts480), Spades 

(10.1089/cmb.2012.0021), Trimmomatic (10.1093/bioinformatics/btu170). At least 150 GB 

of disk space (depending on the used database), 64 GB memory (if assembly is necessary) 

and 16 CPUs are recommended for running mPies. 

• License: GNU GPL-3.0 

• Any restrictions to use by non-academics: none 

 

 

 

 

 

 

 

 

https://github.com/johanneswerner/mPies
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Appendix B: Examples of functional consensus annotations using mPies. 

 

Example 1: automatic mPies annotation 

 

 

 

 

 

 

Example 2: manual annotation  

Candidate annotations from the top alignment hits Occurrences Proportion (%) 

60 kDa chaperonin 1 9 45 

60 kDa chaperonin 2 3 15 

60 kDa chaperonin 3 3 15 

60 kDa chaperonin  2 10 

60 kDa chaperonin 4 1 5 

60 kDa chaperonin 5 1 5 

60 kDa chaperonin 7 1 5 

   
Consensus functional annotation   
60 kDa chaperonin   
 

Example 3: no consensus annotation 

Candidate annotations from the top alignment hits Occurrences Proportion (%) 

3-hexulose-6-phosphate synthase 2 25 

5,6,7,8-tetrahydromethanopterin hydro-lyase 2 25 

5,6,7,8-tetrahydromethanopterin hydro-lyase 2 25 

Bifunctional enzyme Fae/Hps 2 25 

   
Consensus functional annotation   
NA   
 
 

 

 

 

 

Candidate annotations from the top alignment hits Frequency Similarity (%) 

Glutamine synthetase 16 80 

Glutamine synthetase nodule isozyme 1 5 

Glutamine synthetase root isozyme 3 1 5 

Glutamine synthetase root isozyme A 1 5 

Glutamine synthetase root isozyme B 1 5 
   
Consensus functional annotation   
Glutamine synthetase   
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Appendix C: Taxonomic and functional protein annotation depending on the methodology.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Gel-based    Gel-free   

Taxonomic level TAX-DB NAM-DB AM-DB Comb-DB TAX-DB NAM-DB AM-DB Comb-DB 

Domain 100 97 96 100 99 94 93 99 

Phylum 95 92 91 94 95 87 88 92 

Class 81 78 81 80 85 77 80 81 

Order 70 41 45 51 71 42 44 52 

Family 64 34 37 44 66 32 33 43 

Genus 50 7 13 28 43 8 9 16 

Function 66 50 61 59 77 54 54 67 
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Appendix D: Relative taxonomic composition at family level depending on the methodology. 

(a) Relative taxonomic composition at family level for each methodology. Values represent the 

proportion of proteins with identical taxonomy on total identified protein using TAX-DB, 

NAM-DB, AM-DB, or Comb-DB in both gel-free and gel-based approaches. The number of 

peptides detected for each protein was used as quantitative value. Protein isoforms and/or sub-

units were grouped under the same function. Taxa displaying a proportion <1% were gathered 

into “Other” category. (b) Venn diagrams showing the number of common and unique taxa 

identified at family level. 
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Appendix E: Relative taxonomic composition at genus level depending on the methodology. 

(a) Relative taxonomic composition at genus level for each methodology. Values represent the 

proportion of proteins with identical taxonomy on total identified protein using TAX-DB, 

NAM-DB, AM-DB, or Comb-DB in both gel-free and gel-based approaches. The number of 

peptides detected for each protein was used as quantitative value. Protein isoforms and/or sub-

units were grouped under the same function. Taxa displaying a proportion <1% were gathered 

into “Other” category. (b) Venn diagrams showing the number of common and unique taxa 

identified at family level. 
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Appendix F: Bioinformatical workflow of Kai protein homologs analysis in Prokaryotes.  

Numbers represent the number of protein sequences for each step of the workflow. 
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Appendix G: Concentration of RNA extracted from each sample in R. rubrum grown under 

light and dark cycle and continuous light. 
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Appendix H: Up- and downregulated proteins in R. rubrum classified in protein regulation 

profiles. Up arrow and down arrow correspond to upregulation or downregulation, respectively, 

in LL compared to LD at each sampling time.  
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Appendix I: Regulated transcriptional regulatory proteins depending on light conditions in R. rubrum. 
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Appendix J: Regulated proteins involved in energy conversion depending on light conditions in R. rubrum. 
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Appendix K: Regulated stress response proteins depending on light conditions in R. rubrum. 
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Appendix L: Regulated proteins involved in viral injection/defense, motility, chemotaxis, nitrogen cycle, and circadian clock depending on light 

conditions in R. rubrum.



  

 

 

 Diel cycle and circadian clocks in Prokaryotes 

 
Diel cycle imposes daily oscillations in environmental conditions, which temporally structures 

most ecosystems. One of the most outstanding adaptations to this recurrent phenomenon is probably the 

emergence of time-keeping mechanisms – circadian clocks – that allow the organisms to synchronize 

their biological activities with daily variations. While circadian clocks are ubiquitous in Eukaryotes, they 

are so far only characterized in Cyanobacteria within Prokaryotes. However, growing evidence suggests 

that circadian clocks are widespread in the bacterial and archaeal domains. Studying the impact of diel 

cycle on Prokaryotes and deciphering their time-keeping mechanisms is of enormous biological 

importance as bacteria and archaea are crucial in all ecosystems and are essential to human health. 

Understanding their daily rhythms will undoubtedly provide numerous valuable insights in medical 

research, environmental sciences, and biotechnology. In this thesis, we assessed for the first time the 

impact of diel cycle on the functionality of marine picoplanktonic communities using a metaproteomic 

approach. Metaproteomics is a powerful tool that allows pertinent establishment of phenotype-genotype 

linkages, but despite its rapid development, this technology still faces many technical challenges that 

hamper its potential power. In this context, we developed mPies, a novel bioinformatic tool that addresses 

critical bioinformatic issues in the environmental metaproteomics, and we showed the importance of 

diversifying the experimental workflow for comprehensive metaproteomic studies. This methodological 

optimization helped us to compare the in-situ diel metaproteomic patterns of picoplanktonic communities 

sampled from the surface north-west Mediterranean Sea. Our data showed a taxa-specific response to diel 

cycle in the photoautotroph Synechococcales and in (photo)-heterotrophic bacteria such as 

Flavobacteriales, Pelagibacterales and Rhodobacterales. Next, we investigated the taxonomic 

distribution of circadian clock proteins in Prokaryotes, and we updated the list of bacteria and archaea of 

great ecological and industrial relevance that could potentially be clock-controlled. Based on this review, 

we choose to study the diel cycle impact and the circadian genes expression of the biotech promising 

Rhodospirillum rubrum. Our results showed that light and dark cycles induced broad regulation of its 

proteome and affected the regulation of kai genes at both transcriptional and translational levels. Overall, 

this work evidenced that diel cycle impacts the functionality of prokaryotes and reinforced the hypothesis 

of time-keeping mechanisms beyond Cyanobacteria. 
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