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SUMMARY

An investigation of the intertrial dependencies 
in detection and recognition tasks was undertaken at 
different levels of a priori stimulus probability, intertrial 
interval, feedback, and task difficulty in a number of 
experiments. The effects of these experimental variables 
on the data are reported.

After preliminary tests for stationarity the 
dependences were characterised using 0 , 1st and 2nd order 
manifest Markov processes, an autoregressive process and a 
latent Markov process. Although none of the models 
described all the data it appeared that the autoregressive 
process was the least helpful and that to obtain a 
reasonable fit of the latent Markov model a numerical minimum 
X2 estimation procedure had to be employed.

Estimates of the parameters of various detection 
and recognition models were found based on all the data 
and based on data which was preceded by a particular type 
of trial. From such evidence it appeared that the value 
of these estimates depended on the state on the last trial.
In particular the bias statistics were dependent on the 
immediately preceding response and the sensitivity statistics 
appeared dependent on whether the immediately preceding trial 
was correct or wrong. Neither Atkinsonfs (196 5) model nor 
the model proposed by Tanner Rauk & Atkinson (1971) was found 
to adequately describe the observed dependences.

Statistical tests have been developed for a number 
of the detection and recognition models used in the above study. 
These tests assume intertrial dependence. Simulations of the 
Markov process estimated from the experiments were used to 
examine the robustness of such tests against violations of 
the independence assumption. The tests were found to be 
relatively robust but large biases were found when the test 
statistics were based on small samples. This effect was 
shown to be able to account for some of the earlier findings.



1. INTRODUCTION
The aim of this project was to examine the effects 

of the trial by trial dependences on various signal detection 
and recognition models (Tanner Swets Green Peterson Birdsall 
Treisman Luce Atkinson, etc.). Most of the models assume 
independence although some e.g. Atkinson Kinchla, postulate 
some dependences on certain types in certain situations.
Here an attempt is made to discover the extent of the 
dependences in the usual types of psychophysical experiments, 
how they vary with experimental conditions, and what effects 
they have on the models. To do this several experiments will 
be described involving detection and recognition tasks in 
which the variables stimulus probability feedback intertrial 
interval and task difficulty were systematically varied. 
Estimation of the dependences in each of these conditions 
was then undertaken. An attempt to measure the robustness of 
the recognition and detection models could then be attempted 
by simulating experiments with the observed amounts of 
dependence and observing the effects on the models. In 
short the aim was to characterise the intertrial dependence in 
this situation and examine the effect of this on the detection 
and recognition models.

Thus the review will consist of five sections.
The first dealing with existing models, methods of estimation 
of their parameters and statistical tests which have been 
derived on the basis of some of the models.

After this there follows a discussion on models 
for describing a series of discrete events in time which are 
dependent. These models will be used to show what the 
nature of the dependences is in the situations we shall 
be examining. Having a model which describes such a 
time series enables similar series to be simulated on a 
computer. The differences between signal detection models 
applied to such series and to independent series can be 
examined. The models discussed for this purpose include an 
information theory approach, observable and latent Markov 
models and autoregressive processes.



An attempt will be made to review the main effects 
of varying the experimental conditions as have been reported 
in the literature for comparison at a qualitative level with 
the present investigation. Findings from reaction time 
studies will also be included since a choice reaction time 
experiment is a very easy recognition situation.

Up to this point the main emphasis is on the Yes/No 
experimental situation. A further discussion of Rating scale 
task will be given and results from the technique examined and 
compared with RTROC curves (Meyers 1970), so that the effect 
of latency dependencies can also be examined.
(1) The Basic Experiments

Before examining some different classes of models 
it might be useful to describe the sort of data to which they 
have been applied.

In the Yes/No detection situation a subject S is 
presented with a stimulus which could be either a burst of 
white noise (N) or a burst of white noise into which a 
signal (S) has been added. The subject’s task is to indicate 
the presence or absence of a stimulus by responding Rg or RN 
respectively. When this is repeated a number of times the 
results can be summarised by the conditional probabilities 
of the subjects response given what the stimulus was on that 
trial. The table of these figures is often referred to as a 
confusion matrix.

Stimulus Presented 
Noise Stimulus

Rs p(Rg|N) p(Rg|S)
Subj.Resp.

r n p(Rj,|N) p CRjjIs )

Often the models used in this situation can be used on 
recognition data* Here the S is required to respond Rg^ or Rg  ̂
depending on whether he was presented with stimulus 1 or 2 
rather than detecting the presence of a stimulus.

Other sorts of experimental techniques can be used 
than the Yes/No situation. In the Forced Choice experiment the



subject is presented with two stimuli at known times. 
In the detection situation he must state which of the 
two contained the signal and in the recognition task 
the subject is required to state which stimulus was 
which. In a Rating procedure with the detection 
task the subject not only responds indicating the 
presence or absence of a signal he indicates his 
degree of certainty on a n point scale.
These three methods are the standard psychophysical 
techniques that have been used in experimental work 
in signal detection (Green and Swets 1966). In all 
but one of the experiments undertaken in this project 
the set up was the Yes/No design. The subject was 
presented with one of two known stimuli and required 
to say which it was the cycle being repeated for 
several hundred times.



2. SIGNAL DETECTION AND RECOGNITION MODELS

(a) Preamble
Different types of models have appeared 

from time to time in the literature over the last 20 
years (Peterson Birdsall Fox, 19 54; Green & Swets, 1966 
Krantz, 1969; Atkinson, 196 3; Luce, 196 3; Thomas,
1970, etc.)

Attempts have been made to formalise the 
statistical properties of these models (Gourevitch & 
Galanter, 196 7; Abrahamson Levitt & Landgraf, 196 7; 
Dorfman & Alf, 196 8; Abrahamson & Levitt, 196 8 & 196 9; 
Bush, 1963). Other recent developments in this area 
include the postulation of a memory recognition model 
(Tanner Rauk & Atkinson, 1971), and several attempts 
to produce a nonparametric analysis of signal detection 
and recognition data (Pollack and Hsieh (196 9),
Hodos (19 70).

The following section will attempt to 
summarise the above models and methods of analysis.

(b) Parametric Models of Signal Detection and
Recognition
In the basic model of Swets Tanner & Birdsall 

(1961) an observer is required to distinguish between 
being presented with a signal in a background of noise 
(S + N) or with noise alone (N). They assume that 
repeated presentation of the same stimulus gives rise 
to a distribution of values f(x) on the subject on 
some psychological continuum, i.e. f(x|N) or 
f(x|S + N) depending whether the signal was added to the



noise or not. The subject uses his knowledge of f(x)N) 
and f(x|S + N) to decide from which of the distributions the 
stimulus has arisen. Indeed, in this model it is supposed 
that the subject decides to respond.

if the likelihood ratio x < C

and -^s+n ^  "t̂ ie li^elihood ratio x > C

In the normal equal variance case when

f (x | N) = N(iiMa2) and f(x|SN) = N(yQ a 2)
N

the likelihood ratio of SN as opposed to N is

1 1 ,v x2
, 27^ exp 2 ^  (X-^SN)£(X ) = ------------------------

1 1 ,v , . 2 exp ---
2 wo2 2 a2- ^

= exp Y p :  (2ySN " 2yN )x

^ySN yS ^

as the units and location are arbitrary we can put a = 1 and 
let

_ dj_
y SN " 2  yN 2

When
&(x) = exp(d’x)

thus £.(x) and x are monotonically related and we can use an 
equivalent decision rule to describe S ’s behaviour

> K(x SN)
(x N)

or RgN if f(x) = x > C

if C and K are chosen appropriately.



If in experiments (e.g. Tanner, Swets, Green 1956) 
we induce the subject to vary k, we obtain different estimates 
of k but E(x|S + N) - E(x|N) usually called d ’ when expressed 
in units corresponding to the variance of the underlying 
distributions should be constant. If we were to plot 
P(Rg|S) V P(Rg|N) we obtain a curve characteristic of the 
subject, i.e. for each value of d ’ there is one such curve.
If all the above assumptions are met. When plotted on 
double probability graph paper P(Rg|S) V P(Rg'|N) should give 
a straight line slope.

This basic formalisation was developed by its 
originators (Green & Swets 19 66) to include a number of 
variations on the original theme.
(1) They considered the case of unequal variance. This 
no longer results in a monotonic ROC curve if cjg > cr̂  ^as+N 
sd.of f(x|S+N) then the ROC curve is like:

To detect this difference however is very difficult, 
e.g. Swets & Green claim if = 2:1 then to detect the
rapid acceleration at the top of the curve requires at least 
3 place accuracy.

If the assumptions of the above model hold 
except then the effect is more easily measured
using double probability paper.

Zy is now (k - E(x|S+N))/ag & k = tfgZy + y g
and Zx = (k - E(x|N))/aN & k = crNZx + yN

qSZY + U S ~ PN 
°N

i.e. the slope of the line is a3^CTN anc* a"ts in‘t:erceP't with



12

WS " WNthe y axis is -----    • We can thus estimate the ratio of
N

standard deviations from the slope of the ROC curve* However, 
the model as it now stands begs the question that if the 
decision axis is no longer monotonic to the likelihood ratio 
the observer should be able to learn two criteria so that he 
restores signal to very low values of x.
(2) An alternative way of describing the data is to assume 
an exponential distribution*

f(x|N) « e"x 
f(x|S+N) * a e“ax

m -x _ ~kP(RS|N) * /e «

P(RS |S) * 7a e-ax e“ka * (e_k)a

P(RS |N) * P(Rs |S)1/a X

i.e. the ROC curve is given in equation (ft). This gives 
the freedom of another parameter and implies that the slope 
decreases with increasing k.

(3) By assuming f(x|N) *
(Itx)2

(X)

f<x|SK)

Swets and Green produce identical results as those obtained 
by Luce's choice model (Luce 1963a).

li.e. in P(Rg|N) * in a Yes/No experiment P(Rg|S) « yj- *
Tjtk

The above equation can be solved for n and k. <n being 
the sensitivity parameter)« In fact this model differs from the 
choice model in that eq. (X) although giving equivalent Yes/No 
predictions does not also predict the forced choice equation 
as choice theory.



Other models with different premises are:
Lucefs Choice model (1963)a

He assumes that two ratio scales n-j_ and r\̂  exist 
defined on the set of all stimuli used in the experiment <f>
(in the detection case S and N) and b is a ratio scale defined 
on the set of all responses in experiment ip. He then assumes

p (R| S) = n(S, SCR)) b(R)
E r) ( S 5 S(R') b(R') 

v R TeR
where n is the similarity between the presented stimulus S and 
the one S(R) for which R is the correct response. He also 
assumes

n(SiS2) = n(s2 ) for + S2 e <i>

nCSfSf) = 1  Sl e ♦

riCS-^Sg) * TiCS^Sg) x rj(S2Sg)

Consider the Yes/No detection situation. Let n(S9 N) = n(N, S ) = n 
and b(Rg)/b(Rs) = b, then the confusion matrix is

Resp.
RS RN

N
n(Ns) b(Rs) n(N,N) b(RN )

n(N0) b(R0) + n(N,N) b(RM ) n(Ng) b(Rg) + n(N,N) b(RN )

n(S,S) b(Rs) n(S,N) b(RN )
& n(S,S) b(Rs) + n(S,N) b(RN ) n(S,S) b(Rg) + n(S,N) b(RN )

by appropriate division of the numerators and denominators we 
reduce the above t.o

RS RN
N 1 _ ___1 + hb nb + 1

n + b b + ipj
n and b can then be found directly from the confusion matrix



1**

i * S *

and

Threshold theories
Classical:- This assumes that there exists seme cut-off 

level of sensory excitation* If this is excluded the subject 
1detects* a stimulus* In practice it is noticed that the same 
stimuli repeatedly presented to the subject may sometimes be 
detected and sometimes not. This can be explained by proposing 
that the sensory effect produced by the same stimulus varies 
or that the cut-off value (threshold) varies. For any stimulus 
S however there is a fixed probability p(s) of detecting it*
If however the signal is not detected the subject may guess 
that it was presented with a probability g» i.e. we can 
characterise the situation in two matrices*

Stlm* State
D •mD *S **

s p(s) l-p(s) D 1 0

N 0 1 ® * 1-g

thus the resulting confusion matrix is the product of the 
two above*

*S ^
s p(s> ♦ (i-p(s))g u-p(smi-g)

/p (Rn |S> P(Rs |K)\
11 *|p<R8|3> P<Rj,|N)/

[p (Rn |S> P(Rn |N)\
b * \ F f ^ s 5 — m s w

N g <l~g)
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We can thus estimate g from p(Rg|N) and then find p(s)

i.e. p(S) =

p(Rs |S) = p(S) + (1 - p(S))p(Rg|N) 

p(Rg|S) - p(Rg|N)
1 - p(Rg|N)

Another performance measure used classically in the 
probability of being correct statistic p(c). If the number 
of response alternatives is m then

p(c) = p(c)* + ^(1 - p(c)*)
where p(c)* is the underlying probability of being 
correct once the effect of guessing on the observed 
probability has been removed

, w t p(c) - 1/m 
; 1 - 1/m

Luce’s two state threshold analysis:- Luce modified 
the above formulation to make it symmetric. He assumes an
activation matrix, one of two decision matrices (Luce 1963).

D D RS r n RS r n
s p(s) l-p(s) D 1 0 or 1-g g

N p(n) l-p(n) D g 1-g 0 1

This relaxes two assumptions of classical theory as there is 
a possibility of going into either state if noise alone is 
presented and, depending on whether the subject wishes to 
reduce his miss rate or his false alarm rate, he would choose 
decision matrix 1 or 2 , thereby producing a confusion matrix of

Rg RN or Rs %
S p(s)+(l-p(s))g (l-p(s))(1-g) p(s)(l-g) p(s)g + (l-p(s))

N p(n)+(l-p(n))g (l-p(n))(1-g) p(n)(1-g) p(n)g + (l-p(n))



As there are three parameters in this model, ns, nn and y 
the model is not immediately testable from two independent 
probabilities.

Atkinson (196 3):- Further extended threshold theory by 
postulating detection states corresponding to each stimulus 
condition. The probability of entering either of these states 
given signal or noise is specified by an activation matrix

Ds D0 dn
s 0 1-a 0
N 0 1-a a

Thus a is a measure of the subjects sensitivity and a
decision matrix depending on trial n

RS r n

Ds 1 0

Do Bn ^ n
d n 0 1

Thus p is an estimate of the bias on trial n. n
So the resulting confusion matrix is the product of the
activation and decision matrices

Rs %
S a + p (1-a) Kn (1-<S)(1-Pn )
N <l-a)pn a + (l-a)Q-pn )

This is the only model so far considered which
allows for non independence between trials. As Atkinson
in Atkinson, Bower & Crothers, 1965 postulates that

= Pin + 6(1- Pn) if Dq and feedback S_
Pn + 1 = (l-e’)Pn if Dq and feedback N

= Pn otherwise
• Pn changes only with feedback. It

is shown (Atkinson, Bower & Crothers, 196 5)
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L ^ Poc y + ( 1- Y) (j)n->-a ' 1 Y

where y = P(S)
A A 0 ’and c|> = —

Thus <j> and a can be estimated from the confusion matrix.
Sandusky (1966) and (1971), proposed a model 

with a similar activation and decision matrix. In this 
model if neither signal is recognised on a trial the 
response depends on the sensory state on the immediately 
preceding trial. If the signal was not recognised on the
preceding trial then the subject repeats his last response
with a probability v. If the last signal was recognised 
he assumes a change has occurred and modifies his strategy 
in favour of response alternation, i.e. he repeats his last 
response with a probability w where w < v. Thus pR is 
independent of n and if the probability of a true recognition 
is a constant a for each of the stimuli

P P yav + (l-y)a(l--v) + (l-a)(l-w)
n " " 1 - (1-a)(2w-l)

To estimate the parameters Sandusky uses a numerical technique.
Krantz' (1969) postulated a non-symmetric decision 

model for detection experiments. His activation matrix was

d 2 Di Do

A Sn n2 ''i n0
N 0 qo

decision matrices depending on the point on ROC curve were
Y N Y N

Pneg D2 1 0 Ppos D2 1 0

D1 b 1-b d i 1 0

D0 0 1 Do a 1-a



and the response matrices R = AD

N Y N
are R „ ^  and Rneg pos

SN n2 + bn1 l-Ti2-bn1 SN l-n0 (l-a) n0 (l-a)

N bqn 1-bq- N q1+a(l-q1) (l-q^Hl-a)

and the ROC curve is

n-,
lower level P(Rq |S) = —  P(S|S,T) + n0o q^ 1M z

and
nn

higher level P(RC |S) = -^ P(S|SM ) + 1 ----s' q0 N q0
Thomas and Legge (19 70) have proposed a different 

approach to signal detection. Following Parks (1966) the basic 
proposition is the subject responds so that P(Rg) the 
probability that the subject responds S is given by 

P(Rg) = minimum (kq,l)

where k is a constant depending on the payoff matrix and q 
is the probability of (S). It is thus assumed

kq = qP(Rg|S) + (1-q) P(Rg|N)

P(RS |S) = k - P(Rg |N)

so that if q is fixed for all data points over generation on 
an ROC curve, then these points should lie on a straight line 
through (0, k) with slope -(1-q)/ . Given two points on this 
line the point closer to (0 , k) corresponds to a larger hit 
and smaller false alarm rate and this reflects more sensitivity. 
However, the model does not yield a measure of sensitivity on 
an interval scale.



(c) Theoretical Variances of Parameters
Some of the above models to be considered can be 

conceived as producing a number of independent binomial 
processes. Let there be J such processes. Bush (1963) 
considers some of the estimation problems involved. Let 
Pj and n^ be the probability of success and the number of 
trials on the jth process respectively. Finally let 
be a random indicator variable showing the state on the ith 
trial of the jth process. Thus the likelihood of a set of 
observations is given by

T ni X.. 1-X..
L = I n p. 13

j=l i=l 3

and InL = £ EX.. In p. + (1-X. •)ln( 1-n,.). Thus to find the ML j i 13 3 13

estimate of a parameter (0) where Pj is a function of 0 we 
differentiate InL with respect to 0 and set it equal to 0.



A solution is = Xj and as = f(0) the ML estimate of 0 
is f

X.. E(X..) p.n.
Note: E(E -i-1) = E --------- = -2— 1 = p.. n. n. n.1 3  1 3  3 J

It can be shown (Kendall & Stewart (1963)) that ML 
estimations are best asymptotically normal (BAN) with an 
asymptotic variance equal to the Minimum Variance Bound (MVB). 
The MVB is established by the Cramer Rao Inequality 
(Kendall & Stewart, vol.2, p.13).

var t <   or
r 32lnL a InL

where t is the estimate of a population parameter 0 and L 
is the likelihood function of observation made on the 
population. In this case therefore the asymptotic variance 
of 0 is
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as E(X^j) * pj we have

XnL 31-p j d ~ P j ) ^Pj 
320 * ji-Pj*u-Pj>* 89

i 8pi 2* *-2£     -i

2

Pjd~Pj) 86

n. 8p. 2
j 99

Thus
A var (8) «

n3 !ZiI
jPj(i-Pj> »9

Lucefs Choice Model
Here we have two processes operating one when a 

signal is present and the other when the stimulus is noise 
alone* A solution to the ML estimation equation is

- _ 3P(Rq|S) .
p(Rsls) ■ * e V t  * *s ~ W —  " ip<Rs|sm-PCRs|s»

P(RslN) • r H  ■ *N

and the ML estimates of n and b

.  r --------- =------ =----- = =—  /P C R jjIS iP U g lN )
tl ■ /(I - Xg)/Xg XN/(1 - XN) * / P(Rg| S)P(Rjj|N)

.  j ---------=------ =------------------------ = -  /P<RN |S)lt>(RN |N>
b * /(I - Xg)/Xs (1 - XN)/XN * / p(Rg|s)P(Rs |k>
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Their asymptotic variances are

At r /*\ n2
A V (n> ■ N(P(Rg|S)(l-P(Rs |S)) + P(Rg|N)<l-P<Rs |N)>

A V * N(P(Rg|s) (l-P(Rg| S) P(Rg|N)(l-P(Rs|N>>

In the threshold model we have as a solution of 
the ML estimation equation:

PtRjS) * (X - p(s))(l-g) * Xg 8P(% j S) * -P(Rn |N)
3p(s)

P(RN |N) « i - g * XN

g * 1 - XN

xsand p(s) * 1 - —  XN
are the required ML estimations and

1
N P(Rn |N)2

A v (P(8)) * p (r s |s>(i- H r s |s )T

is the asymptotic variance of the threshold p(s).

We can also use the probability of being correct 
as an index of sensitivity, The equation for the observed



probability of being correct is

P(c) = P(c)* + if 1 - P(c)5

where P*(c) is the true probability;of being correct 
and the other responses are guesses from m alternatives.

Thus P(c)* = - i p -1 - 1/m

Assuming independence of trials then from the binomial 
distribution

A var (P(c)) = P(c)(l-P(c)) /N

A var (P (c)*) = (l-P(c) )P(c) / (1-1/m) 2N

In Luce’s threshold model there are as we saw three 
parameters to be estimated. We therefore need more data than 
is in one confusion matrix to estimate these parameters. 
However, it is possible to obtain two confusion matrices 
differing only in g, i.e. the subject is required to detect 
the same signal in two situations where experimental conditions 
are arranged to make the subject change his bias parameter.
Let the two bias parameters and let the variables in the 
second situation be denoted by a prime. Then the estimation 
equations are:

P(Rn |N) = (1 - pn K l  - g)
P(RN |S) = (1 - ps)(l - g)
P(RN |N)' = (1 - pnm  - g')
P(Rjj| S)' = (1 - ps)(l - g')

Gourevitch and Galanter (196 7) derived an 
approximation to the sampling distribution of d ’ when



f(x|N) » (iijj, a2) and

f(x|SN) « N(hsn, a2).

Let
* P(Rn |N) « J?f(x|N)dx

p2 a P(Rn |SN) a /f(x|SN)dx

Normally we estimate and p2 empirically i.e. obtain an<* P2
and then convert these to z scores using a table of areas under
a ND curve to give «x and z%. The estimate of d* « V„n - V„
is dx « Z]L - z2 * est(c - iijj) - est(c - Ug^)• If 0 a 1
we can write

-Cx -Vi)2
Pi ' J  3 =  6 ““ 2------ dx1 * /2v

. 5 - L , - x2/2*
"* /2?

zi , -x2
* / e 2 dx

—  /57

i.e. p^ a |(z^)

•l ‘ ♦ (Pi> * g(pi>
* ANow expanding g(p) about the point p a p

g(p) * g(p) ♦ Cp “ p)g,Cp) ♦ ».•••• *

Differentiating * we have
d£ B JL_ e“*2/2 „ ord z where ord z means the 

/2w ordinate of the normal
curve at standard score z.

g'(p) * 0  *
*

z * z + substituting into equation *.
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* * * Pi “ Pi P2 " P2Thus d = - z2 . zx « s2 ♦ - — n —  and

A  Avar p n var p9
var(d) *  =*• +2 2 (ord z^) (ord z2)

as p^, p2* *1 and z2 are constant.

We assume Pj is estimated from n. independent observations 
distributed binomally.

p.ci-p.) p2(l-p2)
Thus var(d) a ---=--- x 1 *2 2 n^Cord z^) n2(ord z2)

A  Ap.d-p,) p2<i-p2)
var (d) * ■-------;A  5 *  2n^Cord z^) n2(ord z2>

we can thus test HQ: d^ - d2 * 0 using

dl " d2Z * ------------ ±---- 1

PjU-pj.) P2<1"P2)
2 2 n^ord Zj) n2(ord z2)

when the Z distribution is N(0, 1).
Recently Abrahamson & Levitt (1969) have extended 

this approach to an examination of a number of different points 
on the same ROC curve. They define

E(x|N) a * f(t|N)dt and F(x|SN) a J f(t|SN)dt
~L - •

These have inverses F ^  and F ^g^ respectively.

P(RgISN) * p(hit) a 1 - FgN(c) a P(c)

P(Rg|N) a P(false alarm) a l - FN(c) a p(c) 
thus eliminating c we have the equation for the ROC curve

F_1n U - p > a F ^ U - P )
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if we assume f(x|N) * i f(£)1 a a

and f(x| SH) * —  f (— )0_ 0_s s
where 02 is the variance of the noise distribution and 
or 2 the variance of the signal plus noise distribution.
Note how much less restrictive this is than the equal 
variance normal condition previously considered,

P(c) ■ 1 - F<££> p(c) * 1 - F(§><7 0S
and the ROC curve

F_1(l-P) * F-1(l-p) - ~
as 3

if 0 » 0 this depends only on s/a which we call d*.
By changing the probability of the signal P(S) on 

the rewards the estimate of (c) and P(c) can be obtained for 
several values of c. Suppose n^ trials are made at e^. For 
i ■ 1....N we can estimate

* no Rg given SN
P(ci> 8 Pi 8  P(51rni----

no Rg given S 
P(c±) * P± * (i-p(si>>ni

where P(S^) is the a priori probability of a signal being 
presented and asymptotically

<ni}i f e W  l°0 * T ^ S r r -

now if X± « F-1<1 - Pi) ?i * F_1(l - Pi> 

* F-1(l - Pi> Hi = F_1(l - Pi>

Pi(X-Pi)
NSi> 1

Pl(l - Pi> Pi<l - Pj)
and *i 8 •nPPTsTTTTiTT 4i 8



If f(cp and £(np are normal and 
are probit weights (Finney 1952)

X - £ = ^  ' Pixi h  * TT?"^

V pii i Tfn'iF

and asymptotically

*i Xi ' 5i . M 0 Ti°(n. ) y _ + N y n •
1 Yi H  o 0 di

if z± * Xi - Yi

n^(Zi - -|) <v N(0, ij)

where +
notes X * N(y»£) means vector X is multivariate normal
will mean vector p and covariance matrix E.

SThey then considered an estimate of d*(~) from<r
a number of estimates from different points on the ROC curve *(dp. They obtain a solution which they claim is 
asymptotically unbiased and efficients-

*  . A  Adf * En^d^/var d'^ En^/var d f£

with variance
var d* * En^/var d 1̂

where n^ are the number of observations for each data point. 
The estimates of the individual cutoffs are found from the 
maximum likelihood equation

'n.(SlS)

* I (x - - §>) F(r  ' f> x

/ Cj >. n,(S|NS) Cj n.(NSlNS)
(l - F<-±>) 1 F(——) 1
' a ’

is the number of hits in condition i.
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N p. - (1 - FCc-,/a)) 2
K, = 5 -------     n. Cl - PCS.))

F< Cci - S)/a) 1 - FC Cci - S)/a)

N P. - -1 - FCCc. - S)a)
+ I -------±------------- ±-------------  n.PCS.)

1 F(<ci - S)/o) 1 - FC(g ± - S) /a)

-where a - S(S/a) and c- = a(— )l a
2is distributed as x with N-l degrees of freedom.

If the n^Ts are allowed to increase so that 
n^/En- -*• a limit and the models assumptions hold then

j 3 1K-,/zn. will converge to 0. Otherwise it will reach a
j 3

minimum for some values o° and C° (C° ... C^). In such
“1 2 2a case is roughly distributed as A  ̂ where A is a

constant
Pi°(1 - p±°) P±0 (l - P±°)

A = M M P .(i - Pi) > P i d  - p±>

oXotdCA) is a non central chi square with 2N degrees of freedom 
and non centrality parameter A

(p± - Pi°)2 (pi - pi°>2
4 = sni Pi (1 - p " (1 - p(si)) + Pi a  - Pi) P(V

To achieve a power of at least 3 against a specified set of 
p^'s and Pi 's n^ should be large enough to satisfy

PCX |„(A) > A X n - P  * »
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From this they showed that to test the goodness 
of fit of a logistic model against a normal one with 
power .5 and significance level .05 well over 5,000 
observations would be required. They also considered the 
case where a / a  and showed estimates for a/a , S/a , c*/aS S S 1 s
and the covariance matrix of these parameters could be 
found from the maximum likelihood equation

ni(S|S)
n ,a S C \  tt -i -th / a c S \£ ,— ,— ) = n 1 - F (------ - — ) xa*a 'a . a„ a a„s s l s s s

n.CNS|S) n.(S|NS)
F(—   --— ) x 1 - F (— ) x

Gs as as as

n.(NSlNS)
F (^_) 1

as

Unfortunately there is no explicit solution to this 
equation and solutions have to be generated numerically.

In, however, the case where a = a they reachD
the same solutions as Gourevitch and Galanter using 
different notation.
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(d) The Memory Recognition Model
Tanner Rank and Atkinson (1970) proposed a model 

of signal amplitude recognition which predicts sequential 
dependences and the effect of feedback*

The model supposes two signals SQ and are 
presented to a subject in a Yes/No signal recognition,
experiment. y is the a priori probability of Sx and AQ and Ax
are the responses corresponding to Sq and S^.

When a stimulus S is presented to a subject an image
I o, i. i. ... UP. , i. UisS-iPu,.. I0 - «... H
. W.J, .J ). Tor .callus purpose, s. 1. set equal to 0 end 

to 1, At the end of the trial I is stored and becomes 
trace T. TQ * N(t0> 0^ )  T^ N(t1§ o^2).

The relation postulated between s and t is 
linear and depends on y i.e. t^ * a ♦ (1 ♦ o)y

tQ * (1 + o)r
where a is a const*

Let S  ̂ be the presentation of stimulus A on trial j.
a * ± rWhen Ŝ *1 occurs I^J is set up and compared with tmJ the

trace of the stimulus presented on the last trial* The
j j *“1decision on what to respond depends on - tm •

The decision process may be specified thus

dj j-1 * 60 Respond A±
if dj < 6^ then Respond AQ

other Repeat last response*
- t - s.Thus m

where *(x) is the integral of the unit normal density function 
i.e. *<x> » ? e'(i)y2 dy

m  -«



If feedback is present then the decision process becomes

Tanner et al* propose when feedback is present the actual
process is a weighted average of the two decisions
i.e* Subjects do not make full use of feedback in this ease

Thus there are five unknowns a^ Sq S^ w and a.

(e) Non-Parametric Approaches to Signal Detection
Recently attempts have been made to overcome the 

difficulty of having to choose which model you must use to 
obtain a measure of a subject*s sensitivity* The solution 
for psychologists less interested in examining the models 
than in using them was to develop simple statistics which 
approximated to estimates of the various models*

The sampling distribution of these measures provides
a fairly intractible analytic problem* Pollack & Hsieh (1969) 
attempted to find it empirically by simulating a forced choice 
experiment on a computer* They specified the distribution of 
noise f(N) and signal + noise fCS + N) and calculated P(f(N) < 
and P(f(S + N) < x) for all values of x. From this they 
obtained the area under the ROC curve (A )• They found thatoFor a given value of d* varying the <*SN/crN ratio affected Ag

dj j-1 ” 40 
if ^  jml < «x then

other Repeat last stimulus

Respond Aq

Respond A^

♦ (1 - w)#(



and a . For a value of A however oA was relatively•tT-g g Ag
constant with an underlying normal distribution. Analogous 
results were obtained using uniform and negative exponential 
underlying distributions for noise and signal + noise. 
Correlating the samples from f(N) and f(NS) did not appear 
to affect Ag or °^g* That is to say they found that the 
sampling variability of the area measure was dependent on its 
mean value and relatively independent of the complex conditions 
which led to the given mean value.

They also attempted to use the intersection of the 
ROC curve with the negative diagonal P(I) as a measure of 
performance similar to A or d ’. Again for a given value 
of d 1 the parameters P(I) and ara related to aSN^aN *
However the sampling variability of Ag is less than the 
sampling variability of P(I).

Pollack and Norman (1964) suggested a model-free 
analysis of a subject sensitivity based on a single point 
P(Rg|S)j P(Rg|N) on a ROC curve. The straight line from the 
point (0,0) and (1,1) to P(Rg|S), P(Rg|N) divides the ROC 
curve into four regions (see diagram).

According to all models discussed points in the 
area I represent inferior performance that the point 
P(Rg|S), P(Rg|N). Similarly the area S contains only 
the points representing superior performance. Points lying 
in other areas are ambiguous. Thus, Pollack and Norman (1964) 
suggested the measure A ’ equal to the area I plus half the 
ambiguous area as a measure of performance. A non-parametric 
measure of bias was introduced by Hodos (1970) . Using the same 
diagram as Pollack he suggested a percentage bias parameter 
equal to one hundred (y - x)/y where x is the intercept on 
the y axis of the line passing through the point (1,1).
Isobias lines based on this assumption appear similar to 
those developed by Luce (1959) using his model.

X-© % Bias • 100

D. Incorrect Positives



(£) Extension to Rating Experiments
Although originally developed for the Yes/No 

experimental set up signal detection models were soon 
applied to the results of rating scale experiments (e.g. Watson 
Rilling and Bourbon (1964)), as this procedure enables more 
information about subjects ROC curves to be obtained from a 
similar amount of experimental effort. The rating task 
implies that the subject must use several decision criteria 
simultaneously. He must place each observation in a category 
that corresponds to his degree of certainty as to which stimuli 
had occurred. The probabilities of P(Rg|S) and P(Rg|N) can be 
found assuming that the subjects responds signal present only 
when he was most certain that it was present or when he is most 
and second most certain that the signal is present, etc. Thus 
for n categories n - 1 data points on a ROC curve can be 
derived.

Abrahamson and Levitt (196 9) have studied the
statistical properties of a Tanner Swets Green type model
in this situation. The degrees of certainty are c^, ••••
The subject responds c^ when the psychological representation
of the stimulus lies between c and c ,n on the decision axisr r+1
where cn = - « and c , = «.1 r+1

, ci+lPCcJSN) = Q± = / fS N  ^ x
c •1

. ci+lP(ci |N) = qi = f fN (x)dx
c .l

Again, estimates of and q^ are easily obtained, and 
the random vector (Q^ .... Q^) and (q^ .... q̂ _) are 
independent estimates of a multinomial process. The hit 
probabilities if the subject uses criterion c^ are



and the corresponding false alarm probabilities are

Pi - j>i 4j » * -

Therefore the ROC curve is as before

F_1(X-Pi) * r ^ Q - p j )  -
ffs

Under the assumption crg * a they define an approximation 
to the minimum variance estimator of s and its variance

—  * 1 Jta ij

Pi^i ~ P4)where t J * ------- =------4---------(1 - PCSJJfCF̂ Ĉl - PjL))

pi(i - pj>

and by approximating to a solution of the maximum likelihood 
equation they derive a goodness of fit statistic. They
state that in the case of a * o is intractible.s

Meyers (1970) suggested defining the categories 
.... c^ in a Yes/No experiment in terms of the latencies• 

That is to say the frequency of the same responses at 
different latencies are grouped together and ordered from fast 
Yes to slow Yes to slow No to fast No and treated as if they 
were Yes certain Yes uncertain No uncertain No certain*
Meyers then proposed a model similar, to that of Krantz (1969) 
be applied to data in this situation.



(3) Experimental Variables

The main independent variables that have been 
investigated in detection or recognition systems are 
stimulus probability, payoffs, instructions, inter response 
time, feedback, stimulus difficulty and the nature of the 
stimuli. Some of these variables may very well effect the 
nature of the sequential effects.

(a) Stimulus Probability
This is one of the most common independent variables 

to be studied as the subject’s sensitivity as measured by most 
models is assumed independent of this variable. For example, 
Tanner Swets and Green (19 56) varied the a priori stimulus 
probabilities using values of .1, .3, .5, 1.7, and 1.9.
They then obtained an ROC curve as described in Chapter 1.
Some observers in this situation did not produce ROC curves 
which were symmetrical about the negative diagonal and their 
data was better fitted when the assumption is not
made. In general, however, it was found that increasing the 
a priori stimulus probability had the effect of raising the
point representing the subject’s performance on the ROC curve.
That is to say it increased simultaneously both the probability
of a hit and a false alarm.

Recently Tanner Haller and Atkinson (196 7) and 
Parducci and Sandusky (196 5) in auditory and visual 
recognition studies produced rather contradictory results. 
Tanner et al. experimental situation involved a auditory 
amplitude recognition task. Subjects were run for 400 trials 
at each stimulus probability on each of three sessions. The 
order for presentation of each session was determined randomly. 
In this case subjects were given no feedback and were not 
informed of the a priori probabilities. The results are 
shown in the diagram below.
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0  .1 .3  .5  .7 .9  Fig. 1. P robability of hits, fa ls e  alarms, and
y —  V A L U E  the A j  response averaged over observers,

They found that the probability of a hit PCR^js^) and false 
alarms P(R^|S2) decreased as the probability of stimulus 1 P(S^). 
The probability of response 1 P(R^) only increased largely with 
P(S1 ). Summarising the results of the two experimental 
situations one can say that increasing a priori stimulus 
probability has its greatest effect on the bias of the 
subject. The direction of the effect is determined by the 
amount of information the subject has of the value of P(S^).

(b) Feedback
Green and Swets (1966) state that trial by trial 

feedback helps to bring about a rapid approach to asymptotic 
behaviour. This effect however is small when presession 
training is given. This was demonstrated by Grundy (1961). 
Kinchla and Atkinson (196*+) varied the probability of giving 
feedback in a Yes/No detection situation. They found that this 
had an effect on the subject’s bias parameter but not on the 
sensitivity one. They used an Atkinson type model, see
section on signal detection models.

Kinchla (1966) and Tanner et al 0967) showed that 
feedback effects the relationship between the relationship 
between the a priori stimulus probability and the hit and false 
alarm probabilities. That is to say subjects have a greater 
tendency to probability match when they have feedback. The 
difference between the feedback and non-feedback condition is 
even more noticeable in the case where subjects have no 
information about the a priori stimulus probabilities



(Tanner Rauk and Atkinson (1970)). The effect of feedback 
on sequential dependencies in pooled data was also studied 
in the above paper. They predicted and found that in the 
no feedback condition the sequential dependencies would affect 
only the bias of the subject and not his sensitivity 
i.e. the points (P(R1 |S1R1S1), P(R1 |S2R1S1)),
■tP(R1 |S1R1S2), P(R1 |S2R1S2))5 (P(R1 |S1R1S2),
p (r 1 |s 2r 1s 2))5 (p (r 1 |s 1r 2s 2)5 p (r 2 |s 2r 2s 2))5
all lie on the same ROC curve. While if feedback is
presented they predict that only the points
P(R-^ | S-̂ Rj Sj) , P(R-^|S2RjS^) where j = k lie on the curve.
They claim that the data generally bears out their 
predictions. Although a glance at the graphs suggests that 
the points P(R^| S-^RjS^) 5 P(R^I ̂ 2RjS^) where j = k appear if 
anything to be on a more sensitive ROC curve than the others. 
They also found that feedback reduced the total amount of 
dependence on the last trial.

(c) Stimulus difficulty
McGill (1957) used a four signal auditory frequency 

recognition task and varied the difficulty by varying the 
intensities of the signals against a background of white noise. 
He used an information theory analysis and found that as the 
task became easier the information shared between a response 
and a stimulus which evoked it increased while the information 
shared between this response and the response on the 
immediately succeeding trial decreases. This is really 
saying that as the probability of the correct response 
increases the other factors affecting the response must 
simultaneously decrease.

(d) Payoffs and instructions
It was discovered early that payoffs could influence 

the bias of the subject without affecting his sensitivity.
E.g. Tanner Swets and Green (1956) show that a subject can be 
made to change the value of his bias parameter by varying the



payoffs dependent on the outcomes of each trial. The extent 
to which the subject does this is smaller than would be 
predicted by a normative Bayesian type analysis. This however 
is a common enough finding in decision making, c.f. Peterson 
and Beach (1968). The same effect can be observed by varying 
the instructions to a sub j ect • Egan Schulman & Greenbergl959 instructed 
subjects to use a "strict", "medium" and "lax" criteria.
Feedback was given to subjects if the criterion they were 
using fell outwith a specified range. Again the sensitivity 
was found to remain constant while the bias changed.

(e) Sequential effects
This is the area in which this project is mainly 

interested. Fechner (18 60) found a "negative time error" 
in his experiment on lifted weights. That is to say if two equal 
weights are presented to a subject then the second weight 
is judged greater than the first. Fechner postulated a fading 
memory trace to account for this mechanism. Thus when a 
subject lifted the first weight he formed an image which was 
then compared to the second. As this trace fades so the 
second is judged as heavier. Contemporary introspectionists 
did not like this idea. Thus Kohler (19 23) postulated a 
hypothetical physiological process as an explanation instead.

Postman (1946) studied this effect for tones 
differing in either pitch or intensity. He found little 
time error for pitch but with the intensity variable he found 
a time error the nature of which depended on the interstimulus 
interval (ISI). Averaging over subjects and frequencies he 
obtained the following graph for intensity judgments and

LOUDNESS

TIME IN SECONDS 

F ig . 8. G e n e r a l iz e d  T im e -Error  F u n c t io n s  for  Patch  a n d  L oudness  
Each po in t on tne graph represents the average time-error fo r an O at a given



a straight line for pitch judgment
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A distinction is made by Stevens (1939) between discriminations 
which depend on the addition of excitation to excitation 
(e.g. intensity judgment) and those which depend on differential 
patterns of excitation. The former appeared to lead to 
systematic time errors while the latter do not.

Needham (19 34) found that the time error reversed 
itself after extensive practice becoming negative after a 
short interval and positive after a longer one. Similar 
after effects are common in visual studies.

In the 19 50's some work was carried out into 
sequential effects by presenting a constant stimulus around 
threshold to a subject for a large number of trials and asking 
the subject to detect the presence of the stimulus, e.g. Verplank, 
Collier and Cotton (195 2) used a light at the 50% threshold.

This stimulus was presented to sixteen subjects 
on 300 successive trials during four separate sessions. They 
found significant auto correlations up to about lag 11 
(representing about one minute real time) and no significant 
dependence over lag 20. Day (1956) presented a continuous 
1000 cps tone to the right ear of each of five subjects at 
a sensation level of 70 db. Subjects were instructed to 
respond by pressing a key whenever they could detect an

. •' PITCH
. 3 0 1---------------— ----------------------------------------------------

.20?
.10

.00



increment in the loudness of the tone. From 300 to 600 
increments in intensity each 0.1 second in duration were 
added regularly to the tone at a fixed interstimulus interval. 
A response of Yes or No was recorded for each increment. Day 
varied the interstimulus interval and found that the subjects' 
responses did not conform to a random series as measured using 
a runs test (see Siegel (19 56)). He also found that as the 
interstimulus interval increased so the departure from 
randomness decreased, although some subjects showed marked 
degrees of non-randomness even at the longest interstimulus 
intervals.

Other experimenters (Senders and Sowards (1952), 
Senders (1953) and Wagnaar (1968)) presented a constant 
stimulus to a subject asking him to respond as to whether 
it fell into one of two categories. Wagenaar states that in 
these experiments no real pressure was involved as the 
subjects' task was to state which of two stimuli presented 
came first. As both stimuli were presented simultaneously the 
author claimed that threshold fluctuations could not serve 
as an explanation for the strong response dependencies found in 
all cases. He preferred to postulate a sequential response 
bias to account for the response dependencies which in most 
cases corresponded to a tendency to repeat the same response 
on the part of the subject. The main findings were that 
strong dependencies existed together with wide individual 
subject differences.

Wertheimer (195 3) took successive measurements of 
auditory visual and pain thresholds on a series of three 
subjects. These were obtained at 6 second, 1 minute, 3 minute 
and 1 day intervals. An analysis of the data revealed 
significant auto correlation between successive measures of 
thresholds. An analysis of variance showed that in the 
last experimental condition where the inter threshold 
determination time was one day, this variable the inter 
thresh old determination time was found to have a significant 
effect on the threshold obtained.
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Matrices used

T T Tn+1 n+1 n+1
S1 S2 S1 S2 S1 S2

T n S± .5 .5 B T n S 1  . 8  .2 C T r S 1  .2 . 8

S 2 *5 .5 S 2 • 8 .2 8 2 * 2 * 8

T T Tn+1 n+1 n+1

S1 S2 S1 S2 S1 S2
D T Sn . 8 . 2  E T S-, .2 .8 F T Sn .8 .2n 1 n 1 n 1

S2 *2 .8 S2 *8 .2 S2 *8 .8

Tn+1 Tn+1 Tn+1

S1 S2 S1 S2 S1 S2
T Sn .2 .8 H T Sn .5 .5 I T S-, .5 .5n 1 n 1 n 1

S 2  *5 .5 . ' S 2  - • 8 . 2 S 2  * 2 .8



42.

More recently work has concentrated on detection
and recognition situations. Speeth and Mathews (1961) in a 
four interval forced choice signal detection experiment found 
that a subject's current response was effected by his 
immediately preceding response, his past performance level 
and an indication of what his last response should have been. 
This effect decreased as the signal increased, i.e. the task 
became easier. Carterette and Wyman (196 2) in a Yes/No 
detection experiment found that the trial frequencies were 
not a zero order Markov process.

revealed some of the relationships between the independent 
variables and sequential effects. Freidman and Carterette (1964) 
varied the stimulus probability by making the presentation 
sequence of stimuli a first order Markov process. A forced 
choice detection task was used and subjects were not informed 
of the nature of the stimulus dependencies nor the purpose 
of the experiment. The transition matrices used are given 
on the following page. In A, B and C the probability of the 
first stimulus on trial n is independent of the stimulus 
on trial n - 1. In D, F and H the probability of a stimulus 
repetition is increased while in E, G and I the probability 
of a stimulus alteration is decreased. For the most part 
the data points were well fitted by a traditional ROC curve.
The a priori probabilities appeared to effect the placing of 
the data points on the curve. They also examined the effect 
of run length on the probability of a correct response P(c) 
and the results are shown in the diagram below.

We shall now see how more recent studies have

1.0

I 4 8 I 0
RUN LENGTH

T ig . 2. Proportion of correct responses [A (C )3  averaged over 
the three observers as a fu n d  ion of run length for the various 
Markov-chain generators.
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In experimental conditions A, B and C the probability of a 
correct response increased with run length. In conditions D 
and E which had the greatest amount of stimulus dependence run 
length had a dramatic effect on P(c). In condition D P(c) 
went from .45 on the first trial of a run to .8 on the second 
while in A the corresponding values were .70 and .58. The 
observed dependencies of responses on responses were small.
The authors suggest that this was due to the provision of 
feedback following every trial without which more dependency 
on the immediately preceding response to a given trial might 
have been noted.
(f) The Effect of Feedback on Sequential Effects

Freidman and Carterette (1964) state that from 
their research feedback is an important determiner of response 
dependencies. If feedback is given then the largest response 
dependencies are on the stimulus presented on the immediately 
preceding trial. If no feedback is given then the largest 
effect is of the immediately preceding response. Parducci and 
Sandusky (1965) in a recognition task of the special position 
of lights found the effect of feedback was to reduce the 
accuracy after a stimulus alternation but to increase it after 
a stimulus repetition. Both these effects cancelled each 
other out when the probability of a correct response was taken 
as a performance measure. This perhaps explained the findings 
of Grundy (1961) who found that the provision of feedback 
did not appear to effect the probability of a correct response. 
Also in both these studies the a priori stimulus probability 
was .5 . Kinchla (1966) in a signal recognition task showed 
that subjects in a feedback condition tended to match the 
probability of the responses whilst in a non-feedback 
condition they did not. Thus the probability of each of the 
responses without feedback regressed to .5 .

The effect of feedback on stimulus alternation was 
examined by Tanner Haller and Atkinson (196 7) who found subjects 
were more accurate after a stimulus alteration than after a



stimulus repetition in a no feedback signal recognition 
experiment. This is interpreted by assuming that the 
subject compares the stimulus on one trial with some 
"memory" of the stimulus on the immediately preceding 
trial. Thus if the subject is wrong on one trial he will 
compare the stimulus on the next with a wrongly labelled 
"memory" and thereby increasing the chances of him making 
a wrong response. The effect of feedback in decreasing the 
probability of a correct response after a stimulus alternation 
is less easy to explain unless it is postulated that feedback 
in some way interferes with the comparison process.

We can therefore conclude that sequential effects 
are observable over a wide variety of detection and 
recognition tasks. As the task becomes easier so these 
effects decrease. The same thing happens when the interstimulus 
interval is increased. Feedback appears to increase the 
probability of a correct response after a stimulus repetition 
but has the opposite effect after a stimulus alternation.



RELEVANT REACTION TIME FINDINGS
(a) Experimental Results

The literature on reaction time is of direct 
relevance to the task we are considering as the task facing 
a subject in a Yes/No recognition situation is very similar 
to that in a choice reaction time experiment.

Smith (196 8) has reviewed the literature of 
choice reaction time and defines a choice reaction time 
experiment as follows

(a) The stimulus and responses are known at 
the start of the experiment.

(b) The error rate is low - less than 10% wrong 
responses occur and no comparison stimuli 
are presented.

(c) Latency is the major dependent variable.

In the signal recognition task used in the 
current investigation the error rate was often higher 
than the 10% stipulated by Smith as characteristic of 
the reaction time experiment. It is usually more 
difficult and the experimenter is interested in other 
dependent variables than latency. There is also a 
difference in the instruction normally given to the



subjects. The similarity of the two experimental procedures 
however makes the findings of choice reaction time experiments 
of direct relevance to those interested in signal recognition.

The major variables found to effect the choice 
reaction time (CRT) experiment are given below.
(i) CRT and stimulus uncertainty.

The relation choice reaction time is proportional to 
stimulus uncertainty has been found to hold good whether 
stimulus uncertainty is varied by changing the number of 
equiprobable alternatives or varying the probability of 
occurrence of individual stimuli Hick (195 2) and Hyman (195 3) 
and subsequent studies. This is in cases where the task is one 
one i.e. there is one and only one distinguishable response 
for each stimuli. Whether this relationship still holds when 
the one : one relationship is altered is open to question9 
e.g. Rabbitt (195 9) and Pollack (1963). Stimulus uncertainty 
however cannot entirely explain the finding of Broadbent and 
Gregory (1965) who showed that the CRT’s to a stimulus that 
occurred on 7 5% of the trials were longer when this stimulus 
was part of a four alternative choice reaction time experiment 
than a two choice task. Thus the number of stimuli has an 
effect on the latency which is independent of the probability 
of that stimulus.
(ii) CRT and payoff.

Fitts (in Smith (1968)) showed that where payoffs 
were greater to the subject following fast accurate responses 
to some stimuli choice reaction times were shorter to the 
more highly valued stimuli. Laberge (1964) also found that 
the effect of increasing the payoff associated with the 
particular response had the effect of decreasing the latency 
of that response.
(iii) CRT and sequential effects.

Bertleson (1961) showed that the choice reaction 
time to a stimulus increase is the number of intervening 
trials since the last occurrence of the stimuli. Although 
data produced by Hyman (1953) do not appear to confirm this in 
a two choice reaction time experiment they do with four, six
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or eight choices. Bertleson and Rankin (1966) found the 
effect reversed when the interval between the stimulus was 
long, i.e. 12 - 15 seconds.

Laming (196 8) studied sequential dependencies 
in reaction time experiments. He used the multiple regression 
analysis technique whose basic equation is as below.

E± = e + a0 (Si - i) + Z:aj(Qij - }) + 

kaOk(Si ~ 2)(Qik “ 2 ) +

j k?jajk(Qij ^  + 3bjEi-jLQij + "0 +

equals 1 if stimulus 2 is presented on the 
trial otherwise zero.

R^ equals 1 if response 2 is made on the 
trial otherwise zero.

^ equals | + R^|.
j equals | S± + | .

aQ is the effect of the stimuli on the current 
trial on the error rate.

aj is the effect of the stimulus on trial i-j.
a. . is the effect of the combination of stimuli 

on trials i and j .
bj is the effect of a mistake of the same sort on 

trial i-j.
Cj is the effect of a mistake of a different sort 

on trial i-j.



The values of a, b and c are the regression coefficients and 
provide some measure of the sequential effects. If the 
coefficient of a similar regression analysis using the 
response of the dependent variable was also performed. Also 
the latencies were analysed using the regression equation

T. =1 t  + 5h j T._. ♦ ! :rj ( [Ri ♦ R._.]  - i ) (T ._ .  -  y)

+  g j < Q i j  -  -  y ) }
+ SqE^ + s-^(S^ ” 5) + S2(R^ "■ 2)

+ j V Qij - + 5 3?>kujk(Qij ■ i)(Qik -

H- ?vjEi_jQij + 5wjEi_j [Qij + 1] + H

t is the average reaction time.
kj gives the effect of times on preceding trials.
fj gives the effect of times of responses for R^

and R^_j heing equal or not.
Uj gives the effect of the difference in reaction 

time between the events S. .is not equal to
S • and S . . equals S . .1 i-j ^ 1

u ^  gives the effect of the events Q^j and 
which are not included in the Uj.

Wj - this represents the increase in reaction time 
on a trial when the signal involved in an error 
on trial i - j is presented again.

Vj represents the increase in reaction time when the 
alternative signal is presented.

Laming estimated the above regression equation using data 
from several experiments in the same analysis. He reported 
where the regression coefficients differed depending on the 
conditions. One of his findings was that the order in which



subjects were run in different experimental conditions was 
important. Analysing the effects of run length he found that 
during a run of one of the stimuli the reaction time and 
probability of an error both decreased. While during a run 
of the other stimuli, however, the opposite happened.
Laming postulated a random walk model to explain the latencies 
construed that this effect was due to a shift in the starting 
point of the random walk. The effect of adding a bias 
parameter to the regression equation was to reduce the 
difference between the constants in the regression equation. 
From the regression coefficient our general finding is 
that a.2 anc  ̂u2 are greater than a^ and u^. The graph 
showing how the coefficients vary with distance from the 
current trial is shown below.

Experiment 1 A Experiment 2 e Experiment 3 •

0-015*

ooos-

Median values of the a, regression coefficients in Experiments 1. 2 and 3.

Another find is the importance of the inter-trial interval 
on the sequential dependencies. He found that the interaction 
regression coefficients became more important as the inter-trial 
interval decreased below .5 of a second. He interprets this by 
claiming that the speed of extraction of information is less 
after an alternating sequence of signals than after a run 
during short inter-trial interval conditions. Too much weight 
however must not be placed on the absolute value of the



regression coefficients since they may be serving to suppress 
some variation in another dependent variable rather than to 
predict tie dependent variable directly.

Bertleson (196 3) used an experimental situation 
involving four stimuli in which two were associated with 
each response. In this way it was possible for him to study 
the effect of stimulus and response repetition on reaction 
time independently. He concluded that response repetition 
led to the greatest effect on latency. It could also be 
argued that this effect can explain the results showing that 
stimulus uncertainty is proportional to latency. The more 
probable a stimulus is the more repetitions of the response 
to it will be involved. This however cannot account for all 
of the experimental findings.
(iv) CRT and discriminability.

Increased discriminability decreases CRT for a 
given number of stimuli Sternberg (1964). However it 
appears that the way the changes in discriminability occur 
changes the effect of varying the number of stimuli. In 
Sternberg’s task the stimulus was changed by the addition 
of noise to it. If the relation between reaction time and 
number of stimuli (s) is CRT = k(s) + c where k and c 
are constants then decreasing discriminability by the addition 
of noise has the effect of altering c. Crossman (1955) and 
Thrumound and Alluisi (196 3) varied the similarity of the 
stimuli directly and found that they changed the slope of 
this function i.e. k.
(v) CRT and compatibility.

Fitts (1959) found that the "naturalness” of SR 
relations e.g. spacial orientation were related to CRT.
This stimulated attempts to see if the effects of the number 
of stimuli disappeared with very compatible stimulus-response 
relations. Leonard (1959) found that when the stimuli where 
the tactile vibration of the fingers and the response was 
depression of the stimulated finger that the number of stimuli 
had no effect on the response time.



(vi) CRT and Intertrial Interval.
The effect of intertrial interval on the 

intertrial dependence has been studied by a number 
of investigators. The experimental findings, however, 
lead to rather unclear conclusions. Bertleson (1961), 
Bertleson and Rankin (1966), and Hale (1967) found 
that introducing a delay between trials of more than 
a second had the effect of reducing or abolishing 
the "repetition" effect. Indeed Hale (196 7) showed 
a transition from positive to negative recency as the 
intertrial interval was increased. This finding was 
replicated by Williams (1966). Keele (1969) found no 
change in the repetition effect over intertrial intervals 
of 2, 4 and 8 seconds in a six-choice lights-buttons 
task and no effect of interpolated arithmetic tasks 
in the 4-second intertrial interval. Schvaneveldt 
and Chase (1969) found a negative recency effect 
occurred in both 2 and 4 choice (S-R) compatible 
tasks and the negative recency increased as the 
intertrial interval decreased. With less compatible 
S-R tasks a positive repetition effect was found 
and the intertrial interval did not appear to affect



(vii) CRT and practice.
Some studies e.g. Mowbray and Rhoades (19 59) 

and Davis Moray and Treisman (19 61) found that practice 
could eventually reduce the effect of increasing the number 
of stimuli to the subject. The two studies combined, however, 
used only four subjects in total.
(viii) CRT and instructions.

It is possible to reduce the latency at the 
expense of accuracy by varying the instructions e.g. Fitts 
(1966) and Hick (1952).

(b)Reaction Time Theories
Theoretical analysis of such studies has developed 

along a number of different lines. There is the "psychological 
model" of Selfridge, Neisser etc. who are concerned with the 
nature of the psychological process rather than developing 
parametric models. There are mathematical models of the 
reaction time process e.g. Hick Luce Falmange Laberge Stone 
Laming etc. In these cases the psychological process is 
formalised into a mathematical model. Finally there is the 
approach of McGill who seems concerned mainly with specifying 
the reaction time distribution statistically and who pays less 
attention to the psychological process.

Smith (196 8) provides a comprehensive verbal review 
of the cognitive approaches starting with Donders and leading 
to an extended discussion of the differences between feature 
testing versus template matching models. Since this approach 
is not particularly relevant to the present topic the interested 
reader is referred to this review for a summary of the above 
work.

Recently the use of Markov chains and random walks 
came to the notice of psychologists and they have been applied 
to a number of different situations. A distinction should be 
made between the "Macro" Markov models discussed in the section 
on characterising dependencies where each event is a trial 
i.e. the process continues throughout the whole experiment 
without absorption, and the more common "micro" model in 
which each trial is represented by an absorption of a Markov



process i.e. the process starts and absorbs during each trial. 
Looking at the micro model first we see that this was originally 
applied to choice theory. The unobservable events being referred 
to as "implicit processes" or some similar concept. If the 
events are seen as corresponding to observable responses then 
these criteria for reaching the absorbing state can be studied. 
Bower (1959) and Estes (1960) considered two successive events 
corresponding to the same response and Audley (19 60) extended 
this from two to k. Bower also considered using as an absorption 
criteria the number of events corresponding to one of two 
responses being greater than k. While Laberge (196 2) considered 
using the criterion k not necessarily successive events 
corresponding to each course. Although mainly concerned with 
the response probability such models can equally be made to 
have latency applications if one postulates the distribution of 
events in time.

Probably the first application of Markov models to the 
study of response latencies was by Stone (1960). He made use 
of the sequential probability ratio test developed by Wald (19 47) 
to relate the mean and variance of the latencies to the error 
rates and the relative frequencies of the stimulus presentation. 
Stone postulated that the subject is operating on a stream of 
random variables x-^,X2 xn separated by a constant time t.
P q ( x )  and p-^(x) are the probabilities of the random variable 
taking the value x when the stimulus Sq and s-̂  respectively 
have been presented. The probabilities are assumed to be 
constant for all observations. The subject transforms each 
observation x to c(x) and cumulates the transformed observation 
over the decision period to give a total c^.

Constants log A and log B are chosen where A > B, 
so that the subject decides s-̂  is present when c,p > log A and 
Sq when c,p < log B. Wald's sequential probability ratio test 
shows that the optimum choice for c(x) is

C (x ) = log P1(x) - log P q ( x )

This implies that the subject is familiar with P q ( x )  and 
P1(x).



Less restrictive assumptions were used by Stone 
in the formulation of his model. He postulated that the 
subject only assumed symmetry of the probability distributions, 
i.e. that p -l(x )/Pq (x ) when x is distributed as Pq (x ) has the 
same distribution as Pq (x )/p ^(x ) when x is distributed as 
p-^(x). If n^ and are the mean and variance of the sample 
size of observations necessary to decide s^ is present then 
Stone showed

S1 = J ( 3 9<0/J(a,3)
n0

and J(a,3)v-^ - j (3,cO V q =

1+ J(a,3)ot(l -oOn-^2 - J(a,3)3(1 - 3)n22 
(1 - a - 3)

J(a,3) = a log a/(l -3) + (1 - a)log (1 - a)/3

and a and 3 are the probabilities of Sq and s-̂  respectively,
If the pure decision time can be measured directly then
T ,. can be substituted for n. and var T.. for v. in the di i di l
above equations.

Stone's model did not specify the distribution 
of the small x's. However Laming (196 8) extended this by 
postulating the distribution for the x given SQ .

f(x|Sq) = N(u0c2)

and f (x| s p  = NCv-jO2)

i.e. they are both normally distributed with equal variances.
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In applying his model to the 2 choice situation 
Laming denotes the a priori information

IAP where
P(S1)

JAP = log P('S0)

The information obtained by the rth observation
x IS,

Sir = log 3̂ ygi 
r I 0

and the total information cumulated after n observations
n P(S1)P(x. ...x |SJ

In = JAP + *6In = log P(S0)P(x± ...xJ-Sq)

As soon as I = 1^ when i = 0 or 1 response is made.
Thus:-

PC S p  P U - J s p
10 = log P(SQ) P(R0 |S0 )

and
P(S1 ) PCR-lI Sx>

11 = log PCS0) PCR0 |S0 )

If n is the number of responses before a response is made 
then the expectation of n is

E(n) = P(S0)E(n|S0) + P(S1)E(n|S1)
Using the properties of the normal distribution Laming is 
able to derive an explicit solution for both E(n|SQ) and E(n|S-^) 

In this model it is assumed that the subject 
minimises the latency subject to a minimum error rate.
This is to say he minimises E(n) subject to the condition.

P(S0) P(R1 |S0 ) + P(S1)P(R0 |S1) < e
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We see that the minimum is obtained when

and

I1 = log ((1 - e) / e)

but I p(s0)pCR0 |So) - los pTs0 |r0>

e = P(S1 |R0)

similarly it can be shown

e = P(S0 |R1)
Laming derives the following main consequences for this model
1. The ratio of the errors given as opposed to Sq 
approaches an optimal value (P (S-̂ ) - e)/(P(Sq ) - e).
2. The signal that elicits the faster reaction has the 
smaller probability of error.
3. For a given response the distribution of reaction times 
is the same whether the response is correct or not.

experiments, Laming (196 8). Prediction 3 however was 
demonstratably found not to be true. Laming therefore 
modified the models so that the subject begins sampling 
the information from the blank display at some time before 
the signal is presented. The information so sampled is 
irrelevant to the discrimination between the signals.
This leads to the prediction that in a two choice reaction 
time the errors are faster than the same response made 
correctly.

model which is an interesting special case of the latent class 
Markov models discussed in the next section. He postulated 
that a subject is either in a state of preparedness or not 
for each stimulus for each trial. If the stimulus presented 
on one trial was in the prepared state then it remains in

Predictions 1 and 2 were borne out in a series of

Falmagne (196 5) developed a choice reaction time
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the subject’s prepared state for the next trial. However, if 
the stimulus in the prepared state was not presented on a trial 
then it goes into the unprepared state with the probability 
I - c* and the stimulus in the unprepared state goes into a 
prepared state with a probability of c. When a subject is 
in a prepared state his reaction time distribution is K(x) 
and in the unprepared state it is K(x). This model is in fact 
a latent Markov process with the states of preparedness being 
the latent states.

Falmagne’s model postulates that Sn (S) is a random 
variable defined for each trial n. The reaction time to 
stimulus j depends on K^n . At 
can be represented by a vector
stimulus j depends on K^n . At trial n the state of the subject

K (s) n
K;l (s)

Kr (s)

If the subject is prepared his reaction time distribution is
K(x) otherwise K(x). He also postulated a random indicator
variable E. (s) = 1 if stimulus i has been presented to m  r
subject s on trial n or 0 if i has not been presented to 
subject s on trial n. So the stimuli presented to the subject 
can be represented by a vector

En(s)
Eln(s) '

E ( s )rn
W is the outcome to trial n. n

WR = <En (s)Kn (s), ... E2(s )K2(s ),E1(s )K1 (s ) >
The theoretical cumulative distributions of RT to stimulus i
at trial n, given the state the subject is in are given below.

J(xj E in = 1, Kin = 1, = K(x)

J O c j E i n  = 1» Kin = 0, Wn _ p  = K(x)



Transitiors between states for all i and n are described by:- 
p |Kin+i(s)|En (s)J Kn (s), = f(Ei>n(s), Kin(s))

and the values of f are given in the table below

Kin(St E in(S) 1 0\
1 1 1 - c 1
0 c 0

let Pin(s) = P(Kin = l|Wn_1 )

'i = P(Ein = 15
The theoretical cumulative distributions of RT on trial n given 
the presentation of stimulus i is

Jin(x) = W / (xJ Ein = ^ Wn-1> P(Wn-l>n-1

= PinK(x) + (1 - Pin)K(x)
Falmagne shows
(1) P. = (l-c)P. + cm + 1  m

P. ^  = (l-c’)P. m + 1  m
(2) The transition of the Markov chain latent states

K. \K. 1 0m  \ m + 1
1 1 - (l-ir^)c1 (1-Tr^)cf

0 TT̂ C 1-7T^C
7T . C 1P. = lim P. =  t— t-=\----*— ri n->a m  tt.c + (I-tt.)c ’

(3) If E± n (s) = 1

J. ,nCx) = (1-c) J. (x) + cK(x) m + 1  m

if E^n (s) = 0. Jin+i^x  ̂ = (l“C !)J^n Cx) + c TK(x).



We also find a number of implications, e.g. sequential effects 
on moments.
Let E(xin) = JxVJin(x)

E ( X p  = /xvk(x) and E(xY) = /xvk(x)

then

E(Xin+l l Ein = 15 = <l-c)E(xYn ) + oE(xv,

= (l-c')E(xY ) + c'E(xS)111 K.

this can be estimated also can use different

Falmagne also postulates a linear model.
U )  P(Kin+1(s) = l|E.n (8) = 1. Kin(S) = 1, Wn_ p  =

(l-c)P(K. (s) = 1|W , ) + Cm  1 n-l

(2) P(Kin+1(s) = l|E.n (8) = 0, Kin(8>, Wn_ p  =

Cl-c')P(K. (s) = llW^ ,)m  1 n-l

Falmagne also reported experimental data from R/T 
studies which are generally in accord with his main predictions. 
The fit is less good as the predictions get smaller.

Since much work has been done on reaction time studies 
it would be useful to see if we can find anything in the 
literature relevant to detection and recognition situations. 
However, the reaction time experiment is a recognition task 
where subjects make few mistakes we should find a relationship 
between such work and that under present consideration.

McGill (1963) reviewed the nature of a probability 
mechanism for generating latencies (L). The probability 
density function of the latencies is f(t) (P(t-^ < L < t2) = 
/^f(t)dt = FCt^ - F(t^) where F(t) is the cumulative density.

Of the possible densities he considers



1. Exponential distribution. Random events occurring in 
time with an equal probability will produce an exponential 
distribution

f(t) = Xe A"t:

2. Geometric. If we have a device making two responses A 
with probability p and A with probability q = 1 - p then 
the probability of a run of k A responses is given by

p(k) = qkp
which is a geometric distribution with moment generating 
function

oo

mk (e) = /e0tqkp = — E _  
o 1-qe

Suppose each response takes time <5t and as 6t decreases then 
the number of A increases as <St decreases. We assume

lim X (a constant)
St-0 5t

Let t = kSt

Mt (0) = . 0 6t1-pe

6t^0 t vo/ " 1 - (1-X <5t+0 fit)

X - 0
This is the moment generating function of the exponential
distribution. However most reaction time studies have yielded
data which shows systematic departures from the constant
probability functions of McGill (1961). McGill went on to
consider that the response latency was the sum of a number
of different components. He postulated that the response latency
t equals ?t in which t, is a random variable which is 

1 K



exponentially distributed 
f(tk ) = e"Xtk

Mtk(6) = (1 _ e/x)'1

Mt (e) = (1 - 8/X)-n

which turns out to be the moment generating function of a 
gamma distribution.

,n « , n-l -yA / . l  u e
f(t) = T F T T *  £ TiT^nr y

Thus for any given k number of elemental responses we can 
generate a gamma distribution. Suppose k is distributed 
geometrically

Mt (0) = Iqkp(l-e/A)""k+1

P 00 kE (  S L" 1-e/A k=o (1-0/A

- P 1
1-e/A 1-q/(l-e/x)

= 1/(1 -(e/x)p)

This still gives an exponential distribution of t and is 
apparently insensitive to the random duration of the 
sub-response elements.

If we consider the latency has two elements t^ and ±2

The function

f(tx) = ge-etl

f(t2) = ae'ot2

mt (e) = (o-e!)(B-8i

r /, x a 3 -at - 3tf(t) = TFoTT e
has the above mg.f.
McGill (19 65) went on to extend this approach to k elements.
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5. Methods of characterisation of the dependencies
(a) Preamble

As this project is an attempt to study the effect 
of dependencies on some standard models a major problem 
consists in adequately describing the dependencies. For this 
purpose each trial can be considered as a discrete event in 
time. For most purposes each trial can be classified by 
i.e. on this trial the subject responded R^ to stimulus Sj.
In the two stimulus Yes/No situation there are only four 
types of trial R - ^ ,  R2S2, R - ^ ,  and R2S2. Each trial may 
yield more information - latencies confidence ratings etc. 
but can still be approximated to using discrete states.
<b ) Manifest Markov models

Probably the most obvious method of describing such
data is using a manifest Markov chain cf. Carterette and
Wyman (1962) and Macdonald (1968). Let the state on the j
trial be S. and let A equal (ana0 ... a ) be the set of all J ^ 1 2 n
possible outcomes on a particular trial. The results of an 
experiment of n trials are therefore W equal to (X-j_jX2 ... X^). 
We can now classify different properties of the outcome of 
such experiments regarded as stochastic processes.
(i) W is an independent process if for all j equal to 

1 .... n and k equal to 1 .... n
P(Xj = ak |Xj„i ... x p  = P(Xj = ak)

i.e. the probability that = a^ is unrelated to the observed 
states on the previous trials.
(ii) W is a Markov chain of order c if for all j equal to 

1  n and for all small k equal to 1  n
P«j = aJ Xj-l Xj-2 •••• V  = P(Xj = aklXj-l-Xj-c)

i.e. the probability that Xj = a^ given the observed states
Xj_-^ ... Xj_c is independent of all states earlier in the 
process.
(iii) W is a stationary Markov chain of order e if for all 

k and e
P(Xlx2 ... xe> = P(xk+1,xk+2 ... xk+e)

i.e. the probability of a trial being in a particular state 
is independent of the trial number.
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A higher order Markov chain can be transformed
into a first order one of many more states. For example if
we have a chain (X-^...Xn ) of order c we can define a constant
state bk as the ordered c tuple (Xk -.•xk_c+1). Thus if
Y. is the outcome of trials X., X. ......X. then3 3 3”! 3“c+l

p(Yj = bklYj-i>Yj-2 ••• V  = p(Yj = bklYj-i>

and Y^....Yn_c is a first order Markov chain.
We can test to see how the data conformed to this
stationarity assumption and the assumption of different

2orders using a x analysis. If the stationarity assumption
is broken then the proportion of trials in different states
should depend on which section of the data we are looking at.
Let us break the data down into T sections when p..(t) is the13observed probability of being in state i on one trial and j 
on the succeeding trial in section t. To test the stationarity 
assumption we assume p - -(t ) is independent of t equal to 
p^j the same probability as measured over all the sections.
If there are n^(t) trials on state i and section t, the 
stationarity assumption is tested by

x2 = I I I n(t-l)(p..(t) -
i j t J j j

With degrees of freedom equal to n(n-l)(t-l).
Let n . b e  the number of times a trial is in ljk

state k when it was in state j on the immediately preceding
trial and state i on the trial before that. Let n^j = £ nijk
and n- = S n... The n.., are sufficient statistics for l 3 13 13k
estimating (the maximum likelihood estimate is n^jk
divided by n..) in a second order Markov chain and the n..13 . . 13are sufficient for estimating the p^j in a first order one, 
cf. Anderson and Goodman (195^-) . We may test to see whether a 
chain corresponds to first or second order by

X2 = ? ? n .(p •• - p*)2/p* 1 3  l 13 3
2df = (n-l)

or whether a chain is second or third order by 

x2 = i I k  n i j (? i j k  - P j k )2/P i k
df = n(n-l)2



Indeed the test can be extended to find whether a chain is 
adequately described by a cth or a c+lth order one. This test 
does not require the stationarity assumption to be upheld.
This technique will enable us to completely characterize theoprocess by a cth order Markov chain if the x for the 
cth versus higher order is not significant. The problem 
here is obtaining enough data to obtain accurate estimates of 
the higher order’ transition probability. To test the hypothesis 
of third versus fourth order we require to have 2 56 probabilitie 
to estimate and it is difficult to make a subject perform more 
than 1000 trials in one session. In order to estimate the 
above probabilities therefore one would be forced either to 
average over sessions or subjects.
(c) Information theory analysis

Information theory analysis enables one to measure 
the absolute size of the sort of dependencies which we are 
considering. The theory on which it is based is much the 
same as the Markovian analysis (see Garner (1962) and 
Attneave (1959)). Let us again assume we have a series of 
trials (X-p..Xn ) each resulting in one of n discrete states
(a-^ an ) • Making the stationarity assumption as defined
in the last section implies that p . = P(X. = a.) is independent 
of j . Having made this assumption the amount of information 
given when we know X. = a- is defined as -log9 p. and the 
expected value of the information on any trial j - E(H^) is 
simply

E(H.) = - |Pilog2Pi

This is estimated by
- E p ^ l o g ^

where

Another name for this statistic is entropy or uncertainty.
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A value of this approach is that it enables us to 
examine the extent to which different events are independent 
of each other. Supposing we consider another series 
(Y-^....Y^) when Y can assume any one of the states 
(b-̂ . • *bn ) and q^ = p(Yj = b^) which does not depend on j.
We now find

N
(HX ) = - Pi^loS2 Pi 

N
(Hy ) = - qiZlog2

We can also consider the series ..*xn^n^
and define p^j = p((] 
are independent then
and define p ^  = p((X ,= a^) (Y = bj )) . If X and Y

pij " Piqj

(Hxy) = (Hx ) + (Hy )

which is easily verified. However, we can find HXY by 
considering the composite series

^XY ” ij ^ij ^ij
and can estimate the information shared between X and Y in 
the statistic TXY

^XY = 5X + Hy - Hx y

This shows the proportion of the entropy that is shared 
between the two series. This idea is easily extendable to 
a three simultaneous series case where we can specify all the

A A A A

dependencies by estimating the statistics H^Hy^b^XY’ ^XZ5 
Tyy and TXY2 » There is a simple relation between T and 
the equivalent in the Markovian analysis. Attneave (1959) 
stated the relationship as

X2 = (log2 2)nT
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9However, this is only an approximation to t h e a n a l y s i s  
discussed above. The former method is preferable for 
significance testing as informations statistics are 
biased, see MacRae (1970).

(d) Latent Markov models
Both the above techniques are descriptive of any

series of events in time and do not really form an analogue
of any psychological process. If it were possible to show
that data from the sorts of experiments we have been
discussing could be fitted by a latent state Markov model
then this result would tell us something about the processes
involved. Such models have been used mainly by sociologists
looking at a large number of a few repeated observations
rather than small numbers of long series of observations.

Wiggins (19 55) was the first to use such models
and Coleman (19 6 4a), (19 6 4b) used latent Markov models
during studies of attitude change. A comprehensive text on
this and related classes of models was written by Lazarsfeld
and Henry (196 8).

Let us examine in more detail the latent model
used in subsequent analyses. Let us assume that on any trial
a subject is in one of n latent classes (a,35 ....). The
states that a subject enters on each trial form a first
order Markov process specified by the transition matrix
M = |m J where m is the probability of the state a on ex , p a , p
trial n and 3 on trial n + 1. Corresponding to each state 
there is a response vector giving the probability of 
responding in each of n response categories (R-^...Rn).
This can be summarised in a response matrix Q equal to |qa:jJ 
where q^^ is the probability of the subject responding R^ 
on a trial when he was in state a. At each trial t there is 
a row vector V(p) equal to va(p) where va (t) is the 
probability of being in state a at time t. We define V(t)



as the diagonal matrix whose diagonal elements are the 
elements of V(t). As the process is ergodic then lim v (t)4- ̂ ct t->°°
exists and is denoted by v and similarly lim VCt) is denoted

t->°°
by V. We denote the observed probabilities by P(t) equal to 
p^(t) , P(t,s) = p..(t,s) etc. where p..(t,s) is the 

probability of responding on trial t and R^ on trial s.
Similarly p^(t) is the probability of responding R^ on trial t.

We now have the first order probabilities defined
as

P(l) = V(1)Q i.e. p.(l) = £v (1) p .a a Fai

P(2) = V(2)Q = V (1)MQ i.e. p.(2) = g£v (l)m oPo.i 3a a a3 3i

P(t) = V(t)Q = V (l)Mt_1Q

We will see that it is very useful if Q is square and has an 
inverse in each case

P(t) = V(l) Q (f1 Mt”1 Q

= P(l) Rt_1 where R = Q_1 MQ2

Similarly the second order probabilities
P(12) = Q’V(1)MQ i.e. p..(12) = q -v (i)m Qq ft.uai a a3 pj
P(lt) = Q’V(l) Mt"1Q 

and P(t t+n) = Q'V(l) MNQ = Q ?V(1)'QQ"1MNQ
= Q’V(1)QRN

P(13) = QV(1)MQQ"1MQ = P(12)R
R = P(12)”1 P(13)

To find the third and higher order probabilities we introduce 
the diagonal matrix which has as its diagonal elements the 
kth column of Q, and the notation '_Pjc(13;2) = i 5 j ) |
where Pj<.(i9j)^ is the probability of responding i at 
time 1 and j at time 3 having responded k at time 2.
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Pk (13;2) = Q ’VMXkQ

And in a similar way we can obtain the higher order probabilities

Pk£(li+;23) = Q ’VMXkMXh[Q

It should now be possible given enough data to obtain 
estimates of QV& M.However in practice an analytic solution 
may prove slightly intractible. In the case where Q is square 
and has an inverse a solution does exist

Pk (13;2) = Q ,VMQQ~1XkQQ'"1MQ 

but R = Q_1MQ = P(12)“1P(13)

and Q ’VMQ = P(12)

we have Pk (13;2) = P(12)Q“1XkQP(12)’1P(13)

Q-1XkQ = P(12)“1Pk (13;2)P(13)"1P(12)

As Xk is diagonal its elements are the latent roots of the 
right hand side of the above equation. The other columns of 
Q can be found from the corresponding characteristic column 
vectors or by using other values of k.

The two response two latent state case 
is therefore immediately solvable. However psychologically 
speaking restricting the number of latent states to the 
number of responses does not appear particularly meaningful.

We should be able to start with two states and then 
if the model does not fit be able to extend this number.
It is also useful if the model places no restrictions on the 
number of responses in the system under examination. One way 
this might be circumvented would be by considering different 
partitions of the total response set. For example, suppose there 
are n responses. We can now divide the n responses into a two 
response set, e.g. (R-̂ ) and (R2 ••• Rr ) and we can estimate q ^  
and l”q-j_i* Similarly we may estimate q ^  and l”q]_i*
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different partitions we should be able to obtain estimates of 
(<lli + ^ij^ which should be consistent with q ^  and j •
This approach of reducing the number of response categories 
equal to the number of latent states should work for any 
number of latent states m in a situation with n observable 
responses where n is greater than m.
(e) Autoregressive processes

Autoregressive functions cf. Cox and Hiller (1965)
provide an alternative way of characterising a stationary
time series. Suppose (Xn> is a discrete Gaussian process9
i.e. one for which the distribution of X„n..*X^ is multini nc
variate normal. Then the process is stationary if 
(1) » U a constant for all j and (2) the covariance
matrix ^(n^^) equal c x̂nx*xn2̂  a ^unct^on nx ~ n 2
only, i.e. CCX^^^X^) * y(h). y(h) is the autoregressive 
function where y(0) » the variance of XR and p(h)/y(0) 
is the auto covariance function.

Cox and Miller describe a class of such stationary 
processes which might prove useful in describing subjects* 
response sequences. Let X(n) be a discrete time series.
Z^) he a series of uncorrelated random variables such that 
E(Zn) * 0 and Var(Zn> * az» We assume E(Xn> a 0. In this 
case a finite moving average series « n> is defined as the 
process

X * a _ Z 4* . • • • 4 a Z n o n  r n-r
If we introduce the further restriction that Za * 1 then 
(aQ...ar) are the weighting constants*

E(X ) * 0 n
Var(Xn) = (a02 ♦ ...ar2)<rz2

r-h
£ a8ag<|>jl &z (for 0 < h < r) 

3 so
0 (for h > r)



7Q,

If 2a » 1 we could solve the above for the afs and
An ith order autoregressive process is defined by 

the relation
Xn * xlxn-l * •** xi Xn-i * Zn 

Multiplying throughout by X ^ we have

XnXn-l * XlXn-l2 * xiXn-lXn-i * ZnXn-i
and taking expectations

y(1) * X-jy(O) ♦ ... X^y(n-l) as CXn-,̂ 2n) * 0

Multiplying by we have

y(h) « X^yCh-l) ♦ ««* Xjy(h-i) 
and dividing by y(0)

p(h) » X-jp(h-l) ♦ ♦ X|S<h~i)
*hi« gives a set of equation, which can be solved for
from the autocorrelation coefficients* Zn the special case 
of the first order autoregressive process we see

• 1p(0) •

*<h) « Xxh

A common modification mentioned by Cox and Miller 
is to have a random term superimposed at each trial e*g* an 
error of observation. If is an ith order autoregressive
process we can produce (YR)

Y « X ♦ U n n n

where ECU.) * 0 and Var(U > * • • Thus U_ is a series of n n u n
uncorrelated random variables as

C<V n * h >  * C(V W  (h * 12 •••>



we still have

y(h) = X^y(h-l) ... X^y(h-i) 

and p(h) =_X1p(h-l) + ... + Al>(h-i) 

the only difference being

Var(V  = % 2 ♦ .u2

Now we have examined several ways of describing 
stationary discrete series which enable us later to describe 
the sorts of sequences of events existing in a detection or 
recognition experimental setup. Thus hopefully we have 
described at least one statistical technique capable of 
characterising the dependencies present in the experimental 
setup we are considering.



MATERIALS AND METHOD
(a) Preamble

Having reviewed the literature dealing with 
sequential dependencies it is now of interest to examine what 
data might most usefully describe this phenomenon. Of the 
possible paradigms the one most susceptible to dependencies 
is probably the Yes/No design. In this situation the subject 
is presented successively with one of two stimuli and each 
time required to state which stimulus was presented. It 
has been suggested by Tanner Atkinson and others (see 
previous section) that the subject compares what he hears 
on every trial with the image of the immediately preceding 
stimulus. This means that if feedback is not given errors 
will tend to be perpetuated where the same stimulus is 
presented following an error. Thus one might expect feedback 
to alter the sequential dependencies in this way. The effect 
of feedback can be studied where feedback is given all the 
time and when it is only given sometimes within the same 
session.

If the memory recognition process suggested by 
Atkinson et al. is correct one might expect that the time 
between successive presentations should affect the "accuracy 
of the imagd' of the stimuli on the immediately preceding 
trials. If correct this should have the effect of reducing 
the extent of the dependencies on each trial to the immediately 
preceding stimuli (although not necessarily the response on the 
inter-response dependencies). If the time between trials can 
be shown to be important it raises a further complication to 
the situation as the response latencies are subject-controlled. 
Thus the times between the stimuli are variable and this may 
interact with other experimental variables, for example if 
feedback is present the subject may take longer between trials 
as he has no information to process or, alternatively, if the 
a priori stimulus probabilities are unequal then one might 
expect differential latencies to each of the stimuli which 
could have quite complicated effects on the dependencies present. 
That this is quite likely to happen is suggested by the work in 
reaction time experiments.



One way of reducing the dependencies might he to 
present subjects with one of the stimuli before each trial. 
This should make the "image" of the previous stimuli less 
important and could remove the effect of feedback. Apart 
from any interference with the subject memory process of 
previous trials it also provides a constant stimulus for 
reference. The presentation of a supposed irrelevant noise, 
for example white noise in a signal recognition task between 
each trial, might enable one to study the interference effect 
without providing the constant standard.

In a rating experiment subjects might expect 
the sequential dependencies to be more complex and perhaps 
more pronounced. It would be interesting to examine their 
effects and compare them with those derived from a RTROC 
analysis of the data in a Yes/No situation.

Cb) Experimental Method
The subjects who were students at the University 

of Stirling were all volunteers. If they participated in more 
than two sessions they were paid at the rate of 6/- (30p) per 
session. Each session lasted approximately for an hour.
Two subjects who agreed to participate in one of the longer 
experiments (18 sessions) stopped attending before having 
completed ten sessions. They were not paid and their data is 
not included in the analysis.

In all sessions subjects were allowed to familiarise 
themselves with the signals, the response box and the response 
signal sequence by performing 100 practice trials with feedback 
before the experimental session proper started. They were also 
told under what conditions they would be run i.e. given 
information about the stimulus probability and the occurrence 
of feedback, but nothing about the purpose of the experiments 
for fear that this might influence their performance. A 
typical set of instructions to a subject in a recognition 
task without feedback was as below.

"This is an experiment in signal recognition and 
you will be presented successively with one of two tones. Your 
job is to tell me which one of the two occurred on each trial.
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Initially in order that you can learn the tones you will be 
told which of the tones has appeared later it will be left 
to you to decide which tone has been presented. If you put 
the earphones on and press either of the two buttons in front 
of you you should hear a tone after a short delay. Now if you 
press either response button in front of you it will activate 
either light 1 or light 2 depending on which of the stimulus 
was presented. After a delay another stimulus will occur and 
again you should respond but this time press the button 
corresponding to the tone you think was presented. This 
cycling will continue for several trials to enable you to 
familiarise yourself with the experimental task.

After this the experiment proper will begin.
Your task is then exactly the same as the practice one 
but this time the light will not work. That is to say, you 
will be given no information as to which stimulus has occurred 
on each trial. Each of the two signals is equally likely to 
occur on each trial and there are no sequences or patterns in 
the presentation as the order has been generated by a 
randomising procedure on a computer. After a few minutes I 
shall stop you to see if you fully understand the task. Have 
you any questions?"

These instructions were written out on a piece 
of paper and the experimenter attempted as far as possible to 
stick to a standard wording.

(c)The experimental design
The subjects were required to perform 100 practice 

trials prior to each session in the hope of reducing the amount 
of learning present during the session. In the session proper 
they performed 500 (in the first experiment) or 74-0 (in 
subsequent experiments) trials. Each trial consisted of the 
presentation of a stimulus to which the subject responded.
This response could cause either feedback or a constant 
stimulus or both to be produced and always resulted in the 
presentation of the next stimulus (see diagram)
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Feedback

100mS
Warning l i g h t  

100mS
S tim u lu s

100mS
<1500 o r ' 2,000mS> 
<31,000 o r 2,50OmS

On each trial the stimulus response latency and presence 
or absence of feedback was recorded on paper tape. This 
raw data was subsequently fed into the computer and stored 
on magnetic tape. All the analyses were performed calling 
data from the magnetic tape.

The experiments

(a) In this experiment 15 subjects performed for 
one session each. They were given a signal Recognition 
task in which the stimuli were two tones one of 1000 cycles 
per sec. aid one of 1010 cycles per second. They were 
randomly assigned to one of three conditions in which the
a priori stimulus probabilities was .25, .5 and .75. In 
this experiment no feedback was given.

(b) This was followed by running 10 subjects for one 
session each in a signal detection task with a priori signal 
probability .5 . This experiment was really a pilot one and 
was conducted while some of the control equipment used in 
subsequent experiments was still under development.
(2) Here five subjects performed 18 experimental
sessions. The first two of which attempted rather unsuccessfully 
in the event using the method of constant stimuli to determine 
the stimulus that the subject could respond to correctly about 
75% of the time. This was to reduce the colossal individual 
differences between subjects.

(a) The order of sessions was randomised. All subjects 
performed the recognition and detection task at three levels of 
stimulus probability (.25, .5 and .75), and with the presence

(1)



and absence of feedback, making twelve sessions in all.
(b) Also randomised within these sessions subjects 

performed the above task at the .5 stimulus probability level 
with a burst of white noise being presented to the subject 
prior to each stimulus. This data therefore gave two different 
designs some of it common to both (the main effects in the 
first one being task stimulus probability and feedback and in 
the second task presence or absence of white noise and presence 
or absence of feedback).
(3) Here five subjects (different ones from the last
experiment) performed in 19 experimental sessions. The task 
was a detection one in which the a priori stimulus probability 
was set at .5 . Each subject performed the task with 100%,
50% and 0% feedback. In the 50% feedback condition feedback 
was given randomly throughout the session. The task involved 
three levels of difficulty again chosen on the basis of the 
subject’s performance to a constant stimulus psychophysical 
task on the first two sessions and at two levels of delay 
before the presentation of the stimulus following a response. 
This made 18 conditions in all the order of which was 
randomised. In the 50% feedback condition the occurrence 
of feedback was randomised within the session. Again the 
first two sessions were attempts to obtain psychometric 
functions for the subjects to determine stimuli they would 
get correct 60% and 85% of the time. In the very easy 
condition the stimuli were set so far apart that the 
difficulty of the task was similar to that in a choice 
reaction time experiment.
(&) In this experiment a detection task with a priori
signal probability of .5 was used. 15 subjects were allocated 
to each of three experimental conditions, 100%, 50% and 0% 
feedback with short delay. The difference in this case was 
that subjects were asked to respond on a 5 point scale which 
stimulus they thought had occurred. The responses were 
labelled as sure signal, think signal, do not know, think 
noise, sure noise.

A summary of these experiments is given in the 
table below.
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(d) Experimental layout
The experiment was conducted in a laboratory 

designed for communications experiments. The plan of the 
room is given below (figure 1). The cubicles in which 
the subjects were seated were semi-soundproof. The 
control equipment was placed in the centre of the laboratory 
as it could not be placed in another cubicle for reasons 
of temperature control. The noise from the paper tape 
punch was just audible to the subjects. The ambient sound 
level was 29 db in the cubicle and 33 db in the lab.

(e) Apparatus
Basically the equipment consisted of four audio 

sources:- two signal generators (Muirhead 205A) and two 
white noise generators (Dawes M-19C) , a paper tape reader 
(GNT2M-) , a 6-digit timer counter (Racal 835), a data 
transfer unit (hereafter referred to as DTU) (Solatron) 
a 80-character/second paper tape punch (Facit), a 
response box and control logic. The signals were 
standardised using a frequency meter (Racal 95 20) 
and a valve sensitive voltmeter (TF 2600).

The cycle of operations was initiated by a 
response which is stored and sends a signal to the DTU 
which stops the timer counter (clock), inputs all the 
information on its register and outputs it on paper 
tape via the punch. This signal also initiates a delay 
which produces a signal from the reader to read a 
character and advance. Depending on which character 
has been read one of two audio outputs is presented to 
the subject (see figure 2).

Different aspects of the control logic will 
now be examined in more detail.
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1. Stimulus control (see figure 3 )
When a subject responds this starts a delayed unit 

which after some time (the size of the delay was an experimental 
variable) produces a signal which reads in advance of the paper 
tape reader. The character read is then stored and depending 
on which of the two used in the experiment it was activates 
one of two audio channels controlled by an analogue switch and 
a timer set at 100 milliseconds. While the audio signals 
contain no white noise, i.e. in the recognition experiment, 
zero detectors were used to ensure that both signals started 
in phase. These give a logic signal one when there is an 
input which is audio and has zero phase.
Record data system

Here it may be useful to explain the function of the 
DTU. This has nine binary coded decimal (BCD) i. e. 8-4-2-1 
codes decodes as input. On receiving a sample instruction 
the DTU outputs a signal which stops the clock at its next 
count and dumps the current content into the paper tape punch 
in two words, one of six decades and one of four. The DTU 
and the punch were supplied as a package from the manufacturers 
and no interfacing was required. The Racal timer which was the 
experimental clock was supplied with the BCD output.

Figure 4 shows the recording system and noise
control logic. A signal from the response box sends a sample 
signal to the DTU which stops the clock and samples its current 
inputs. The inputs to the DTU are
(1) the content of the clock - word one - six decades
(2) the response (the BCD conversion logic is not shown)

word two - decade two
(3) the state of the reader's store - word two decade three
(4) whether feedback is present or not - word two decade one.

After a short delay provision was made to present 
a burst of white noise to the subject (see experiment 2) 
after a longer delay a signal was given to the tape reader to 
read, advance and channel input to the DTU.
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Feedback system (see figure 5 )
Here a trigger pulse from the response line 

(see figure 5 ) is gated with a free running astable.
When the astable is in one state the response is able to 
produce feedback while in the other state it is not because 
of the AND gate. The appropriate feedback light is selected 
by gating the feedback pulse from the output from the reader 
store.

The signals were subject to some drift due to 
temperature and because of this stimulus frequency and 
intensity values were checked before and after each session. 
Providing the equipment had been switched on for two hours 
prior to the experiment any drift was below the level that 
could be detected by a human subject. The frequency drift 
was of the order of + or - .1 cycles per second. The 
intensities were checked on a valve sensitive voltmeter.
This means that the intensity cannot be quoted in absolute 
units however the drift appeared to be small relative to 
the differential threshold.
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RESULTS

Introduction
The computation following the experiments described 

above can be broken down into roughly three major headings,.
The first is descriptives the second estimation of detection 
and recognition models, and the third simulation#

The descriptive section involves the calculation 
of summary statistics from the data and analyses of variance 
on the summary statistics to see if the experimental conditions 
had any effect on that aspect of the data,. Host of the 
procedures used in this section were incorporated in a 
program which was given the name OVERALL,.

The second section estimated the parameters of 
five different detection models for each session and for each 
session given the state on the immediately preceding and the 
immediately preceding two trials,. Another program determined 
whether the parameters were affected by any of the experimental 
conditions or whether the dependence of the parameters on the 
preceding trials were affected by the experimental conditions,. 
The programs in this section were called ESTIMATE and SEST,.

In the final section a program called SIMLUC 
simulated experimental data with different degrees of 
dependencedepending on the model used to measure the 
inter-trial dependence,. The procedures from .-ESTIMATE 
were then applied to the simulated data,, it was therefore 
possible to measure the effect the dependencies had on the 
detection and recognition models,. In particular the sampling 
distributions of the estimates of the model 'fs parameters were 
examined to see how they compared with the same sampling 
distributions when .more dependencies existed in -the data.*



RESULTS

Introduction

The computation following the experiments described 
above can be broken down into roughly three major headings.
The first is descriptive, the second estimation of detection 
and recognition models, and the third simulation.

The descriptive section involves the calculation 
of summary statistics from the data and analyses of variance 
on the summary statistics to see if the experimental conditions 
had any effect on that aspect of the data. Most of the 
procedures used in this section were incorporated in a 
program which was given the name OVERALL.

The second section estimated the parameters of 
five different detection models for each session and for each 
session given the state on the immediately preceding and the 
immediately preceding two trials. Another program determined 
whether the parameters were affected by any of the experimental 
conditions or whether the dependence of the parameters on the 
preceding trials were affected by the experimental conditions. 
The programe in this section were called ESTIMATE and SEST.

In the final section a program called SIMLUC 
simulated experimental data with different degrees of 
dependence, depending on the model used to measure the 
inter-trial dependence. The procedures from ESTIMATE 
were then applied to the simulated data. It was therefore 
possible to measure the effect the dependencies had on the 
detection and recognition models. In particular the sampling 
distributions of the estimates of the model*s parameters were 
examined to see how they compared with the same sampling 
distributions when more dependencies existed in the data.
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Descriptive Results
The first thing a researcher should do 

with a set of data is to examine the raw data rather 
than fit preconceived models. This prevents one from 
ignoring important though unexpected aspects of the 
data. A print-out of all the data corrected in all 
the experiments was obtained. The first 74-0 numbers 
are latencies of each of the trials in one particular 
session. The next 740 are the stimuli presented while 
the next indicate the responses made to the stimuli 
and the final 740 numbers indicate the presence or 
absence of feedback. As there were 18 5 experimental 
sessions similar to the above and 2 5 more on which 
only 500 trials were given a print-out of all the 
raw data would be far too large to include even in 
an appendix. The raw data, however, still exists in 
this form on four I.B.M. compatible magnetic 
tapes.

Let us consider the analysis of the 
experiments as output by the OVERALL program.



(a) Tests for Stationar.ity
One of the first things to be tested was 

whether a subject’s performance had remained constant 
throughout each session. The data was grouped into five 
equal sections and the number of correct responses in 
successive blocks of ten trials was obtained. An analysis 
of variance was then performed on this data and a value 
of F obtained for each session. The table below gives 
the number of wrong responses in successive blocks of 
100 trials for each of the 25 sessions of experiment 1, 
together with the F value testing the stationarity 
assumption. Out of 2 5 sessions only four showed significant 
amounts of non-stationarity on the F test at the .05 level.

A similar analysis was performed on the number 
of R1 responses in each of the five successive blocks of 
trials. A significant F in this case would imply some 
change in the bias of the subject throughout the experimental 
session. The table giving the F values calculated for each 
experimental session is given below. Also included are F 
values testing the stationarity of the sequences of latencies 
generated by each subject on each trial. Each session was 
broken down into five equal parts and an analysis of variance 
performed on the latencies generated in each of the parts 
to see whether the trial number had a significant effect 
on the latencies generated by the subjects. If, for example, 
a subject had got progressively faster throughout the session 
then this would have resulted in a significant F value. This 
process was repeated after the first 100 trials had been 
discarded and again after the first 200 trials had been 
discarded to eliminate the possibility of early learning.

We can conclude from the above table that by far 
the greatest indication of non-stationarity lies in the 
latency sequences and that even removing the first few 
hundred trials there still remains a significant degree of 
non-stationarity. Little evidence of non-stationar.ity was 
found in the analysis of correct wrong sequences although
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Number of X responses in successive blocks of 100 trials
Condition Subject 1-100 101-200 201-300 301-400 401-500 F

1 28 20 12 22 25 1.3
2 41 41 36 44 40 .3

•2SR 3 43 22 34 33 27 2.3
4 49 70 25 57 63 4.8
5 33 33 41 51 44 1.4

6 36 32 45 44 39 .9
7 56 52 50 36 44 1.7

.5R 8 IS 18 19 16 9 • 6
9 50 46 50 38 46 1.1

10 50 45 45 46 33 1.4

11 36 37 44 48 50 1.1
12 45 45 S3 41 31 1.7

•75R 13 14 12 11 13 12 .1
14 25 24 11 14 22 1.6
15 24 18 25 14 21 1.3

16 12 15 13 11 17 .5
17 48 56 53 53 48 .6
18 19 9 9 13 4 2.9
19 47 49 27 24 12 10.7

. 5D 20 39 48 so 39 43 .8
21 53 48 38 29 32 4.2
22 39 44 41 57 41 2.0
23 40 39 45 32 26 1.7
24 26 28 20 17 16 1.1
25

df

54 42 40 46 35 1.2

4,45

X * Wrong
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F values testing stationarity of error and latency.

*2!R

.SR

• 7SR

•80

bject Errors Response L, L - 100 1 ~ 2
1 1*3 1.7 6,5 .7 *8
2 * 3 2.0 H5.Q 21.5 28.6
3 2,3 2.9 25.6 6.1 3.9
H H.0 2.6 20. S 3.3 2.1
S l.H 1.0 2H.6 1H.7 6.8
s ,9 5.2 3.0 1.3 2.0
7 1.7 1.3 H6.3 6.3 8.0
8 .6 .7 7.5 1.6 1.6
s 1.1 • 6 2.6 3. S 1.2

10 l.H l.H 26.0 13.0 5.6
11 !•! 1.1 8.8 11.3 6.6
12 1.7 2*3 16.0 1.1 1.1
13 • 1 1.2 1.1 22.2 13.0
1H 1.6 H.H 11.1 IS.5 10.6
IS 1.3 •9 20.7 6.0 5.6
IS • S 1.2 1.0 5.6 7.1
17 .6 2.6 2.6 2.0 3.8
IS to . «0 .7 1.9 1.6 1.8
19 10.7 3.3 3.2 3.3 3.6
20 • S .7 7.3 H.S 3.8
21 H.2 2.0 1.3 15.6 3.0
22 2.0 2.8 5.3 12.8 17.0
23 1.7 .9 . 6 1.2 2.8
2* 1.2 2.0 6.9 6.H 2.6
25 1*2 .6 5.8 • 9 1.0

H A S  HAS H A S S H/39S H/295



from subsequent analysis it will be found that many subjects 
were not discriminating very well between the stimuli. In 
these cases the correct wrong sequences should approximate to 
random binary sequences. That significant response sequences 
s-hould be obtained may be in part due to subjects responding 
equally to the two stimuli presented as the session wears on. 
The subject is informed that stimulus 1 appears 7 5% of the 
time and stimulus 2 2 5% of the time. However, no feedback 
is given in the experiments and as time wears on the effect 
of the initial instruction may decrease.

Turning again to the latency data the table below 
gives the mean latency in the five equal parts of the session 
for each subject. A Kruskal Wallis non-parametric analysis 
of variance was performed on this data and a significant value 
of H equal to 45.8 was obtained on the differences between the 
five blocks. However, when the first block was ignored and 
the analysis repeated on the last four this H value was no 
longer significant. Thus, it appears that in the first 100 
trials subjects take longer to respond than in subsequent 
trials but that the changes in latency with trial number 
which occur after the first 100 trials vary with the 
different subjects and there appears to be no consistent 
pattern of increasing or decreasing latencies.

Thus, although we have shown that there are 
significant differences between blocks even if the first 
200 trials are ignored these differences are not consistent 
across sessions. Looking at data from all the sessions 
(i.e. different subjects) the only significant consistency 
in the latencies for the different blocks is that the first 
100 trials had longer latencies.

The same type of analysis was performed on the 
subsequent experiments. A summary of all these analyses is 
presented in the table below which gives the number of 
significant F ratios for each experiment for each type of 
sequence. In the case of Experiment 4 where the subject had 
five responses available to him in order to make the results
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Mean Latencies for Experiment 1 (seconds).
Condition Session Block 1 Block 2 Block 3 Block 4 Block

1 .95 .64 .62 • 69 .61
2 1.58 1.12 1.05 .75 .64

*25R 3 3.49 • 86 1.06 1.36 1.46
4 1.87 .52 .69 .72 ,9 8
5 1.08 .96 .85 .51 .71
6 1.38 .87 .90 .84 . 94
7 1.90 .93 1.22 • 99 1.03

.5R 8 1.15 .73 .75 .71 .69
9 1.81 .85 1.14 .85 . 89
10 .99 .73 .70 .77 .72
XI 1.29 .64 .49 .41 .87
12 1.29 .67 .54 .59 .74

.75R 13 3.08 .47 .71 • 53 • 52
14 3.03 .80 .76 .70 .57
15 1.12 • 80 .82 .79 .70
16 1.23 .75 .81 .75 .70
17 2.50 1.22 1.07 1.08 1.39
18 .87 .58 .59 • 66 .68
19 1.41 1.19 1.03 1.16 • 89

.5D 20 2.09 1.13 1.17 1.14 1.00
21 3.46 2.01 1.70 1.48 1.44
22 1.71 1.69 1.21 1.59 2.07
23 1.18 1.42 .83 • 92 1.19
24 1.68 .74 • 8 8 .79 .71
26 2.19 • 98 1.26 .72 .64
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No. of F values significant at the .05 level (see appendix).

Experiment No •sess. Correct W Response L L-100 L-200

1 25 8 20 17 17
2 80 17 13 1*3 53 55
3 90 19 11 71 55
I IS 3 5 8 11 10
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comparable response 1 and 2 was treated as response 1 and 3,
4 and 5 as being response 2. Approximately the same amount 
of non-stationarity appears in the correct wrong sequences 
in all of the experiments. In Experiments 1 and 4 where 
naive subjects were used the amount of non-stationality in 
the response sequences appears to be somewhat greater than 
for the practice subjects. Perhaps the most unusual finding 
is that the number of significant non-stationary latency 
sequences are increased if the first hundred trials is 
ignored in experiments 2, 3 and 4. This result seems very 
strange when we consider the evidence presented for Experiment 1 
that in the first 100 trials the subjects are taking 
significantly longer than in the later part of the experiment. 
This finding appears replicated in Experiments 2, 3 and 4.
The result can be more easily understood when one examines 
the summary tables of each of the individual analysis of 
variance. It appears here that the within mean square is 
greater in the total analysis than when the first 100 trials 
have been dropped. In Experiment 3, for example, the mean 
square within groups for the analysis ignoring the first 100 
trials is less than the equivalent statistic for the analysis 
over all the data in 69 out of 90 sessions. This indicates 
that during the first trial not only is there a longer main 
latency but there is also a greater variability in the 
latencies produced by the subject. This greater within block 
variance appears to have the effect of reducing the number 
of significant between block effects, thereby accounting for 
the proportionately fewer non-stationary sequences including 
the first 100 trials than when the first 100 trials has been 
dropped.

Analyses of variance, were performed on these 
F statistics to test whether the experimental conditions 
manipulated in the diff,e!i?ent experiments had any effect on 
the degree of non-sfationarity.



Cb)Information Theory Statistics
In an attempt to study the nature of the 

interrelation of the three measures taken at each trial, 
namely, stimulus, response and latency, the latencies 
were divided into quartiles and an information theory analysis 
was undertaken. This meant the calculation of the average 
information at each trial given by the response, stimulus 
and latency, together with the shared information between 
each pair of these measures, and finally the shared information 
between all of these measures. The results are shown in the 
accompanying table.

These results may be more easily comprehended 
by averaging the information over sessions. A diagram 
is drawn for each of the experimental conditions used in 
the first session. This is a diagram of overlapping circles 
where each circle represents one of the measures and the 
numbers in the shared areas represent the shared information 
between these measures. The value of the information theory 
analysis of the data is that it shows the proportion of 
information in the measure that is shared between it and 
another.

The same analysis was performed on the results 
of Experiments 2, 3 and 4. A detailed table of the average 
information contained on each trial by the various measures 
was circulated as before. There is little point in producing 
all that information here, however. It will probably suffice 
to reproduce the diagrams giving the average information 
contained in the measures stimulus, response and latency, 
and how it is shared between them for each of the subsequent 
experiments. In Experiment 2 the main analysis was performed 
on the data including the bursts and the data not including 
bursts, accordingly the average information is given for each 
of these two analyses (see section on effect of experimental 
variables). The only comments that may be made from these 
diagrams is that in experiments 2 and 3 the subject’s 
performance is much better than on experiments 1 and 4 
where the subjects were naive. This can be seen from the
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Average Information Experiment No. 1

Session Latency(L) Stimulus(S)
1 2.00 .83
2 2.00 .79
3 2.00 . 84
4 2.00 .77
5 2.00 .80
6 2.00 1.00
7 2.00 1.00
8 2.00 1.00
9 2.00 1.00

10 2.00 .99
11 2.00 .80
12 2.00 . 85
13 2.00 .78
14 2.00 .86
15 2.00 .77
16 2.00 1.00
17 2.00 1.00
18 2.00 1.00
19 2.00 1.00
20 2.00 1.00
21 2.00 .99
22 2.00 1.00
23 2.00 1.00
24 2.00 1.00
25 2.00 1.00

Response(R) LS LR SR LSR
.98 .03 .08 .24 .00
.93 .00 .00 .00 .00
.90 .00 .04 .04 -.01
.89 .02 .03 -.03 -.03
.98 .01 .00 .01 .00
.99 .00 .01 .03 .00

1.00 .01 .01 .00 .00
.98 .02 .02 .38 -.01
.90 .00 .01 .01 -.01
.99 .00 .01 .01 -.01
.98 .00 .07 .00 -.01

1.00 .00 .02 .02 -.01
.52 .07 .16 .25 .07
.82 .01 .01 .18 -.04
.93 .00 .01 .20 -.03
.99 .08 .09 .43 .02
.77 .00 .01 .00 .00

1.00 .01 .01 .51 -.02
1.00 .01 .01 .10 -.03

.99 .00 .01 .01 .00

1.00 .01 .00 .03 -.03

.93 .00 .01 .01 .00

.97 .00 .05 .06 -.01

1.00 .05 .04 .25 .00

1.00 .00 .00 .01 -.02



Information Analysis 
Experiment 1

. 7393

1.9679
.007

0294
.0806

■> scognition Stimulus 
Irobability .25

.6668

1.93551315

0511

R
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.9122

.0067
1.9917
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.8808

R
Recognition Stimulus 
Probability .5
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.8636

.0018 •
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Information Analysis 
Experiments 2, 3 & 4.

1.941
.021

.218
.651

Experiment 2 
I Ignoring Burst Data)

L 93.

.020

-.007.023
.237

.731

R
Experiment 2 

(ignoring data where a priori 
stimulus probability i .5)

029

036 1-.007

R
Experiment 4



amount of shared information between the S and R 
measures. It also appears that the amount of information 
shared between the response and the latency is greater 
than that between the stimulus and the latency. This 
is what we would expect as both response and latency 
are subject controlled.
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(d)X2 analysis of dependencies between stimulus, response 
and latencies

An equivalent x2 analysis was also performed on 
the same data and the values of x2 on the independence of
the different sequence measures are given in the table below.

From the above data we can see that in eight of the 
sessions there is a significant relationship between the stimulus 
and the latency. On 14 of the sessions there is a significant 
relationship between the response and the latency and on 21 of 
the sessions there is a significant relationship between 
stimulus and response. On 11 of the sessions there is a 
significant interaction between all three measures. Thus, we
can conclude that four subjects showed no significant
relationship between stimulus and response and were therefore 
not discriminating significantly better than chance. On 
examining the results for these four subjects the only 
significant relationship is one significant x2 between 
response and time. These results agree with the information 
theory statistics suggesting that the biggest relation is 
between stimulus and response followed by between response 
and latency followed by that between stimulus and latency.
In the information analysis the stimulus by response by 
latency information statistic was a composite of two factors,
(1) the shared information between the three measures, and
(2) the interaction term. There would be a significant 
interaction if, say, subjects responded faster when the 
responses were correct than when the responses were wrong.
An examination of the histograms of latencies of correct 
and wrong responses revealed that in fact such a relation 
existed. The same analysis was repeated on the data from 
Experiments 2, 3 and 4, and the number of significant x2
in each of the conditions is given in the table below. This 
table reveals that the pattern is similar in all the 
different experiments. In Experiment 2 one subject did 
not discriminate significantly on eight of the sessions.
In Experiment 3 in only one session did axsubject not 
discriminate significantly. The relationship between the



response and latency appears greater than that between the 
stimulus and the latency as one might expect, and both 
these dependencies appear greater in Experiment 2 where 
a priori stimulus probability was an experimental variable, 
than in Experiment 3 where the a priori stimulus probability 
was .5 throughout the experiment. The significant SRL x2 
is presumably an indication that correct responses have 
a shorter latency than incorrect ones.
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2x testing relationship between following measures.
Condition Subject LS

1 21.2
2 2.00

•25R 3 4.7
4 3.1
5 5.9
6 • 8
7 4.1

• 5R 8 13.8
9 2.9
10 l.S
11 1.8
12 2.4

• 75R 13 54 *1
1% 4*1
15 . 3
16 54.8
17 3.0
18 8.3
19 8.4

• 8D 20 2.9
21 00 . K)

22 CO-ftCM

23 1*1
24 33*1
25 2*0

LR SR LSR
54.4 157.7 9.76
2.9 .7 1.17■St-.00CM 28.5 6.38

10.5 19.0 17.30
1.6 7.7 2.05
8.4 23.6 1.35
5.9 1.2 2.36

11.6 240.1 4.82
00 . to 3.9 8.66

4.2 8.7 9.10
33.3 2.7 6.80
11.2 14.6 7.43

119.4 198.1 259.48
3.9 132.2 11.61
3.5 142.6 14.73

57.6 268.9 9.27
3.7 .7 1.75

10.2 310.4 7.69
7.5 69.0 18.70
6.6 7.2 1.01
.8 21.6 20.54

5.4 6.1 .12
35.2 43.0 5.59
24*6 165.8 14.98
4.1 8.8 11.18

df. 3 1 3
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Number of Significant x2

Experiment No.Sessions SR . R L S L  SRL

1 25 21 1* 8 11
2 80 72 61 *7 kZ

3 90 89 50 17 26
15 r4 9 7 8
df 1 3 3 3
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Characterising dependences 
(a) Manifest Markov Processes

As mentioned in the Introduction the inter-trial 
dependences can be measured by fitting Markov processes of 
different orders to the stimulus, response sequences. The 
depth of the dependences are measured by the highest Markov 
process necessary to describe the sequence. As x2 statistic 
tests the hypothesis of a nth order Markov process versus a 
n + 1 th or higher order. Owing to the data available it 
was only practical to test the hypothesis of a zero versus 
a first order dependence and a first order dependence versus 
a second or higher order dependence. To test the hypothesis 
of a second versus a third order dependence would involve 
determining the relative frequency of four successive events.
Even if the probability of occurrence of the least likely 
event was .1 then the probability of four successive of 
these events would be of the order .0001. This could be 
expected to occur once in a session of ten thousand trials 
and to obtain an estimate of this probability accurately should 
therefore involve several tends of thousand trials. To run a 
subject in a session lasting this length of time is really 
impractical. Such a process would have to be estimated by 
averaging over sessions.

In the analysis of the first experiment there 
appears to be a great deal of inter-trial dependence in the 
sequences. All of the latency data when discretised into four 
quartiles shows a significant Markov dependency higher than first 
order. While this is true in all but one of the SR response 
sequences this appears mainly attributable to dependences in the 
response sequences rather than in the correct wrong sequences. The 
Markov analysis was performed on the latencies discretised into 
quartiles, the SR sequences, the R sequences, and the correct 
wrong sequences. The stimulus sequences from a zero order Markov 
process as they were generated by a pseudo random number 
generator which was tested for randomness using various tests 
such as runs test, x2 test, autocorrelations, etc. The number 
of significant x2 is shown in the table below. The suffixes 
indicate the hypothesis being tested, for example, R2 indicates

/
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No* Sig x2 testing 1st and 2nd order Dependence 
Experiment 1.

Lj L2 R-̂  ^2 ^1 ^2 SR2

No-Sig 24 21 18 11 9 5 2 4 8
f-or)’

Total
No- 25 25 25 25 25 25 25 25



No. Sig x2 testing 1st and 2nd order dependence 
Experiment 2.

L-ĵ 1̂ 2 ^2 ^l ^2 SR^ SR2

S± 14 14 14 10 6 5 15

S2 14 5 4 2 4

S3 15 7 7 4 5 6

S4 6 5 2

S5 16 11 5

No. 65 42 32 20 18 15 36 22
SigC-os^
Total 80 80 80 80 80 80 80 80
No.
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No. Sig x2 testing 1st and 2nd order dependence set kPflCMbryg 
Experiment 3.

^1 ^2 ^1 ^2 ^1 ^2 ^ 1  ^ 2

S-l 17 8

S2 17 14

S3 17 13

S4 18 14

S5 17 9 4 3 5 3 10

No. Sig 86 58 20 12 15 8 38 6
(tr)
Total 90 90 90 90 90 90 90 90
No.
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No. Sig x2 testing 1st and 2nd order dependence 
Experiment 4.

L-̂  L2 R-̂  R>2 ^2 SR2

No- Sig 13 9 7 5 2 1 1 3
('oS'1

Total
No. 15 15 15 15. 15 »<T ir H



X2 testing the hypothesis of a zero versus a second or higher 
order process on the 25 response sequences. We can thus see 
that the greatest dependencies exist in the latencies and that 
20 of the SR sequences are first order dependent while 8 are 
second order or higher dependent. It also appears that the 
observed dependence in the SR sequences are attributable to 
dependencies in the response rather than in the correct wrong 
although significant dependencies do exist even in the correct 
wrong sequences.

The same analysis was performed on the data obtained 
in Experiments 2, 3 and 4. The following tables show the 
number of significant x2 obtained in each of the experiments. 
For Experiments 2 and 3 these are displayed for each subject 
as well as over all sessions. From this it appears that there 
are marked differences between the dependencies produced by 
different subjects. The pattern that emerges is fairly 
consistent through the experiment. The sequence of latencies 
is by far the most dependent although large numbers of the SR 
sequences also exhibit first order dependence. Only about 20% 
of these sequences, however, show significant dependence of a 
second or greater order. We also find that the dependences 
that exist in the response sequences are greater than the 
dependences existing in the correct wrong sequences, although 
significant dependencies occur in both cases.



(b)Autocorrelations and autoregressive processes
Another method of characterizing the dependences 

was using autocorrelation. The first 20 autocorrelations 
were calculated for the latencies in each session and the 
results are shown graphically in the accompanying diagrams 
which plot autocorrelation against lag. Attempt to 
obtain similar diagrams for the response and correct 
wrong sequences used an estimate of the tetrachoric 
coefficient, namely, r . Following the discussion

C O S  7T 0
on- autoregression processes a first and second order 
regression analysis was undertaken on the autocorrelation 
coefficients where the latency data and the results are 
given in the table below. In some cases the multiple 
correlation coefficient on one variable is greater than 
when two variables are used. This appears self-contradictory. 
However, the analysis of one variable is based on a slightly 
different sample. Thirty autocorrelations being used in the 
first analysis while only 29 were available for use in the 
second.

A similar analysis was performed on the sequences 
of responses and on the sequences of correct wrongs.
Estimates of the autocorrelations were obtained and a 
regression analysis performed on these autocorrelation 
coefficients. The results of this analysis are given 
below.

As most of these multiple correlation coefficients 
are not perfect or anything like it we cannot really say
that the sequences have adequately been described by the
autoregressive process.

These statistics, however, do show up some of 
the features of the data, for example the dependencies in 
the latency sequences appear much greater than in the correct 
wrong sequences as we have seen already in the x2 analysis. 
This is hardly surprising since for at least part of the time"
some of the subjects are responding at little better than
chance level. The subject is not discriminating the correct 
wrong sequence must be random by definition. On looking at
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Coefficients of Multiple Regression on Latency Data
Subject Condition First order Analysis Second order Analysis

1 • *49 .58
2 .93 .93
3 .2SR .07 .26
4 .60 .66
5 • 8H • 86
8 .26 .30
7 .97 .97
8 • SR • 86 .86
9 • 62 .66
10 .93 .95
11 .88 • 62
12 .50 • 55
13 • 75R • 65 .76
1H .66 • 66
IS .37 • 38
16 .60 • 59
17 • 58 • 56
18 .77 .78
19 • 8*t .87
20 • 5D • **6 • 5*t
21 .6H .73
22 .21 .3*
23 • 99 • 91
2H .16 .30
25 .70 .70
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Coefficients of Multiple Regression on Response and 
Correct Wrong Data

Session Condition Response Correct Wrong
1st Order 2nd Order 1st Order 2nd Order
Analysis Analysis Analysis Analysis

1 .55 .59 .39 .40
2 .42 .44 .16 • 52
3 • 25R .69 .67 .02 • 13
4 • 96 .96 .87 .87
5 .89 .89 .54 .61
6 .62 .67 .30 .45
7 .84 .85 .27 .29
8 • 5R .60 .61 .56 .57
9 .97 .97 .16 .27

10 .47 .42 .15 • 20
11 .45 .45 • 56 .57
12 .94 • 94 • 46 .51
13 • 75R .36 .42 .21 .25
14 .19 .20 .22 .32
15 .41 .42 .29 .29
16 .17 .22 .24 • 25
17 • 92 .93 .13 .17
18 • 46 .49 .24 .30
19 .24 .23 .21 .37
20 .50 .79 • 81 .32 .34
21 .18 • 34 .28 .30
22 .66 .73 .26 .32
23 .86 • 86 .22 • 23
24 .53 • 56 .35 .35
25 . CO o .91 .39 .40



the graphs of the autocorrelations it is clear that the 
autocorrelations are positive and decrease with order 
except in the response case where some subjects appear to 
show a negative relationship between responses differing 
by about ten trials. This suggests that they tend to 
maintain responding on the same button for five or six 
trials and then switch to responding on the other.
While this effect is noticeable the size of it is very 
small.

Finally5 the effect of the second order 
regression analysis, i.e. taking into consideration 
the two previous correlations, does not appear to 
affect the predictive value of the model except in 
perhaps a few cases of correct wrong sequences.
Thus, the more complicated analysis did not explain 
very much more of the data. It could be seen from 
looking at the graphs of the autocorrelations that 
the autoregressive process was not likely to describe 
the data particularly well. We have shown this to be 
the case for the data in Experiment 1. Subsequent 
analyses were performed on Experiments 2, 3 and *+ 
and similar results were found. However, we shall 
confine ourselves here to including only the graphs 
of the autocorrelation for each session in each of 
the experiments from which it can be seen that 
consideration of the autoregressive process is 
not likely to prove very fruitful.
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(c)Latent Markov Analysis

A number of analyses of the dependences using 
a latent Markov model as a base were undertaken (see 
Introduction). The two latent state Markov process 
was fitted to sequences of respknses and to sequences 
of correct wrong trials. This method of estimation is 
as given in the Introduction. The results of this analysis 
produced in certain cases values of parameters supposedly 
representing probabilities outwith the bounds of zero to one. 
When this occurred the program was made to substitute the 
probability of zero or one depending on which was nearest 
the estimate of that probability. The results, using the 
same terminology as in the Introduction, are given in the 
table below for the analysis of responses and correct wrong 
sequences.

As c^n be se^n f~om the^e results there are a 
number of occasions where impossible parameter values were 
obtained. In an attempt to provide an alternative method 
of fitting the model to the data a numerical hill-climbing 
procedure was adopted. From the initial estimation procedure 
values of parameters M(l,l), M(2,2), Q(l,l) and Q(2,2). From 
these values the other elements of the M and Q matrices and 
the values of the V matrix could be determined. With these 
values a x2 measure of goodness of fit with the observed 
third order conditional probabilities was obtained. The 
four original parameters were then modified systematically 
by adding or subtracting an increment of .1 and after each 
transformation another x2 goodness of fit statistic was 
determined and the parameter was changed back to its initial 
state. After this had been done to all the parameters the 
change which resulted in the greatest improvement in the 
goodness of fit statistic was adopted and the procedure was 
then repeated. The process was then continued until the x2 
statistic did not improve after any of the transformations. 
The size of the increment added or subtracted from each of 
the parameters at each iteration was then changed from .1 to 
.01 and the process again repeated until no more improvement
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in "the value of x2 could be obtained. The output of this 
procedure is given in the table below. From the results 
it can be seen that this procedure has increased the 
goodness of fit of the model in the cases where the x2 
values differed from zero. It should be noted that in 
this case the number of parameters is equal to the degrees 
of freedom for the x2 so that if the model fitted one 
should expect a x2 value of zero. Combining the two 
estimation methods appears to lead to sensible estimates 
for the parameters.

The next stage was to develop an analysis of 
data involving the four observable states. This is to analyse 
the sequences of trials each trial being denoted by the 
stimulus and response which occurred at that time.

An analysis of such a sequence done as per the 
Introduction involves a solution of a quartic equation.
A computer program was written to solve such an equation 
however the initial values obtained as estimates of the 
parameters included several imaginary solutions which 
were very difficult to interpret. An alternative approach 
therefore making use of more information was used in this case.

It proved possible here to use the information 
available about the stimulus sequence alone. The stimulus 
sequence was generated by simulating the independent zero 
order Markov process given the a priori stimulus probability 
values. As mentioned before this was done using a standard 
pseudo random number generator. If we denote the a priori 
probability stimulus one as ST1 and the a priori probability 
stimulus two as ST2 we can use the following equation for the 
response matrix Q.

Q  =

M =

V =

X1 ST1 - X1 X3 ST2
X2 ST1 - X2 X4 ST2

Mi 1 - Mi \
3

1 - m 2 m 2 /
V1 0 \

0 1
“  V1

\
■3



We denote the observed transition probability
matrix between time T = 1 and time T = 2 by P(l,2) and
between time T = 1 and time T = 3 as P(l,3). We will
also introduce the stratified matrix P, as being■K V -L 5 O J Z y
the matrix whose ijth elements are the probability of 
being in state i at time 1 and j at time 3, while at time 2 
being in state k. We also introduce as being the 
diagonal matrix whose diagonal elements are the kth column 
of Q .

X, 0 ST1 - X 1 0 \
Thus X-, = and X9 = ; 1

0 X2 ■ , 0 ST1 - X2 •

i X Q 0 \ / ST2 - X- 0
Y - 3 ! x - I d

3  i U. i
\ 0  X k j ' 0 ST2 - ,•

We can now aake use of the theoretical relations mentioned 
in the Introduction.
P(l92) = Q 1VMQ 
PCI, 3) = Q'VM2Q 
P1(l,3;2) = Q'VMX^Q 
P2(l,3;2) = Q'VMX2MQ 
P 3(l,3;2) = Q'VMXgMQ 
P4(l,3;2) = Q'VMX^MQ
Taking determinants we have

P,(1,3;2)
P(13) = X1 = X1X2

P,Cl,3;2)
X 2 C..3T1 - xpCSTl - % )



On rearranging "the above we obtain "the following quadratic 
equation

STl2 + X - X 
X 2 STl X2 + X1 = 0

The two values of and X2 are therefore the two rates 
of the above equation. A similar analysis involving the 
last two states gives the following equations

P3(l53;2)
P(1,3) = X 3 = X3X4

Pn(1>3;2)
->(! 3)-- = X^ = (ST2 - X 3) (ST2 - X^)

And the quadratic equation
ST2 + X - X,

Y  —  ____________ - _L Y 4. Y4- ST 2 4 3

The results of this analysis in no case produced estimates 
of all the probabilities within the range 0 to 1.

The minimum x2 procedure was therefore written 
analogous to the minimum x2 procedure used in the latent 
state two observable response case. However, it was found 
that this procedure took too long to find a solution in 
order that it could be used on all the individual sessions. 
Unfortunately all that could be done was to combine the 
data together and fit the model to the combined data. The 
original estimates of the parameters of the model are given 
in the table below along with the values of the parameters 
after using the minimum x2 procedure. It can be seen here 
that the minimum x2 procedure gives sensible answers for the 
model.

This approach for characterising the dependences 
was used in Experiments 2, 3 and 4. The two latent state two
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ESTIMATES OF THE PARAMETERS OF THE LATENT MARKOV 
MODEL (ANALYTICALLY DETERMINED AND NUMERICALLY)

EXPERIMENT 1
V Q M
1 0 . 4 9 9  0 . 5 0 1  1

0 0 . 4 9 9  0 . 5 0 1  . 1 9

X 2 = 5 . 5  x  1 0 24  

after min. x2
V Q M
. 5 6  . 4 6  . 0 4  . 3 3  . 1 7  . 8 7

. 4 4  . 2 1  . 2 9  . 0 3  . 4 7  . 1 6

X2 = 4 6 . 5

EXPERIMENT 2
V Q M
1 0.50 0.50 1
0 0.50 0.50 .22

X 2 = 9.9 x 1024
after min. x2

.92 .42 .08 .14 .36 .98

.08 .07 .43 .04 .46 .11

EXPERIMENT 3 X2 = 86.7
V Q M
1 21 29 0 5 1
0 0 5 0 5 1

X2 = 7.7 x 1015 
after min. x2 .

V Q
. 75 .47 .03 .03 .47 .10
.25 .25 .25 .25 .25 .30

M

X2 = 7.5

0
. 8 1

. 1 3

. 8 4

0
. 7 8

.01

. 8 9

0
0

.10

. 7 0



observable state model was applied directly to the response 
and correct wrong sequences and the results of this are 
given in the tables below. As in Experiment 1 if the 
probability parameters fall outwith the zero to 1.0 bound 
they were set to either zero or one. On looking at the 
data it can be seen that this was necessary in practically 
every case. These estimates should therefore be improved 
by using the minimum x2 procedure described in the analysis 
of Experiment 1. The above values could be taken as starting 
points. Unfortunately the time taken to reach a solution 
would make finding a minimum x2 190 times too expensive in 
computer time to be worth the effort. We would, however, 
imagine that the improvement resulting from the use of the 
minimum x2 technique would be of the same order as that 
found in the analysis of experiment 1.

Analysing the SR sequences in terms of a latent 
state model produced the same problem in that the time taken 
to run minimum x2 procedures which would have been necessary 
to obtain sensible parameter estimates would have proved 
prohibitive. As a result all the experimental data for each 
experiment was combined and the combined data was analysed 
using the latent Markov process described above. The 
results are given in the tables below.

W.e can thus see that the results show considerable 
improvement in the estimates of the parameters after the use 
of a minimum x2 procedure. Any x2 value at all still means 
that the model does not fit but at least the degree to 
which it does not fit is considerable improved. These 
estimates were then used in the simulation procedures which 
will be described later on.

Of the models the best fit is in Experiment No. 3.
The data on Experiment 1 included much data in 

which the subjects were not discriminating between the stimuli 
as mentioned above. Experiment 2 averaging the data involved



averaging the data with different a priori stimulus 
probabilities which would make the fitting of any 
statistic model difficult. Averaging the data for 
Experiment 3 involved averaging easy, medium and 
difficult discriminations. An interesting finding 
is the values of the parameters obtained after the 
minimum x2 analysis in Experiment 3. This is very 
much aligned with the Falmange model. In this model 
the subject alternates between two states. When the 
subject is in one state he discriminates well when 
in the other he does not. From the values found in the 
Q matrix it appears that the subject is doing just that 
In one state the subject is equally likely to respond 
with either of the alternatives while in the other 
state he responds with the correct alternative in the 
ratio of 47 : 2.5. We must be careful, however, to 
realise that this result may be due to the averaging 
of easy, medium and difficult sequences of discrimination 
rather than the validity of the two latent state type 
model.



The effect of the dependencies on the signal detection models
The probabilities of the subjects responding R.̂  

given the stimulus presented and the SR combination on the 
last trial was determined and then PCR-JS-^R.) versus 
P(R1 |S2S^Rj) was plotted for all i fs and j's.
Thus, if the commonly held independence assumption is 
true then these points should be independent of the SR 
combination on the immediately preceding trial. As no 
feedback was given in any of the sessions in this experiment
(1) Atkinson1s model (in Atkinson Bower and Crothers (196 5)) 
also predicts that these points should be the same.
While the Tanner and Rauk model predicts that the points 
should lie on an ROC curve. On examining the graph we see 
that the points do not appear to be randomly distributed around 
some particular value, nor do they appear to lie on ROC curve. 
The main effect on the points appears to be a change in bias 
related to the response on previous trials. This point will 
be more fully made when the parameters of the various signal 
detection models are estimated for each of these four points. 
Here we would expect to find the major effect on the bias 
parameter. The results indicate a large amount of individual 
variation between sessions. As different subjects performed in 
each session it is not possible to say whether this variability 
is between subjects or between sessions. If the same subjects 
perform on the same session twice one could say whether the 
effect of these dependences were relatively constant. As 
previously noted the main effects appear to be a change in 
bias depending on the preceding response. However, this 
effect varies from subject to subject. In the majority of 
cases the effect is due to an apparent increase in probability 
of maintaining the same response although in at least one case 
the opposite effect is seen and the subject tends to alternate 
his response from trial to trial. The other effect is that 
there appears to be a tendency for the sensitivity to be 
increased when the subject was correct on the last trial•
This is the sort of result one would expect to obtain if 
the subject was performing as in a latent Markov state model 
where one of the states corresponds to a better performance



level from the other. That is to say this result would be 
predicted if one assumed that the subject’s state of 
performance varied throughout the trials and his performance 
was more likely to be like that on the immediately preceding 
trial than on any other trial. This effect, however, will 
be obscured by the fact that in some cases the subjects 
were only marginally responding better than chance. In 
such cases any effects like this would be difficult to observe.

We are mainly concerned with the effect of the 
dependency on the sensitivity and bias statistics of the 
detection and recognition models. It is therefore useful 
to estimate not only the overall parameter value of these 
models but also to estimate the parameter value looking at 
data following a particular trial event. The results of 
this analysis will be considered in the section dealing with 
the analyses of the detection and recognition models.

The equivalent results for experiments 2, 3 and 4 are 
given in the following pages. Again, changes in bias and 
sensitivity appear in all the experiments depending on the 
state on the immediately preceding trial, and it does not 
appear that saying the points lay on the same ROC curve is 
a particularly good approximation to the observed points.
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The effect of the experimental variables on the descriptive statistics

Much of the descriptive analysis discussed in the previous section
was performed by the program OVERALL. This program derived the following
statistics:-
(1) The average information in each stimulus.
(2) The average information in each response.
(3) The average information shared between latency and stimulus.
(4-) The average information shared between latency and response.
(5) The average information shared between latency, stimulus

and response.
2

(6) The x measuring relationship between latencies and stimuli.
(7) The x2 measuring the relation between latencies and responses.
(8) The x2 measuring the relationship between stimuli and responses.
(9) The x2 measuring relationship between stimuli responses and 

latencies.
(10) Variances of the total latencies in each l/5th of the experiment.
(11) Variances of the total errors in each l/5th of the experiment.
(12) Variances of the total responses in each l/5th of the experiment.
(13) The x2 measuring the first order dependancy for the latency

sequences.
(14-) The x2 measuring the second order dependance of the latency 

sequences.
(15) The x2 measuring the first order dependancies of the response 

sequences.
(16) The x2 measuring the second order dependencies of the response 

sequences.
(17) The x2 measuring the first order dependencies of the correct - *

wrong sequences.
(18) The x2 measuring the second order dependencies of the correct 

wrong sequences.
(19) The x2 measuring the first order dependencies of the SR sequences.



(20) The x2 measuring the second order dependencies of the SR sequences.
(21) The mean latency.
Each statistic was then used as the dependence variable in an analysis of 
variance to see how the experimental conditions affected each statistic. 
Tables of the raw data input into these analysis appear in the appendix.
In the results of Experiment 1, two completely randomised designs were 
used. In design 1 the levels of the main effects were recognition task 
at probability .25, .5 and .75, and detection task at stimulis probability .5. 
In design 2 the levels were recognition at stimulus probabilities .25, .5 
and .75. In design 2 the detection data were omitted. See table in the 
appendix of-sample analysis. The results of this first experiment showed 
very little, in fact the only significant effects were:-
(1) The average information of each stimulus in both designs was 
significant. As this was under the control of the experimenter and 
deliberately manipulated in the experiment we had hoped that this result 
would have been obtained.
(2) The x2 value testing the first order dependencies of the latencies 
proved significant at the .05 level in design 1. This indicated that the 
•recognition sessions showed less dependence for the latencies.

In conclusion, it appears that little was found about the effects 
of the experimental variables and the data in Experiment 1. A better 
design is required to enable one to make a precise study of the 
experimental effects. In particular, controlling the subject differences 
might be expected to increase the precision of the experiment. The 
analysis of the experiment No. 2 took two forms. The first form was an 
analysis of four factors, recognition versus detection, stimulus probability, 
presence or absence of feedback, and subject. While seme of the same 
data was used in the second analysis, again using A x B x C x S design 
where the factors are recognition or detection task, presence or absence 
of burst of white noise between trials and presence or absence of feedback.

1 The results of the first analysis on the 22 statistics mentioned above

are suumarised in the table below. This table shows the F statistics
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F Values Computed in Experiment 2 
(Ignoring Burst Data)

E F F E C T

Stat. Task Stim. Prob. Feedback T x P T x F P x F T x P x F |Subj.
Av I.S. .00 413.34 .02 ' .17 .43 .35 .53 %*76
Av I.R. 3.05 36.00 26*67 .26 3.12 5.OS 1.28 1.84l.L.S. .146 1.93 2.28 2.87 .01 1.56 .18 3.87
I.L.R. .25 3.97 2.30 1.19 .09 2.47 6.16 3.65
I.S.R. 1.09 .91 1.27 4.34 .52 1.70 .98 36.56
I.L.S.R. .25 2.63 14.05 1.43 .53 „78 1.30 .98
Ch.L.S. .52 1.96 2.14 2.45 .01 1.44 .22 4.00
Ch.L.R. .33 4.13 2.49 1.19 .06 2.97 1.30 3.49
CbwS.R. 1.11 .32 2.07 3.79 .37 1.15 5.10 34.59
Ch.L.S.R. 2.29 7.25 .01 1.21 .38 4.00 1.30 1.04
Var. L .00 .27 .45 . 2.32 .26 .59 . 66 1.64
Var. E .56 •3.08 2.53 .08 .33 .99 .83 2.10
Var. R 2.20 3.69 .30 1.07 .78 2.21 .90 6.57
ChLdep.l 3.37 .81 2.62 .65 .83 .28 .55 42.55
ChLdep.2 .00 2.35 5.04 1.38 .33 .27 .49 40.09
ChRdep.l 4.53 1.76 1.43 .56 .46 .55 .76 5.81
ChRdep.2 1.62 1.52 .31 1.22 .44 1.63 1.32 4.08
ChEdep.l 6.02 1.75 7.83 1.57 5.20 1.40 .79 3.26
ChEdep.2 .00 3.07 .01 1.50 .03 .55 2.47 4.32
ChSRdep.l 3.58 1.53 o52 1.56 .50 .62 .37 32.0
ChSRdep. 2 2.53 3.70 .15 .96 .18 1.65 .98 4.81
L .41 1.06 .13 4.70 .00 4.40 2.17 8.67

DF 2,8 2,8 1,* 2,8 2,8 4,8
CritF • 

v U05) 7.71 4.46 7.71 4.46 7.71 4.46 4.46 3.84

CritF.01 21.20 8.65 21.20 8.65 21.20 8.65 8.65 7.01

V.

\
I
I



126
calculated and their degrees of freedom - a sample analysis appears in the 
appendixo

Looking at this table we find stimulus probability has an effect on the 
average amount of information contained in each stimulus. This result is 
similarly found in the first experiment, and is simply a reflection of the 
manipulation of the experimental variable stimulus probability. As one might 
expect this effect also affects the average information contained in the 
response to each of the stimuli. A .05 sig. effect of the S factor must be 
attributed to chance factors. That is to say, the maximum amount of 
information is obtained when the responses are equally likely* Wfhen the 
stimulus probabilities are not the same the responses are not equally likely.
There is also a significant effect of feedback on the average information con
tained by a response. It appears that in both the .25 and .75 stimulus 
probability conditions the effect of feedback is to reduce the average 
information in the response. This could be attributed to the result that 
probability matching was greater in the presence of feedback as p to
the no feedback condition where subjects usually show a greater tendency to 
respond equally to each of the two alternatives. This conclusion is 
supported by the presence of a significant P x F interaction, see table.

0 F
.75 8.98 8.00 total average information
.5 9.77 9.83 of responses in P x F table.
.25 9.17 8.70

A significant T x P x F interaction effect is found in the average

.25 

.6  

.9
total average information shared between S x R i n T x P x F  table j

It appears in the 0 feedback recognition condition subjects do better when the ,
a. priori stimulus probability are equal while the reverse is true in the '

detection task.

information shared between S and R.
R D

.75 .5 .25 .75 .5
0 1.0 .8 1.3 .9 1.3
F 1.1 1.6 1.0 1.1 1.1



Feedback appears to affect the shared information between LS and R.
0 F

-.319 .04-
total average information shared between TS and R 

In the absence of feedback there appears to be an interaction effect 
between TS and R cancelling out any shared information, (i.e. a relation 
between correctness and latency.)

When the analysis is repeated on the equivalent x2 a significant 
T x P x F interaction effect was found in the SR dependence as was 
described above. However, on the x2 measuring the second order inter
dependence of SR and T no significant Feedback effect was found although 
a significant stimulus probability effect was observed, indicating a much 
higher inderdependence in the .75 S condition.

It is possible that the variance in total response one's errors and 
latencies might be related to non stationability. Accordingly this 
statistic was used in this analysis. The only significant experimental 
effect was a P x F interaction on the variance of the errors.

0 F
.75 24 25
.5 52 29
.25 32 25

total variance of total errors in each l/5th 
of the experiment

Feedback appears to reduce the variance in this .5 stimulus probability 
condition.

Analysis of variance were then run on x2 measuring first and second 
order markov dependence • The only significant effects were found on the 
correct wrong sequences where it was found that the 1st order dependence 
wais greatest in the absence of feedback.

0 F
1 78 .8 91.4

total x2 df3 measuring 1st order dependence in 
correct wrong sequences (each figure is the 
total of 30 x2*



Finally a significant T x P interaction was found on the total 
latencies.

.75 .5 .25
R 7729 9373 6515 total latencies
D 7916 8027 9102

It appears that the total latency in the equi-variable stimulus condition 
is greatest in the recognition task - this is not true in the detection 
task.



We shall now consider an analysis of "the results of the same 
experiment this time ignoring the unequal stimulus probability condition. 
(For a sample analysis see appendix.) The table below gives the computed 
F values and their degrees of freedom.

On examining an analysis of the information statistics the significant 
(0.5) effects are:-
a T x B interaction effect on the shared information between T and S.

R D
0 .13 .19 total average information
B .12 .10 shared between S and T

It appears that the addition of a burst of white noise reduces the relation
between stimulus and latency on a trial in the detection task but not in
the recognition task. There is also a significant T x F interaction
in the shared information between S and R.

O F
R 2.03 2.92 total average information
D 2.29 1.99 shared between S and R

Feedback appears to help, the recognition task but not the detection. It
may be worth remembering that in this experiment sane of the Detection
task have bursts of white noise between trials. A significant effect
of Feedback on information shared between SR and L.

0 F
-.28 -.17

total average information shared between LS and R
This is similar to the effect noted in the last analysis. When the same
analysis was performed on the x2 equivalent to the information statistics
the T x B and T x F interaction reported above were found to be significant

i

(.05). The effect of feedback on the information shared between LS and R 
was not found.

The only effect of an experimental variable on the variances of the 
totals for each l/5th of the sessions was in the error variance where 
a significant F x B effect was observed.
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F Values Computed in Experiment 2 
(Ignoring unequal Prob. condition)

Task Feedback Burst
Av I.S. .0 .1 .5
Av' I.R. 4.3 .0 4.5
I.L.S. .3 .4 .4
I.L.R. .3 .7 .1
I.S.R. .6 1.3 .2
I.L.S.R. .3 7.8 •3
Ch.L.S. .3 .5 . 4
Cĥ L.R.
Ch.S.R.

.2 .6 .1

.6 1.5 .2
Ch.L.S.R. .1 1.5 .3
Var.L .0 .1 .1
Var.E .2 1.0 4.8
Var.R .0 .0 2.0
ChLdep.l 1.9 2.0 4.0
ChLdep.2 1.3 1.5 .2
ChRdep.l 2.2 1.1 1.3
ChRdep.2 1.6 1.8 .2
ChEdep.l 2.7 6.4 8.7
ChEdep.2 .1 2.3 .0
ChSRdep.l 7.2 .4 3.1
ChSRdep.2 4.2 3.2 1.0
L 2.3 .5 1.5

DF 1,4 1,4 1,4
CritF
(*05) ‘ 7.71 7*71 7.71
CritF
(.01) 21.2 21.2 21.2

ii

I

T x F T x B F x B T x F x B Subj
1.9 1.7 3.0 .0 1.8
.1 1.2 1.8 .8 5.4
.5 17.2 .1 1.5 9.8

1.8 .5 .4 .1 .9
12.8 6.9 1.9 4.7 53.2
1.5 1.8 1.6 .8 .5
.5 18.2 .1 1.63 10.5

1.6 .3 .4 .1 1.0
11.8 5.0 1.8 5.0 61.2
1.0 2.5 5.4 .2 .9
1.6 5.0 1.6 .0 1.7
.9 1.7 8.7 .0 9.6

2.1 .4 2.1 1.8 1.6
1.4 4.6 .4 1.7 21.0
3.2 1.2 .3 2.6 5.3
.7 2.2 1.0 1.1 7.6

1.3 .2 .3 .0 44.8
5.4 3.6 10.5 1.4 3.8
3.7 3.0 .3 .5 .3
1.0 .9 .5 .6 ' 1.8
1.5 .1 .0 .0 4.4
1.5 9.2 5.1 1.0 15.3

1,4 1,4 1,4 1,4 1,4

7.71 7.71 7.71 7.71 6.39

21.2 21.2 21.2 21.2 16.52
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0 B
0 22o8 52.3 variance of total errors
F 41.9 28.7 in each l/5th of the session

This indicates that the presence of a burst decreases the error variance 
in the 0 feedback condition and increases it in the feedback condition.

In the analysis performed on x2 measuring markov dependence in 
sequences of errors responses latencies and SR combinations. The experimental 
variables were shown to affect dependence only in the error sequences.
Here Burst has the effect of increasing first order dependence.

0 B
33.3 75.7

total x2dF]L measuring 1st order dependence 
(20 x2 in each condition)

Burst x Feedback interaction is also found
0 B

0 20.6 66.7
F 12.7 9.0

total x2dfj_ measuring 1st order dependence

It appears feedback has the effect of reducing the dependence in the Burst 
condition.

v......



A similar analysis was performed on statistics calculated from 
experiment three. A sample analysis is reproduced in the appendix. The 
F ratios and their degree of freedom are reproduced in the table below.

We find a significant effect T x D on the average information 
contained in each stimulus. The stimuli were randomly generated however 
we have performed 17 significant tests on this statistic and we might 
expect to get one significant (.05 level) by chance. A significant 
Difficulty effect was found on the average information contained in each 
response.

E M D
29.95 29.67 29.45

total average information in each response

Since in the easy condition subjects were getting almost all trials correct 
they had no opportunity to show response preferences. Also, a massive 
effect was obtained on the effect of difficulty on information shared 
between S and R, as one would expect.

E M D
25.86 11.21 4.14

The effect was reproduced in the test on the equivalent x2So A 
significant (.05) effect was also obtained of the effect of Difficulty on 
X2 measuring the second order interaction between SR and L. It should 
be noted that in many cases in the easy condition there were too few 
frequencies for the estimated x2 statistic to be distributed as x2»

On examining the effect of experimental variables on the variances 
of totals for each half of a session Difficulty appeared to increase the 
error variance. This is probably due to the fact that it had a large 
effect on the total number of errors. '

E M D
8.61 104.65 143.16

variances of total errors in each l/5th of the session
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F Values Computed in Experiment 3

Time Feed
back

Diffi
culty

T x F T x D F x D T x F x D Subj

AvIo S o .6 .1 1.8 .5 4.9 .8 1.21 .6
AvI.R. 1.4 2.2 6.3 .4 .9 1.3 1.5 3.3
IoLoSo 3.1 1.3 1.8 .9 1.4 2.3 1.9 16.1
X o E o R. 3.8 1.2 1.4 1.7 1.2 2.3 1.5 12.1
IoS.R. .0 .9 116.6 .4 .1 .8 1.8 3.5
X . L .S.R. 2.7 1.3 2.4 1.4 1.2 1.8 1.5 2.7
Ch.L.S. 3.2 1.3 1.8 .8 1.3 2.4 2.0 19.3
Ch.L.R. ■ 4.0 1.1 1.4 1.7 1.1 2.3 1.5 13.1
Ch.S.R. .0 .8 103.5 .4 .1 .8 1.7 2.2
Ch.L.S.R. 2.2 .5 6.0 .0 1.3 ' 1.0 .1 15.8
Var.L 1.1 1.1 .2 1.8 .8 1.0 .7 1.6
Var.E .1 .2 9.3 1.4 1.3 1.2 1.0 .6
Var.R .5 1.7 .6 1.3 .8 4.5 1.6 .9
ChLdep.l 1.4 1.7 .4 .9 2.9 1.5 1.4 2.6
ChLdep.2 2.4 .9 1.9 .8 1.9 .7 .9 1.8
ChRdep.l 4.7 .7 7.1 1.4 6.5 .5 1.0 2.0
ChRdep.2 .0 2.1 1.9 .7 1.7 .7 1.7 1.4
ChEdep.l .5 1.0 1.2 2.2 .6 1.2 .8 1.4
ChEdep.2 1.5 .1 .2 1.2 2.2 .5 1.1 1.6
ChSRdep.l 2.1 1.5 4.6 2.2 1.8 .2 .8 1.5
Ch SRdep.2 .2 1.0 12.3 .8 2.2 .9 1.0 2.2
L 9.3 .3 9.2 .7 1.0 .0 1.1 3.9

DF 2,8 2,8 2,8- 2,8 4,16 4,16 4,16

Crit. .. .... .... 
F(05) 7.71 4.46 4.46 4.46 4.46 3.01 3.01 3.01

21.20 8.65 8.65 8.65 8.65 4.77 4.77 4.77



An F x D interaction was found on the variances of the total responses.
E M D

0 38 30 59
V 29 47 24
F 24 28 40

variance of total response one's in each l/5th of the session

Variable feedback appears to increase the observed variance in the medium 
difficulty task and reduce it in the difficult condition.

In examining the effect of experimental variables on x2 measuring
0 and first order dependencies. The most important factor appears to be
task difficulty. Obviously if the subject is responding 100% correctly
his response sequence is an 0 order markov if the stimulus sequence is an
0 order markov. We thus find significant effects of difficulty on x2
measuring the first order dependencies in the response and SR sequences and
in the x2 measuring second order dependencies in the SR sequences. There
is also a significant (.05) Times x Difficulty interaction on the x2
measuring the first order dependencies in the response sequences.

E M D
S 13.6 58.6 11+1.9
L 23.1 2i+.7 35.1

total x2df-i measuring first order dependencies in response 
sequences (each total contain 15 x s)

It seems that apart from in the easy condition a longer dead period between 
trials reduces the dependence in the response sequences.

Finally in the analysis of the latencies it appears that the subjects
take longer if the task is more difficult

E M D
18249 24005 26929 total latency >•

and that a longer dead period between trials increases the subjects' latency.
S L

31461 37722 total latency



Analysis performed on the results of experiment four showed no 
significant effect of the only experimental variable feedback. As there 
were only 15 sessions all using naive subjects it is not a very powerful 
test. It was again a simple randomised design as experiment one.



Since so many F tests were performed it seems likely that seme 
apparently significant Fs are due to chance. However, bearing that 
in mind one can tentatively draw the conclusion that separating 
sequential effects into response dependencies and correct wrong dependencies 
is useful as difficulty and intertrial period appear to affect the former 
while feed-back and the introduction of a burst of noise between trials 
affect the latter.

Also worthy of mention is the frequency of large subjects' differences 
found when the MS subjects were tested against the MSA x B x C x S inter
action.
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Detection and Recognition Models 

(a)Estimation of parameters of detection and recognition models
This analysis was performed using a program called 

ESTIMATE. It contained five estimation procedures. These 
procedures estimated the parameters for each model for all 
the data collected in one session. For the same data 
divided into four groups depending on the state on the 
immediately preceding trial and for all the data grouped 
into 16 parts depending on the state on the immediately 
preceding two trials. These latter estimates were not 
very useful since the data involved in each estimation 
was very small, or even non-existent. In this case it 
was proved possible to obtain estimates of these parameters 
depending on the immediately two preceding trials. The five 
estimation procedures were (1) Luce (this estimates the 
sensitivity and bias parameters of Luce's choice model),
(2) DP (this estimates the sensitivity d' and the bias 
parameter B for Tanner Swets and Green’s model),
(3) Classical (this estimates the threshold statistic and 
the probability of being correct statistic),
(4) ATK (this estimates the sensitivity parameter sigma 
and the bias parameter of Atkinson's model), and
(5) NP (this estimates the non-parametric statistics 
A' and percentage bias). The results of this program 
on the data for Experiments 1, 2, 3 and 4 are given in 
the tables below.

The values given are that for each statistic 
for each session, together with the values of the statistic 
depending on the immediately preceding trial. In cases 
where not enough data was available to estimate the statistic 
in a certain condition, the value given in the table is zero.
It is important to realise that these are not parameter 
estimates, merely blanks indicating that no estimation was 
possible. The values of the statistic depending on the 
immediately preceding two trials are not quoted for each 
session, however the mean values of these parameters over 
each experiment are available, and will appear for a 
different purpose in the simulation section. The program



ESTIMATE also performed the Friedman two way analysis of 
variance on the estimates of each parameter depending on 
the immediately preceding trials. A significant x2r value 
obtained in one of these analyses indicated that a particular 
statistic was dependent on the immediately preceding trial 
and that the nature of the dependency was consistent over all 
the subjects in that particular session. The mean value of 
each statistic depending on whether the last trial was SI or ! 
was calculated from the same data and again a Friedman 
analysis performed to see whether the stimulus on the last 
trial had any effect on this statistic. This method was 
applied to test the hypothesis at the response on the 
immediately preceding trial affected each statistic and 
that the correctness of the immediately preceding trial 
also affected the statistic. The results of experiment 1. 
are summarised in the tables below. The other experiments 
were analysed in the same way but the detailed results are 
not included for lack of space.

In Experiment 1 we find that all the sensitivity 
parameters were dependent on the state on the immediately 
preceding trial. A more detailed analysis revealed that the 
two threshold statistics and the non-parametric measure 
depended on whether the subject was correct or wrong in the 
immediately preceding trial. That is to say, an estimate 
of his sensitivity following a correct trial was higher than 
that following a wrong trial. The threshold value was also 
significantly related to what response was present on the 
last trial. He was more likely to be correct following a 
response signal present than following a response noise 
alone. On looking at the bias parameters we find a slightly 
different pattern of results. Again, all the bias parameters 
studied were significantly related to the state on the 
immediately preceding trial and they were also related to 
the response on that trial. This indicates an overall 
tendency on the part of the subjects to maintain the response 
on the immediately preceding trial. The Luce—bias parameter 
shows a significant effect relating to the stimulus on the 
last trial. The Tanner Swets and Green bias parameter was
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found to be related to the correctness on the immediately 
preceding trial. This could have been expected in the case 
of this parameter as the measure of bias was taken to be the 
distance between the mean of the noise distribution to the 
cut off or criterion, and must be related to sensitivity
as well as to bias.

Looking at the results of the second experiment 
we ^gain have fairly clear cut results. Four of the 
sensitivity parameters are found to be significant though 
dependent on the immediately preceding trial, while five out 
of six of them are dependent on whether the state on the last 
trial was correct or not. The threshold statistic is again 
related to the response made by the subject on the immediately 
preceding trial. The bias parameters are all significantly 
related to the last trial, and in particular to the response 
made on the last trial. This indicates a tendency of subjects
to maintain the response they made on the immediately preceding
trial.

In Experiment No. 3 a slightly different pattern 
emerged. All the estimates of the parameters were found to 
be related to the immediately preceding trials. However, 
the sensitivity parameters as well as being related to the 
correctness of the immediately preceding trial were also found 
to be related to the stimulus presented on that trial. And 
the bias parameters were no longer related to the response 
on the last trial but were related to the stimulus present 
on that trial. In this experiment two-thirds of the conditions 
involve feedback and it might be that the more feedback the 
more the bias parameter tended to be related to the feedback 
(i.e. the stimulus on the immediately preceding trial) rather 
than the immediately preceding response.

In the final experiment No. 4 the only significant 
result found was that the sensitivity statistics were 
related to the correctness of the subject on the immediately
preceding trial.

From this analysis we have now found that both 
sensitivity and bias statistics are affected by inter-trial 
dependence. In the case of the sensitivity statistic the
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most important effect appears to be whether the subject 
was correct or wrong on the immediately preceding trial.
This is what was expected as if the subjects were alternating 
between two or more states of different performance levels 
then we would expect this result. More surprising result 
is the dependence of the sensitivity statistics on the 
stimulus presented on the immediately preceding trial as 
found in experiment No. 3. On examining the results of 
the bias parameter we find that they tend to be related 
to the response made by the immediately preceding trial 
but again in Experiment 3 the bias parameter is related 
to the stimulus present in that trial. Another difference 
between Experiment 3 and the others which might have been 
responsible for this difference is that it involved only 
the detection task. In Experiment 2 the only other involving 
large number of sessions by the same subject half the time 
the task was recognition and half the time it was detection.

The only other detection or recognition model applied 
to this data was the one by Tanner Rauk & Atkinson.. A program 
MEMREC was written to perform a minimum x2 procedure and 
estimate the parameters of the model in the no feedback 
situation. As already stated (see Introduction) the 
prediction made by the model is that the ROC points calculated 
depending on the state on the immediately preceding trial 
should all lie on the same ROC curve. We saw in the previous 
section that this was not the case. It is therefore not 
surprising that the fits obtained by the model were not 
particularly good. This program took as starting values 
the parameter values found in the Tanner Rauk and Atkinson 
paper. It systematically varied each of the parameters and 
measured the goodness of fit of the model until no change in 
the parameters produced any better fit. The procedure was 
repeated until the x2 obtained did not change by more than .01 
when any of the parameters were changed. The degrees of 
freedom in the second order probabilities from which the 
model’s parameters were estimated are twelve. There were four
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MIN. x2 OBTAINED FROM THE TANNER RAUK & ATKINSON MODEL.

If7.

Condition

• 25R

• 5R

*75R

Min. x2
166.5
39.9
38.9 
91.0

11H.H
18.2
31.7

298.0
57.2
16.5
37.3
31.6

377.1 
185.3
166.2
89.3

163.0
203.0 

8.1
12.2
25.5
14.3
28.4
13.6
36.4

Session
1
2

3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
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parameters estimated leaving eight degrees of freedom if 
the parameters were all independent. Using this conservative 
estimate of the degrees of freedom in the situation we find 
that out of the 25 sessions in Experiment 1 only six are not 
significant at the .05 level. The Table below gives the 
parameter values of the model and the final minimum x2 
each of the 25 subjects. Unfortunately this procedure took a 
very long time to obtain a minimum solution. As a result of 
this it was impossible to use the program on the results of 
experiments 2, 3 and 4.
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Cb)The Effects of Experimental Variables on the Parameters 
of the Detection and Recognition Models

The analysis of the effects of the experimental 
variables on the estimates of the parameters of the models 
was performed using a program SEST. This program was a 
composite of ESTIMATE and OVERALL. In this program each 
of the estimates of the parameters of the model were 
re-derived and analyses of variance were performed on 
the overall estimates for each session to examine the 
effect of the experimental variables. In order to give an 
idea as to whether the dependence of the estimate on the 
immediately preceding trial was related to the experimental 
condition, an estimate of the variance of the estimated 
parameters was found from the statistics based on data 
preceded by the same trial. This variance statistic was 
an estimate of the standard error of the estimate of the 
parameter together with a sizeable component due to the 
fact that the estimate depended on the state on the 
immediately preceding trial. Differences in the variance, 
statistic between different experimental conditions will be 
interpreted as implying that the dependence of the statistic 
on the immediately preceding trial changed as a result of 
the experimental conditions. The results of Experiments 1,
2, 3 and 4 are summarised in the tables below.

We see that for the results of Experiment 1 none 
of the analyses revealed any significant results. As before 
the analysis of the data in Experiment 2 was divided into two 
sections. One involving an analysis of task by a priori 
stimulus probability by feedback by subject, and the other 
involving an analysis of task by feedback by burst by subject.
The results of the analysis of the task by probability by 
feedback by subject shows that there is a significant subject 
effect on all the sensitivity parameters and a significant 
task by subject interaction on four out of six of them. This 
indicates that the differences between subjects were not well 
controlled at the beginning of the experiment. It is interesting 
to note that both the threshold and probability correct
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statistics are affected by a priori stimulus probabilities.
This was the original justification for signal detection models 
in that they enabled sensitivity statistics to be derived 
which were independent of the experimental conditions. Here 
we find that all the sensitivity parameters based on the 
signal detection models are unrelated to the experimental 
conditions ignoring subject differences while the classical 
ones are not. Looking at the bias statistic we find that all 
the statistics are affected by the stimulus probabilities.
Again, this is a classical finding. For three of the parameters 
there are differences between subjects. There is a significant 
probability by feedback interaction in all the bias statistics. 
This shows that where no feedback is given and the stimulus 
probabilities are not equal subjects tend to respond more 
equally than when feedback is given, i.e. in the presence of 
feedback subjects tend to probability match and in its absence 
they tend to respond equally on all the different alternatives. 
Related to this interaction we find that for two of the 
estimates of the parameters there is a significant probability 
by feedback by subject interaction, a probability by subject 
interaction, a feedback by subject interaction, and one 
significant feedback effect on its own. The results of a 
task by subject interaction effect in one of the conditions.

This analysis of variance was then applied to the 
statistic variances which were estimates of the degree to 
which the statistic was dependent on the immediately preceding 
trial. These results showed a significant subject effect in all 
bar one case indicating the dependence of the bias statistic on 
the immediately preceding trial in all bar one case was related 
to the individual subject. It was also found in all bar one 
case that the task was related to the dependence of the 
sensitivity statistic. It appears that the dependence between 
trials is greatest in a recognition rather than u detection task. 
Two task by subject interactions were also observed. In the 
consideration of the variance of the probability correct 
statistic we find that the probability and probability by 
subject interaction effects are significant. This was one 
of the sensitivity statistics which were found to be related to



151
CONDITION EXPERIMENT NO 2
Stat. Task Prob Feed S TP TF TS PF PS FS TPF TPS TFS PFS

back
n (X) X
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Th X X
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nv X X
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A’v X X X
av X X
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b(TSG) X (x) X
Bias % (x) X X ©  ©  X <©
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Stat Task Feed Burst S TF TB TS FB BS FS TFB TBS TFS FBS back

z

<»' d o
Th £jj)
P(c) (x) X
A' (3) X
o X

nv
dlV X
Thv
P(c)v X X (x) X (x) X X X X X

A'v
ov X X X X (x) X X  X X

b(Luce)
B(TSG) (x)

Bias % X (X) • X
b(ATK) X <S X X

b(Luce)v 
b(TSG)v 
Bias %v 
b(ATK)v

df 1,4 1,4 1,4 4,4 1,4 1,4 4,4 1,4 4,4 4,4 1,4 4,4 4,4 4,4
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sig at 01 level



a priori stimulus probability. As the value of the 
probability increases so does its variance. In Lucefs 
model and in the non-parametric analysis a significant 
feedback by subject interaction was found on the variance 
of the sensitivity statistic and in Atkinson’s model a 
significant task by feedback interaction was also found.
To summarize then the major effect on the dependence of 
the sensitivity statistics of detection and recognition 
models are subject variables and task variables. The 
recognition task showed more inter-trial dependence from 
the detection task. When we examine the effect of 
experimental conditions on the dependence of the bias 
statistic on the immediately preceding trial no significant 
results were found.

The results of the second analysis performed 
on Experiment 2 involving the task by feedback by burst 
by subject design is given in the table above.
We find first of all that the sensitivity parameter is 
dependent on the subject, thus the individual subject 
differences were not entirely controlled for in the setting 
up of the experiment. A significant task by subject interaction 
was found in three of the sensitivity statistics and this 
indicates that even within subjects performance on two tasks 
was not entirely standardised as had been the intention.

Looking at the bias statistics we find that for all 
models except Luce’s there is a subject effect, i.e. the 
subjects have different biases. Other significant effects 
are less consistent. There is a significant task effect on 
Atkinson’s bias parameter, a significant burst effect on the 
non-parametric bias measure, a significant task by subject 
effect in Atkinson’s measure, and a significant task by burst 
effect in both Atkinson’s and the non-parametric estimate of 
the bias parameter. On examining the raw data this appears to 
be due to a very small bias in the detection task when a burst 
is present, the other conditions being very much the same.

If we.look at the variance of the sensitivity 
statistics confounded with the effects of the immediately
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preceding trial we find significant subject effects in 
three of the sensitivity statistics, namely, Luce's data, 
the probability of correct statistic and Atkinson's sigma.
In both the probability of correct statistic and Atkinson's 
sensitivity measure a large number of significant effects 
were obtained. Going back to the original data we find 
that this is largely due to a significant three way task 
by feedback by burst interaction. This in turn appears 
to be due to the very high value for one of the conditions. 
In the case where the subject is given a recognition task 
without feedback and without a burst it appears that the 
dependence on the immediately preceding trial is greatest 
by a very large extent. The only other main effect very
much larger than this is the task by feedback effect where
we find that in the recognition task when no feedback is 
present the dependence is much larger than in any of the 
other conditions. The other significant effects can be 
traced back to these conditions. It might be advisable to
put in a word of caution but perhaps it would have been
more appropriate to have performed these analyses on the 
square root of the variants rather than on the variances 
themselves. No significant effects were found for the 
bias variances which indicated that the dependency of the 
bias parameter on the immediately preceding trial was not 
greatly related to the experimental conditions.

Looking now at the results of Experiment No. 3 
we find that any differences in the sensitivity parameter 
have been completely swamped by the large differences due 
to the different levels of task difficulty.

The only significant result from the analysis 
of variance on the statistic variances measuring the 
dependence on the immediately preceding trial from the 
sensitivity statistics is that of d! in which the difficulty 
effect is insignificant. As the task difficulty is affecting 
the main d' value it is not surprising that it could affect 
the variance of the d' depending on the state on the 
immediately preceding trial.



This same analysis was performed on the bias 
statistics and here we find that the subject variable is 
significant in all four cases, the difficulty variable is 
significant in three cases, and there is one difficulty 
by subject interaction. We must remember here that in the 
easy task subjects were performing at almost the 100% correct 
level. Under these conditions the bias would be virtually 
negligible. In the last two experiments no experimental 
effect has found to affect the dependency of the biases on 
the preceding trial. Here in Experiment 3, however, we 
find that for three of the bias statistics the difficulty 
condition is significant. Again the same comment can be 
made here since in all of the conditions the subject is 
getting practically all of them correct and the measurable 
effect of bias is pretty small as opposed to the difficult 
condition when the subject may be making 2 0% errors. The 
Atkinson's bias statistic also shows a significant subject 
effect, a time effect, and a time by feedback by difficulty 
interaction. Looking at the original data we find although 
the situation appears complicated increasing the amount of 
feedback appears to have the effect of increasing the 
dependence in the short easy condition and decreasing the 
dependence in the difficult long condition. We should note 
that the analysis performed here differs slightly from the 
analysis performed by OVERALL as the extremely easy condition 
had to be omitted. In that particular condition not enough 
errors were made to enable the estimation of the detection 
and recognition parameters following a trial in which an 
error had occurred. This would have the original analysis
inappropriate.

In Experiment No. 4 the only experimental condition 
varied was the feedback and the subject made one of five 
possible responses. If this response is dichotomised we 
complete the data as in the other experiments. Having done 
this we can examine the data for the effect of feedback on 
the statistics of the models. On so doing we find no 
significant differences in sensitivity bias or dependence 
of the bias parameters. However, in the Atkinson and the



Tanner, Swets and Green model feedback appears to have the 
effect of increasing the dependence of the sensitivity 
parameter. Looking at the original data it appears that 
what is happening is that the dependence is the same when 
feedback or no feedback is present but when variable 
feedback is introduced the dependence on the immediately 
preceding trial is increased.



(c)ROCT analyses
Following Meyer's suggestion of using the 

latencies to produce rating type data a ROCT analysis 
was performed for all the experiments. Thus for every 
session the latencies were divided into fast and slow 
depending on which side of the median they lay. The 
responses were then grouped as follows - fast signal 
present, slow signal present, slow signal absent and 
fast signal absent. Using a rating scale type analysis 
we obtained three points on a ROCT curve which can be 
specified by their sensitivity and bias. The results 
of this analysis were analysed using a Luce choice 
reaction time model, see tables below for Experiment 1.
The same sort of results were obtained from analysis 
of the other experiments but the detailed reactions are 
not included from lack of space. The programme which 
performed this analysis also calculated the range of 
the estimates of the parameters of the models for 
each of the sessions. Other analyses of variance were 
performed on this statistic to see whether the experimental 
conditions affected the departures of the points from an 
isosensitivity curve.

On looking at the results two things appear
fairly clear. Firstly, the bias increases with each of
the three points as one would expect that the different cut 
offs should correspond to three different bias positions. 
Also the sensitivity of the middle point appears greater
than the sensitivity of either of the other two points
indicating that by using the latencies as a measure of 
confidence we are in fact underestimating the performance 
of the subject. These comments apply to the results of 
all experiments. Analysis of variance testing the effects 
of experimental variables on the range of the estimates of 
the sensitivities were performed. We find that in Experiment 
there is a significant effect. Looking at the raw data this 
appears largely due to an increase in the range of the 
sensitivity values as the stimulus probability changes 
from .5. This suggests that the underestimation caused 
by using latencies as confidence ratings is least when
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EXPERIMENT NO. 1
ROCT ANALYSIS USING LUCE*S MODEL
Condition Session Z B

1 • 24 .22 .27 • 13 .28 2.4
2 .85 .91 .87 .13 .32 1.8

* 25R 3 .57 • 58 .51 • 19 .43 2.3
4 • 31 • 55 1.1 .06 .21 1.6
5 .72 .75 1.0 .13 • 32 1.7
6 .75 • 64 .85 .31 • 89 2.8
7 • 89 .91 .78 .34 1.1 3.6

.5R 8 .88 .17 .29 .20 .75 4.9
9 .87 • 83 .99 .29 .92 3.2

10 • 98 .76 .84 .28 .80 2.7
11 1.3 .84 1.4 • 60 3.0 8.6
12 .81 .68 .78 .54 2.7 7.1

• 75R 13 • 25 .07 1.4 .15 • 48 20
It* • 69 .29 .35 • 46 1.7 5.0
15 .78 .24 .17 .59 3.7 14
16 .31 .15 .08 .39 1.2 8.9
17 1.0 1.1 .96 .36 . 3* 2.8
13 .27 .12 .17 .28 1.1 5.5
19 • 7»* .46 .47 .33 .87 2.9

. 5D 20 .84 .78 .74 .32 • 95 3.1
21 1.0 • 65 .58 • 36 1.2 3.9
22 • 96 .79 • 94 • 32 1.0 3.0
23 • 89 • 53 • 65 ,29 .78 2.9
24 • 47 .27 .31 • 36 1.0 3*3
25 .78 .76 • 88 • 36 1.1 3.2
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the stimulus probability equals .5.
This result is confirmed in the second experiment 

where there appears to be a large difference in the range 
dependent on the a priori stimulus probability. There 
also appears to be a subject difference and a task by 
feedback interaction. Feedback also apparently has the 
effect of reducing the range of the sensitivity statistic.
The analysis of the second experiment using the task by 
feedback by burst design shows that we have a significant 
subject effect and significant feedback by burst by subject 
interaction and a significant task by subject interaction.
On looking at the raw data we find this is due to the fact 
that the range is considerably smaller than there is feedback 
but no burst.

Looking at the analysis of the third experiment 
we find that the most significant effect is that of task 
difficulty. The more difficult the task the larger the 
range of sensitivity. This may be an effect of the position 
on the sensitivity scale as it is much more difficult to 
improve the sensitivity of .01 than it is to improve on a 
sensitivity of .91. These results also indicate a significant 
difference between subjects, the results of the significant 
task by subject interaction and the difficulty by subject 
interaction.

The analysis of the third experiment revealed 
that the experimental conditions had no effect on the range 
of sensitivity values of Luce’s model calculated as above.

The results of the ROCT analysis may perhaps be 
more easily understood if we look at them in the following 
way. The speed of response was the same as confidence when 
we should expect all the points to have the same sensitivity 
value. The wider the range of the sensitivity values the less 
the latencies related to the subject’s confidence. We knew 
from previous analysis that latency is related to a priori 
stimulus probability. It would therefore appear that when 
the stimuli were not equiprobable the effect of the stimulus



probability on the latency would obscure relationship between 
the latency and confidence. This would have the effect of 
increasing the range of the sensitivity values calculated in 
the ROCT analysis. This sort of reasoning may be able to 
explain certain of the other results post hoc. For example, 
time is most closely related to confidence in the feedback 
condition where no bursts are present which could explain the 
feedback by burst interaction.

It was possible to use the same program as was 
used in the ROCT analysis to analyse the results of the 
rating scale data, see Experiment No. *+. Here what was 
wanted was an estimate of the sensitivity and bias parameters 
corresponding to each of the response cut outs. The subject 
was in this case allowed five responses. Certain signal 
present, uncertain signal present, don't know, uncertain 
signal absent, certain signal absent. This normally gave 
fewer data points on an ROC curve. The sensitivity and bias 
parameters were calculated according to Luce's model for 
each of the four data points. This analysis was then 
repeated using data following a one or a two response with 
stimulus 1, a one or a two response with stimulus 2, a 
three, four or five response with stimulus 1, and a three, 
four or five response with stimulus 2. It was not possible 
to estimate the parameters for all possible stimulus response 
combinations as there were too many of them. This analysis 
is made more complicated by the fact that some subjects did 
not use all the available response alternatives. On looking 
at the data we notice that differences exist in the bias 
parameter as we would expect. The bias increases with the 
position on the ROC curve. If all the points lay on the same 
ROC curve then the sensitivity values for each of the points 
should be the same. A Friedman non-parametric analysis of 
variance was performed on sensitivity data and showed that 
the data value being in fact dependent upon the point being 
considered. The middle two points appeared to give the 
highest sensitivity. On looking at the frequency distribution 
of responses it was noticeable that subjects seemed reluctant
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to use the two more extreme responses. Perhaps if the 
subjects had not been naive this effect would not have been 
so marked. As it was the x2r was found to be equal to 19.8.

As mentioned before the ROCT analysis was repeated 
following each of four types of trial. A non-parametric 
of variance was performed on the sensitivity value at each 
of the cut off points to see if there was a difference 
depending on the state in the last trial. None of the 
resulting x2r values were significant. This, however, does 
not mean that dependences did not exist where rating scale 
data was used or even that dependences are less under these 
circumstances. It must be remembered that only fifteen 
sessions were analysed on naive subjects. In the analysis 
of the non-rating experiments the number of sessions were 
25 , 80 and 90 respectively. When Experiment M- was analysed 
in the estimate program treating it as a non-rating scale 
experiment the overall effects were not significant.
However, dependencies on the sensitivity parameters of a 
number of different models depended on the correctness of 
the immediately preceding trial were found.
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Simulation
The final part of this work consisted in simulating 

sequences of SR events with the same dependences that had been 
observed in the aforementioned experiments. The data from the 
whole of Experiment 2 was averaged and zero first and second 
order Markov processes fitted to the SR sequences. A 
two-state latent Markov model was also fitted using a minimum 
X 2 procedure to improve upon the initial estimates as 
described above. A program SIMLUC was written which simulated 
the SR sequences with the parameters of the zero first and 
second order Markov processes and the latent Markov process 
estimated above. SIMLUC also contained the ESTIMATE procedures 
and estimates of the signal detection and recognition models 
were determined for each of the simulated sequences. This 
process was repeated ten times and estimates of the 
parameters of the detection and recognition models discussed 
earlier were thereby obtained. The following table consists 
of the averages and variances of the estimates of the 
parameters of each of the models. Together with estimates 
of these parameters dependent on the state on the immediately 
preceding trial and on the immediately two trials. Finally 
included are the empirically obtained estimates as discussed 
earlier.

The differences between the real and the simulated 
data are due to at least two factors.
(1) Differences between the simulated performance of the 
subject and his real performance.
(2) Differences due to the real data being averages of 
several different subjects operating in several different 
experimental conditions.

Differences in the mean values overall are 
probably due to the differences in averaging every statistic 
of a signal detection model and finding the rated average of 
the probability and then calculating the same statistic. 
Differences in the mean values of the statistics depending 
on the state on the immediately preceding trial showed the 
differences between the simulation models used.

The empirically obtained variances, theoretical 
variances (where they exist) and the simulated variances for 
each of the ten statistics for each of the experiments are



given in the tables below.
It appears that the empirical variances are by far 

the largest. This we would expect as we have shown before 
that the sessions are not homogeneous. The theoretical 
variances is usually the smallest.

As the simulated experiments were all based on a 
sample of only ten sessions the estimates of the standard 
errors of the statistics cannot be very accurate. Thus the 
conclusions drawn above can only be tentative on this data. 
There also is an indication that as the order of the 
estimated Markov process increases so does the variance 
of the statistics.

Another finding is that the sensitivity of the 
subjects as estimated from the simulated data appears better 
than when the estimate is derived from the mean of each of 
the subjects sensitivity statistics. This is probably due to 
the different averaging techniques. Extremely good 
performances of, say, ten errors out of 7M-0 trials are 
less heavily weighted when all the sequences are lumped 
together and then the sensitivity calculated than when the 
sensitivity is calculated for each sequence and then the 
sensitivities averaged.

The dependencies observed in the simulated data 
do not appear to be of the same magnitude as in the real data. 
Increasing the order of the Markov sequences from 0 to 2 
appears to have the effect of increasing the dependency 
of the model’s statistics on the last two trials. Some 
dependency of the statistic on the last two trials is 
observed even in the zero order condition. More will be 
said of this effect later.

The first order Markov model gets the direction 
of the first order effects on the sensitivity parameters 
correct. If anything, however, it appears to over-estimate 
the effect of the immediately preceding trial on the 
sensitivity parameter and under—estimate the effect on bias. 
The second order effect again appears to over-estimate the 
effect of the immediately preceding trial on the sensitivity 
statistics. It also gets the relative order of the bias
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STATISTIC EXPERIMENT 1

Variances

Model simulated 
ThV OM______ 1M 2M LM

Luce z 
b

. 0024 

.0025
.0023
.0057

. 0034 

.0021
.0055 
.009 8

.0063

.0035

Non P A' 
b%

.0011 
2. 3

.0012
4.7

.0016

.23
.0009
1.36

Classic Pc 
Th

.0013

.0003
.0063
.0026

.0021

.0003
.0026
.0025

.0030

.0030

ATK a 
b

.0012

.0009
.0012
.0055

.0007

.0013
.0016
.0036

TSG d f 
b

. 0045 

.0011
.014
.0027

.0024

.0006
.0042
.0007

V \



STATISTIC EXPERIMENT 2

Variances 
Model simulated

ThV________OM 1M 2M LM
Luce z . 0004 .0009 .0009 .0004 .001

b .005 .016 .013 .004 .010

Non P A' .0001 .0003 .0016 .00014
b% 69. 3 49.5 00•D" 54.1

Classic Pc .0004 .0015 .0003 .0004 .0004
Th .0014 .0010 .001 .004 .001

ATK a .0016 .0016 .0007 .0014
b .0014 .006 .003 .009

TSG d f .009 .012 .044 .0024
b .003 .005 .95 .0006
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STATISTIC EXPERIMENT 3

Variances 
Model simulated 

ThV______ OM 1M 2M LM
Luce z .0002 .0002 .0003 .0003 .0004

b .005 .008 .026 .007 .007

Non P A 1 .00008 .0001 .00004 .00009
b% 148.6 125.7 137.7 73.7

Classic Pc .00025 .0003 .0003 .0009 .0002
Th .0013 .0014 .0006 .002 .0006

ATK a .0005 .001 .0007 .001
b .005 .009 .010 .012

TSG d ! .011 .009 .009 .008
b .003 .006 .003 .003



statistics depending on the immediately preceding trial 
wrong.

As a result of these simulations some potentially 
interesting effects have become apparent. However, it is 
difficult to make more than tentative conclusions owing to 
the smallness of the number of simulated sessions. A major 
constraint was the amount of computing time required to 
perform a simulation and it was decided that it was not 
possible to extend the number of sessions looked at in any 
but one particular case. The problem was then to decide on 
which experiment to use as the estimates for the Markov models 
which were to be simulated. Experiments No. 1 and 4 were 
ruled out as they used naive subjects whose performance varied 
very greatly. Experiment No. 3 was also eliminated as it 
contained sequences where the subjects almost got 100% correct 
together with sequences where they were responding at little 
better than chance. This left Experiment 2 where the experimental 
independent variables were whether the task was detection or 
recognition a priori stimulus probability presence or absence 
of feedback and the inclusion or non-inclusion of a burst of 
white noise between trials. It was decided therefore to use 
the data from the second experiment after the sessions involving 
non-equal a priori stimulus probabilities had been removed, 
thereby hopefully producing a reasonably homogeneous selection 
of sequences.

From th is data, therefore, zero first second and 
a latent Markov model were fitted to this data as had been 
done to each of the experiments mentioned previously. When 
the latent model was fitted as had been found before 
probabilities outwith the range of zero to one were obtained. 
Again, a minimum x2 procedure was used to improve the estimates 
of the model within the usual bounds for probabilities and the 
results are shown in the table below. The minimum x2 improved 
to a final value of 20.29 and the values of the m, v and q 
matrix obtained show some evidence of a Falmange type model 
operating on this system. With this data, therefore, 50 
sequences were simulated for each model and estimates of the
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Statistic 

z
b

A 1
B%

P(c)
Th

9
b(A)

d*
b(TSG)

MAIN SIMULATION (MEANS) 
model 

0 1 2

• 361 
1.183

• 823 
16.07

.670

.404

.466
• 887

1*259
.677

.359
1.208

.846
- 12.86

*674
. m 2

.*♦73

.889

1.258 
• 681

.354
1.18

• 821 
-14.95

• 669 
.396

• 468 
.890

1.262
• 683

LM

.361
1.20

• 819 
-14.7

.667
• 405

.475

.904

1.259
• 678



MAIN SIMULATION (VARIANCES)

model

Statistic Th 0

z .00045 .0010
b .0002 .007

A* .0002 2
B% 48. 4

P(c) .0005 .00081
Th .001 .002 8

a .0009
b(A) .002

d 1 .0087 .0113
b(TSG) .0039

1 2 LM

.0010 .0009 .0010

.0111 .009 .010

.00019 .00021 .00025
72.2 41.9 50.1

.0010 .0008 .0011

.0021 .0020 .0025

.0009 .0010 .0010

.003 .003 .003

.0085 .0108 .0111

.0028 .0035 .0034
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Observed Frequencies of Combination of 3 trials

0 Order Markov Simulation
S1R1 S1R2 s 2r i S2R2

S1R1S1R1 58 6 23 H6

S1R1S1R2 7 ' 5 1 7

S1R1S2R1 15 8 8 8

S1R1S2R2 HO 17 16 36

^1R2^1R1 12 2 3 9

S1R2S1R2 12 3 3 3

S1R2S2R1 5 3 H 8

S1R2S2R2 12 H 2 13

S2R1S1R1 8 " H H 12

S2R1S1R2 H 3 2 6

S2R1S2R1 3 3 3 6

S2R1S2R2 12 5 H 16

S2R2S1R1 HI 6 9 HI

S2R2S1R2 7 6 3 6

^2R2^2R1 12 10 13 7

S2R2S2R2 33 13 11 30

/
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Observed Frequencies of Combination of 3 trials (continued)

1st Order Markov Simulation

^l^l^l^l

S1R1
47

S1R2
17

S2Rj

23
S2R2
33

^1R1^1R2 19 6 5 11
s 1r 1s 2r 1 5 3 7 17

S1R1S2R2 46 9 19 35

^1R2^1R1 .18 2 7 12

S1R2S1R2 7 1 3 5

S1R2S2R1 7 2 0 5

£>1R2^2R2 12 3 4 13

S2R1S1R1 12 2 2 14

S2R1S1R2 9 2 4 3

S2R1S2R1 5 1 3 4

^2R1^2R2 9 4 4 11

^2R2^1R1 42 4 17 31

S2R2S2R2 19 2 2 10

S2R2S2R1 13 5 8 11

S2R2S2R2 34 9 8 33
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Observed Frequencies of Combination of 3 trials (continued)

2nd Order Markov Simulation

S1R1S1R1

S1R1
53

S1R2
4

s 2Ri

11
S2R2
28

S1R1S1R2 7 2 3 7

SiRiS2Ri 19 7 6 15

S1R1S2R2 45 12 15 44

S1R2S1R1 14 6 4 14

S1R2S1R2 2 1 2 4

S1R2S2R1 5 5 6 0

S1R2S2R2 6 7 2 9

S2R1S1R1 19 3 6 15

S2R1S1R2 4 3 0 3

S2R1S2R1 10 3 6 7

^2R1^2R2 11 5 10 7

S2R2S1R1 42 11 15 38

S2R2S1R2 8 12 1 4

S 2R2^ 2R1 10 5 5 11

^2R2^2R2 45 10 11 33



signal detection models were obtained from these sequences.
The results are comparable to those obtained in the smaller 
simulation.

The results indicate that the variances of the 
statistics are greater if dependences are assumed in the 
simulated data. The size of this effect, however, is relatively 
small. A more important difference is the ektent to which 
the empirically obtained variances are higher than the minimum 
variances calculated theoretically, assuming large sample 
sizes, i.e. as the sample size to infinity. Surprisingly 
the statistic which has an empirical variance close to the 
asymptotic variance is dT. The main values for the parameters 
were calculated for each of the simulations and are given in 
the table below. As can be seen from th is table all the 
simulated data approximate reasonably well to the empirical.

As well as calculating the results for the overall 
parameters the value of the parameters following a specific 
trial and a specific two trials were calculated as in 
programme estimate. A very surprising finding was the results 
for the zero order Markov simulation, see table below. here 
it appears that the values of the parameters are dependent on 
the immediately preceding trial even though the data Was 
simulated according to a zero order MarkoV process. The 
programme was re-run and the sample sizes on which each of 
the estimates of the parameter had been calculated was obtained 
RTrrf the results are given in the table below. As can be seen 
the sizes of the samples varied tremendously, the smaller sample 
sizes occurring when there are more errors preceding the 
estimation than correct. This means that in a zero ordeh 
Markov process the number of corrects followed by correct 
were much greater than the number of wrongs followed by 
wrongs. Therefore the estimate of the sensitivity following 
two corrects is based on a much larger sample than when you 
aret looking at the value of the parameter following two 
successive wrong respons es . The nett result of this is 
therefore to confound the state in the immediately preceding 
trial, with any effects of biases in the estimates.



Accordingly the biases in the parameters were studied 
in more detail. It proves difficult to work out an 
explicit formula for the biases of the parameters therefore 
a programme bias was written to calculate numerically the 
expectation of each of the parameters, because the difference 
between the expected value of the parameter and the population 
parameter gives the measure of the bias of the statistic.
Thus, bias works out the probability of every possible result 
within a sample of size N given the population parameters.
For each possible result it calculates the observed value of 
the statistic that would be found and the product of this 
value and its probability summed over all the possible 
observations gives you the expected value of the statistic.
This programme was first run using Luce’s model and it gives 
an expectation of infinity. This is because when no observations 
are obtained in certain categories the estimates value of the 
statistic is, in fact, infinity. However, such instances were 
removed from the sample being considered in programme estimates. 
Accordingly, programme bias was amended so that the expectation 
of the various statistics were derived excluding outcomes which 
contained no observations in a particular category from the 
sample space. The results are given in the tables below 
when the probabilities of being correct are .5, .6, .7, .8 
and .9. In all cases there are biases. As can be seen 
from the table the statistics in Luce’s model are biased.
This effect was very large when the sample sizes are less 
than ten. However, by the time sample sizes of 45 or more 
are obtained the statistic values have almost reached their 
asymptotic levels. Equivalent tables are given for the other
models and these appear below.

This bias effect confounds the differences
between statistics depending on data following particular 
sequences of trials. It is possible therefore that some of 
the results obtained earlier could have been the result of 
this bias effect. Accordingly programme estimate was re-run 
with a minor modification in that the estimates of the signal 
detection statistics were all based on samples of size 100, 
the rest of the data being discarded. Thus for every sequence
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LUCE’S 

n

MODEL (z) 

5 15 25 35 45 OC

Pc
.5 1.06 1.17 1.11 1.07 1.05 1.00
.6 .99 .78 .71 .69 .69 .67
.7 .92 .51 .71 .44 .43 .43
.8 . 85 .35 .27 .25 .25 .25
.9 .78 * 23 .16 .13 .12 .11
Non P

Pc
.5

(Af )
5

.5

15

.5

25

.5

35

.5

cc

.5
.6 .53 .63 . 6 5 .65 .66
.7 .55 .74 .77 .78 .79
.8 .59 .82 .86 .87 .88
.9 .62 .88 .92 .93 .94

P(c) 5 15 25 35 OC

Pc
.5 0 0 0 0 0
.6 .04 .1.8 .20 .20 .20
.7 .08 . 35 .39 .40 .40
.8 .12 .51 .57 .59 .60
.9 .16 .63 .73 .76 .80

Th 5 15 25 35 OC

Pc
.5
.6

-.06
.008

-.18
.21

-.11
.28

-.07
.30 . 33

.7 .08 .17 .54 .56 .57

.8 .15 .65 .72 .74 .75

.9 .22 .76 .84 .86 .88
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0

Pc
5 15 25 35 OC

.5 CMo• • o CD . 1 0 . 1 0 . 1

.6 .04 .17 . 2 0 . 2 0 . 2

.7 CDO• .25 .29 oCO• .3

.8

.9

• o 00 .32 CDCD• .38 .4

d !* n 5 1 0 OC

Pc 
.5 
• 6 
.7 
.8 
.9

0
.08
.16
.25
.33

0
.34
.66
.95
1.19

0
.507
1.05
1.68
2.56

* The data for larger n was not collected as the 
estimation procedure took much more computer 
time than the others.



some data following correct trials was discarded and some 
sequences were discarded as they did not have 100 wrong trials. 
When this was done for Experiment 2 out of the 80 sessions only 
about 20 remained, and this was not really enough to make very 
powerful tests of the hypothesis that the statistics depended 
on the state of the immediately preceding trial. As a result 
the programme was again amended this time insisting that the 
sample sizes on which the statistics depending on the immediately 
preceding trial were based was 45 in all cases. Having done 
this 51 sessions out of the 80 remained in the sample for 
analysis and the reliability of the estimates had been 
reduced.

The results of this analysis are given in the 
table below. On the overall test to see whether the statistic 
depends on the immediately preceding trial none of the 
sensitivity statistic showed a significant dependence while 
all the bias statistics did. On the analysis to see whether 
they depended on the stimulus on the last trial the response 
on the last trial or whether the last trial was correct or 
wrong the only significant finding was that the bias statistic 
of Atkinson’s model did depend on the response on the last 
trial. It thus appears that by ensuring equal numbers in the 
samples from which the statistics are calculated one is 
reducing the power of the test. The only conclusion that 
one can draw is that the bias statistics depend on the state 
the subject was in on the last trial and that the sensitivity 
statistics as calculated using all the data depend on the 
state in the last trial, in particular they depend on whether 
the correct was correct or wrong or not. This effect, 
however, is contaminated with a possible bias effect.



Dependence of statistics on Immediately Preceding Trial 
(all based on sample size :N = 45)

Last Trial Characterised by
Statistic Overall S R Correct/Wrong

S-R

n
d 1
Th
P(c)
A'

bias(Luce) 
bias(TSG) 
Bias % 
bias(ATK)

X

x X
X : ^ : X"



Conclusions
In the Introduction several signal detection 

models were summarised and major experimental findings in 
the area reported. It was also pointed out that although 
the phenomenon of inter-trial dependence was well 
established none of the models appeared adequately to 
account for this phenomenon. Indeed, the existence of 
this effect would, it was suspected, reduce the accuracy 
of some of the more quantitative predictions of the models.

The experiments reported were designed to 
estimate the effect of inter-trial dependence in a number 
of common types of experimental conditions. The experimental 
variables were chosen as those commonly varied in recognition 
detection and reaction time tasks. Out of the 210 sessions 
studied 105 showed significant first order SR dependences 
while 39 showed significant second order or higher 
dependences. On breaking the SR sequences down into 
sequences of responses, sequences of correct wrongs, 
and sequences of stimuli it was found that the response 
sequences showed the greatest number of dependences.
The inter-trial dependences of the latencies appeared 
larger than those measured from the SR sequences.

On examining the sessions for non-statlonallty 
it was found that after the first 100 trials had been 
discarded the effect was negligible on the SR sequences 
although It was more apparent In the latency data. The 
experimental variables found most to affect the x^ measuring 
inter-trial dependence were the subject variable, task 
difficulty and a priori stimulus probability. Perhaps this 
is due to the fact that these variables also affected the 
total number of correct and wrong responses.

Attempts were made to describe the dependences 
using zero, first and second order Markov models, a two state 
latent Markov model, and autoregressive processes - A low 
order autoregressive model proved Incapable of adequately



describing "the inter-trial dependence. None of the Markov 
models fitted exactly and the latent model gave a sensible 
approximation to the data only when its parameters were 
estimated using a iterative procedure.

The parameters of the signal detection models 
were then calculated depending on the SR state of the 
immediately preceding trial. This was found to affect 
the value of both the bias and the sensitivity parameters , 
the bias parameter depending particularly on the immediately 
preceding response while the sensitivity parameter appeared 
to depend on whether the immediately preceding trial was 
correct or wrong. As there were more correct responses 
than wrong ones the sample size on which the estimate was 
based following the correct response was greater than that 
following a wrong response. The estimates of the sensitivity 
parameters of the models were shown to be biased. This bias 
could account for the dependence of the sensitivity statistic 
on the immediately preceding trial. The significant 
dependences found in the sequences of correct wrongs both 
of first and second order indicate that at least in some 
cases an unbiased estimate of the sensitivity would depend 
on whether the last trial was correct or not. The degree 
of this dependence was estimated by calculating the variance 
of the estimates of the parameters depending on the immediately 
preceding trial. The major experimental variable found to 
affect this statistic was task difficulty, and this result 
could be explained by an effect of bias.

The Markov models used to characterise the 
dependence were then used in a large number of simulations 
in order to find out the effect of such dependence on the 
theoretical variances of the estimates of the parameters of 
the models. It was found that the dependence did have the 
effect of increasing the variances of the statistics. However, 
this effect was quite small when compared to the bias present 
in a number of the statistics due to the small sample size.
When the sample sizes are larger (over 100) the bias effect 
disappears although the small effect of non-independence remains.



To sum up, sequential dependences were measured 
in a number of tasks. The most important aspect of bias 
on detection or recognition models assuming trial independence 
was dependence of a response on the immediately preceding 
response.

Dependence on the accuracy of the immediately 
preceding trial was also present. The most critical factors 
affecting the dependence were subject differences and task 
difficulty. The effect of the dependence is greater on the 
bias than on the sensitivity parameters. It was also 
shown that statistical tests developed for sensitivity 
statistics were robust against the observed violations 
of the independence assumptions.
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S O F .  , . 6 . 0 0 0 0 0 0 0  4 . 0 O O 0 0 O 0  3 . O O 0 O O O 0  8 . 0 0 0 0 0 0 0  1 . 0 0 0 0 0 0 0 ' .

L O E  2 . 0 0 0 0 0 0 0  3 . 0 0 0 0 0 0 0  1 . 0 0 0 0 0 0 0  4 . 0 0 0 0 0 0 0  4 . 0 0 0 0 0 0 0

S V E  1 1 . 0 0 0 0 0 0 0  . O O O O O O O O  1 . O 0 0 O O 0 O  . O O O O O O O O  3 . 0 0 0 0 O 0 0

L V E  ! 2 . 0 0 0 0 0 0 0  4 . O 0 O 0 0 0 0  3 . 0 0 0 0 0 0 0  5 . 0 0 0 0 0 0 0  3 . 1 0 0 0 0 0 0

S F E  4 . 0 0 0 0 0 0 0  1 . 0 0 0 0 0 0 3  2 . 0 0 0 0 0 0 0  R . 0 0 0 0 0 0 0  5 . 0 0  0 0  0 0 0

L F F  6 . 0 0 0 0 0 0 0  7 • O O O O O O ™  9 . 0 0 0 0 0 0 0  7 . 0 0 0 0 0 0 0  7 . 0 0 0 0 0 0 0

S O M  3 0 . 0 0 0 0 0 3  2 1 . 0 0 0 0 0 . 1  1 7 . 0 0 0 0 0 0  2 8 . 0 0 0 0 0 0  2 9 . 0 0 0 0 0 0

L O M  3 7 . 0 0 O 0 0 O  3 0 . 0 0 0 0 0 0  3 7 . 0 0 0 0 0 0  4 2 . 0 0 0 0 0 0  4 8 . 0 0 0 0 0 0

S V M  2 8 . 0 0 0 0 0 0  2 5 . 0 0 0 0 0 0  2 1 . 0 0 0 0 0 0  2 3 . 0 0 0 0 0 0  2 6 . O O O O O O

H / i v )  S - 2  3 3 . 0 0 0 0 0 0  2 8  .  0 0 O 0 O 0  2 7 . 0 0 0 0 0 0  2 4 . 0 0 0 0 0 0  2 3 .  O O O O O O

S F M  ' 2 5 . 0 0 0 0 O 0  2 1 . 0 0 0 0 0 0  2 6 . O O O O O O  2 5 . 0 0 0 0 0 0  1 7 . O O O O O O

L F M  3 7 . 0 0 0 0 0 0  3 7 . 0 0 0 0 0 0  3 6 . 0 0 0 0 0 0  3 8 . 0 0 0 0 0 0  2 9 . 0 0 0 0 0 0

S O D  5 0 . 0 0 0 0 0 0  4 9 . 0 0 0 0 0 0  4 2 . O O O O O O  4 1 . 0 0 0 0 0 0  4 1 . O O O O O O

L O D  4 4 . 0 0 0 0 0 0  49.0001100 < > 5 . O O O O O O  2 6 . 0 0 0 0 0 0  1 8 . O O O O O O

S V D  2 9 . 0 0 0 0 0 0  3 2 . O O O O 0 O  2 6 . O 0 O 0 0 0  2 4 .  O O O O O O  2 2 . 0 0 0 0 0 0

L V D  4 6 . 0 0 0 0 0 0  5 0 . 0 0 0 0 0 0  5 4 . 0 0 0 0 0 0  5 5 - 0 0 0 0 0 0  5 3 . 0 0 0 0 0 0

S F D  2 4 . 0 0 0 0 0 0  3 4 . 0 O 0 O 0 0  2 7 . 0 0 0 0 0 0  3 8 . 0 0 0 0 0 0  4 0 . O O O O O O

L F D  7  5 . 0 0 0 0 0 0  5 5 . 0 O O O 0 0  3 9 . O O O O O O  5 1 . 0 0 0 0 0 0  6 7 . 0 0 0 0 0 0

S O F  3 . 0 0 0 0 0 0 0

L O E  6 . O 0  0 0 O 0 O

S V E  3 . 0 0 0 O 0 O O

L V E  1 0 .  O O O O O O

S F E  1 . 0 0 0 0 0 0 0

L F F  9 . 0 0 0 0 0 0 0

S O M  2 1 . 0 0 0 0 0 0

L O M  S 3 1 9 . 0 0 0 0 0 0

S V M  - 6 0 . 0 0 0 0 0 0

L V M  2 2 . 0 0 0 0 0 0

S F M  2 1 . 0 0 0 0 0 0

L F M  1 3 . 0 0 0 0 0 0

S O D  4 6 . 0 0 0 0 0 0

L O D  4 2 . 0 0 0 0 0 0

S V D  52.000000
L V D  58.000000
S F D  55.000000
L F D  58.000000

7 . 0 0 0 0 0 0 0  7 . 0 0 0 0 0 0 0
2.0000000 6.0000000
1 . 0 0 0 0 0 0 0  4 . 0 0 0 0 0 0 0
5 . 0 0 0 0 0 0 0  4 .0 0 0 0 0 0 3
1 . 0 0 0 0 0 0 0  9 . 00000(10
2 . 0 0 0 0 0 0 0  9 . 0 0 0 0 0 0 0  
2 6 - 0 0 0 0 0 0  1 9 .0 0 0 0 0 0
1 9 . 0 0 0 0 0 0  2 0 . 0 0 0 0 0 0
6 3 . 0 0 0 0 0 0  5 2 . 0 0 0 0 0 0
2 0 . 0 0 0 0 0 0  2 1 . 0 0 0 0 0 0
1 7 . 0 0 0 0 0 0  1 7 .0 0 0 0 0 0
1 2 .0 0 0 0 0 0  1 3 . 0 0 0 0 0 0
5 1 . 0 0 0 0 0 0  45* 0 0 00 00
5 0 . 0 0 0 0 0 0  4 4 . 0 0 0 0 0 0
58.000000 46.000000
53.000000 39.000000
63.000000 66.000000
55.000000 56.000000

8 . 0 0 0 0 0 0 0  5 . 0 0 0 0 2 0 0

7.0000000 6.0000020
6 . 0 0 0 0 0 0 0  4 • 0 0 0 0 0 0 3  

7  *  0 2 0 0 0 0 0  5 . 0 0 0 0 2 0 0

4 . 0 0 0 0 0 0 0  • 0 0 ^ 0 0 M 0 0

7 . 0 0 0 0 0 0 0  6 . 0 0 0 0 0 0 0  

1 0 . 0 0 3 0 0 0  2 2 . 0 0 0 0 0 0

9 8 . 0 0 0 0 0 0  3 0 . 0 0 0 0 0 0

1 5 . 0 0 0 0 0 0  1 5 . 0 0 0 3 0 0

1 4 . 0 0 0 0 0 0  2 5 . 0 0 0 0 0 0

1 6 . 0 0 0 0 0 0  1 4 . 0 0 0 0 0 0

1 9 . 0 0 0 0 0 0  1 4 . 0 0 0 0 0 0

4 8 . 0 0 0 0 0 0  A p  • OOOOOO 
4 4 - 0 0 0 0 0 0  ft3 * OOOOOO
5 3 . 0 0 0 0 0 0  6 3 * 0 0 0 0 0 0
41.000000 45-000000
56.000000 41-000000
40.000000 53*000000

\



no no

SOF 1«O0OOO0O
L 0 C * 5 * 0 0 0 0 0 0 0

S V >  P . 0 0 0 0 0 0 0

LVt 1.0000000
s f > '  o  •  0 0 0 0 O 0 O

l.K£ ( .00000000
5q  *  • P i *000000
L O - i  S ' * * '  10.000000
5 \ / v )  3 6 . 0 0 0 0 0 0

LVM * 3 . 0 0 0 0 0 0 0

S F M  P 0 . 0 0 0 0 0 0

L F M  9 . 0 0 0 0 0 0 0

S O D  4 4 . 0 0 0 0 0 0

L O O  0  3  •  0 0 0 0 0 0

S v / i )  2 8 *  0 0 0 0 0 0

L U I )  3 8 .  O O O O O O

S F D  5 3 . 0 0 0 0 0 0

L F D  PS.000000
SOE P .O 0 0 0 0 0 0
LOE 3.0000000
5 V/L p. 0000000
L V E  4 . 0 0 ^ 0 . 0 0 0

S 'P K  0 . 0 0 0 0 0 0 0

L F F  1 . 0 0 0 0 0 0 0

S O M  J f t .  000000;
L O M  10.0000 00
S V M  5 10.000000
L \ / m  P I .  O O O O O O

S F M  1-5*000000
LFM PO *0 0 0 0 0 0
SOD ^I*000000
LOD 5 f t * 0 0 00 00
SVD 3 9 . 0 0 0 0 0 0
LVD 3 7 . 0 0 0 0 0 0
5FQ 4ft.000000
L F D  45*000000

1 3 . 0 0 0 0 0 0  8 . 0 0 0 0 0 0 0
3 . 0 0 0 0 0 0 0  1 . 0 0 0 0 0 0 0
4 . 0 0 0 0 0 0 0  f t . 0 0 0 0 0 0 0
1.0000000 1.0000000 
ft.0000000 ft.0000000 
P . 0 0 0 0 0 0 0  .OOOOOOOO 
P 9 . 0 0 0 0 0 0  P I . 0 0 0 0 0 0
1 8 . 0 0 0 0 0 0  1 7 . 0 0 0 0 0 0
3 4 . 0 0 0 0 0 0  3 3 . 0 0 0 0 0 0
8 . 0 0 0 0 0 0 0  I P . 0 0 0 0 0 0  
P 7 . 0 0 0 0 0 0  1 9 . 0 0 0 0 0 0  
7 * 0 0 0 0 0 0 0  1 0 . 0 0 0 0 0 0
3 4 . 0 0 0 0 0 0  3 8 . 0 0 0 0 0 0
5 8 . 0 0 0 0 0 0  5 5 . 0 0 0 0 0 0
3 3 . 0 0 0 0 0 0  3 6 . 0 0 0 0 0 0
5 3 . 0 0 0 0 0 0  4 8 . 0 0 0 0 0 0
5 1 . 0 0 0 0 0 0  6 8 . 0 0 0 0 0 0
1 6 . 0 0 0 0 0 0  P f t .0 0 0 0 0 0

3 . 0 0 0 0 0 0 0  .OOOOOOOO
4 . 0 0 0 0 0 0 0  1 . 0 0 0 0 0 0 0
1.0000000 .00000000
1 3 . 0 0 0 0 0 0  3 . 0 0 0 0 0 0 0
1.0 000000 .00 000 00 0  
. 0 0 0 0 0 0 0 0  . 0 0 0 0 0 0 0 0  
P3.OOOOOO 1 7 . 0 0 0 0 0 0
3 0 . 0 0 0 0 0 0  3 4 . 0 0 0 0 0 0
1 0 .0 0 0 0 0 0  1 9 .0 0 0 0 0 0  

P 5 . OOOOOO 1 8 . 0 0 0 0 0 0
9 . 0 0 0 0 0 0 0  1 1 . 0 0 0 0 0 0
1 3 . 0 0 0 0 0 0  P 2 • 0 0 0 0 0 0
4 5 . 0 0 0 0 0 0  3 7 * 0 0 0 0 0 0  
5 4 * 0 0 0 0 0 0  5 0 * 0 0 0 0 0 0
3 3 . 0 0 0 0 0 0  4 8 . 0 0 0 0 0 0
2 8 . 0 0 0 0 0 0  2 1 * 0 0 0 0 0 0  
2 7 * 0 0 0 0 0 0  4 7 * 0 0 0 0 0 0  
5 6 * 0 0 0 0 0 0  6 3 * 0 0 0 0 0 0

3 . 0 0 0 0 0 0 0  6 . 0 0 0 0 0 0 0
4 . 0 0 0 0 0 0 0  1 0 . 0 0 0 0 0 0  
6 * 0 0 0 0 0 0 0  6 . 0 0 0 0 0 0 0
2.0000000 1.OO0O000 
2 * 0 0 0 0 0 0 0  5 . 0 0 0 0 0 0 0
1.0000000 .00000000
1 8 . 0 0 0 0 0 0  P f t . 0 0 0 0 0 0  
I P . 0 0 0 0 0 0  1 5 . 0 0 0 0 0 0
2 8 . 0 0 0 0 0 0  3 2 . 0 0 0 0 0 0
1 4 . 0 0 0 0 0 0  1 0 . 0 0 0 0 0 0
1 6 . 0 0 0 0 0 0  2 1 . 0 0 0 0 0 0
1 9 . 0 0 0 0 0 0  2 6 . 0 0 0 0 0 0
4 0 . 0 0 0 0 0 0  3 9 .0 O O 0 0 0
4 4 . 0 0 0 0 0 0  6 4 . 0 0 0 0 0 0
3 8 . 0 0 0 0 0 0  4 8 . 0 0 0 0 0 0
3 9 . 0 0 0 0 0 0  5 0 . 0 0 0 0 0 0  
7 1 . 0 0 0 0 0 0  7 P .OOOOOO
2 8 . 0 0 0 0 0 0  3 3 .00 0*^ 00

• 0 0 0 0 0 0 0 0  P .00 0O 0O 0
1 .0 000 00 0 2 * 0 0 0 0 0 0 0
1 . 0 0 0 0 0 0 0  3 . 0 0 0 0 0 0 0
1 .0 0 0 0 0 0 0  1 . 0 0 0 0 0 0 0
1.0000000 1.O0O0O00 
• 0 0 0 0 0 0 0 0  • OOOOOOOO
3 9 . 0 0 0 0 0 0  1 9 . 0 0 0 0 0 0
2 4 . 0 0 0 0 0 0  2 5 . 0 0 0 0 0 0
1 8 . 0 0 0 0 0 0  10.0^10000
1 6 . 0 0 0 0 0 0  2 2 . 0 0 0 0 0 0
1 9 . 0 0 0 0 0 0  8 . 0 0 0 0 0 0 0
7 . 0 0 0 0 0 0 0  P2 .0000OO  
3 8 * 0 0 0 0 0 0  3 0 * 0 0 0 0 0 0
3 2 . 0 0 0 0 0 0  3 8 . 0 0 0 0 0 0  
5 5 * 0 0 0 0 0 0  5 0 * 0 0 0 0 0 0  ' 
4 8 * 0 0 0 0 0 0  4 0 . 0 0 0 0 0 0  
5 6 * 0 0 0 0 0 0  5i3 • 0 0 0 0 0 0  
6 3 * 0 0 0 0 0 0  5||5* 0 0 0 0 0 0



TOTAL RESPONSES

Block
$0E
LOK
SVE
l v f

SFE
LFE
SOM
LOM
SVM

LVM
SFM
LFM
SOD
LOD
SVD
LVD
SFD
L FD

SI

7Q. PW0000 
7 A.000000 
69.000 000 

000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

Bn
7 1
72
6B
5/*
48
7 3
7 3
6 A
56
65
,7 1
AH
56
67

53 
68 
B 1 
80
67,
68, 
68. 
53- 
62. 
63. 
57. 
61 . 
51 . 
53. 
56« 
40. 
59. 
63.

> 000000 
, 000000 
, 000000 
, 000000 
, 000000 
000000 
000000 
000000 
000000, 

000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

76
72
73 
67 
59 
68, 
7 1 ,
53. 
65. 
62. 
72.
54. 
54. 
47. 
56* 
38. 
62 * 
70.

» 030000 
.000000 . 000000 
> 000000 
> 000000 
, 000000 
, 000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

84 
66 
60 
64 
79 
71 
53 
56 
69 
43 
58. 
48 . 
43. 
51 . 
51 . 
47. 
52. 
71 .

4
• 000000 
• 000000 
.000000 
.000000 
• 000000 
.000000 
. 000000 
> 000000 
. 000000 
« 000000 
, 000000 
, 000000 
000000 
000000 
000000 
000000 
000000 
000000

65 
7 1 
74 
79
68
61
78,
57.
60.
45.
67.
50.
49. 
40. 
57. 
55. 
6 5.
50.

» 000000 
» 000000 
.000000 
. 000000 
• 000000 
• 000000 
, 000000 
000000 
, 000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

SOF 

LOE 

SVF 

LVF  
SFE 
LF F  

SOM 

LOM 

SVM 
LVM 

Sr M 

LFM 

SOD 

LOD 

SVD  
L VD  

SFD  
IFD

SOE

SVF
l v f

s f f

LFF.
SOM
LOM
SVM
Ll/to
SFM
LFM

SOD
LOD
•SVD
LVD
SFD-
L FD

S2

S3

70.000000
62.000000 
• 60. 000000 
’69 - 000000
62.000000 
,6 1 • 000000 
7-0. 000000
70.000000 
70•000000

'100.00000 
.'77 . 000000
73.000000
66.000000
44.000000
66.000000
77.000000
7 3* 000000 
'60 . ^ 0 0 0 0 0  

I 1
62•000000
66.000000
70.000000
79.000000
67.000000
63.000000
73.000000
88.000000
8 5.000000
77.000000
84.000000 
7 5* 000000
65.000000
75.000000 
77 .000000
73.000000
60.000000 
'82. 000000

72 
85 
69, 
61 < 
73, 
62 < 
86* 
72. 
62. 
72. 
63. 
75. 
68. 
8 1 . 
6 4.

> 000000 
. 000000 
, 000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

79.000000
69.000000
64.000000

79.000000
77.000000 
6 4* 000000 
8 0.000000
78.000000 

000000 
000000 
000000 
000000 
000000 
000000

75*000000
89.000000
83.000000
72.000000
74.000000
63.000000
73.000000

66
74
78,
77
72,
77,

64
68
76
77, 
68,
67,
68,
78. 
62. 
56. 
8 1 • 
78. 
76. 
67. 
64. 
83* 
80. 
6 4*

» 000000 
»000000 
> 000000 
> 000000 
, 000000 
' 000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

67 
61 
67 
67 
57 
66, 
76 
69, 
61 < 
6 4. 
54. 
76. 
84. 
65. 
65. 
90. 
80. 
59.

.000000 

.000000 
» 000000 
.000000 
, 000000 
> 000000 
* 000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000

72.000000
70.000000
63.000000
79.000000
68.000000
72.000000
52.000000 
7 0.000000
63.000000
69.000000 
77•000000
80.000000 

.000000 

.000000
75
59
7 4* 000(^00 

00000086
70
72,

000000
000000

► 000000 
> 000000 
> 000000 
* 000000 
>00 0000 
, 000000 
, 000000 
' 000000 
000000 
000000 
000000

75.000000 
88*000000
72.000000
85.000000
67.000000
74.000000
71.000000

72,
64, 
62,
65, 
70, 
79,
76.
77. 
72. 
72. 
67.

85,
65
67-
70,
75«
75.
70.
87.

000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 

89.000000 
69•000000 

000000 
000000 
000000 
000000 
000000 
000000 
000000

67
73
83
94
76
79
73

61
65,
70,
74,
67«
78,
77. 
89.
78. 
70. 
83. 
74. 
71 •

88•000000

, 00000O 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 
000000 

71* 000000 
69•000000 
82.000000 
67.000000 
84* 000000



f' f

S0£ 64.000000 73.000000 66.000000 73.000000 78*000000
LOF 69.000000 68.000000 62.000000 77.000000 77.000000
S'/F. 7 1.000000 64.000000 70.000000 8 1.000000 72.000000
L V7F i 59 • 000000 7 7.000000
SFF 63.000000 57 • 000000
LFK 7 3.000000 63.000000
SOM 53.000000 60.000PT00
1.0“' s 4 68.000000 62.000000
SVM 90.000000 89.000000
£VM 83.000000 76.000000
$FM 68.000000 65.000000
LFM 64.000000 7 1.000000
SOD 86.000000 77.000000
LOi) 7 3.000000 46.000000
5VD 72.000000 82.000000
LV) 9 1.000000 87.000000
SFD 90.000O00 72.000000
LrO 58.000000 8 1.000000

SOF 63.00000:* 63.‘000000
LOK 7 4.M0000'» 78.000000
5vif 63 • Of" 'OoO 6 6*000000
LOK 65.'■,-r‘0f8»0 64.000000
SFF. 7 1.000000 73.000000
LFF. 56.000000 59*000000
SOM ’ 7 3.000000 83.000000
LOM 7 5.000000 9 0.000000
SUM g g 7 1.000000 72.000000
Ll/M 80.000000 87.000000
SKM 8 3.000000 7 4.000000
LFu 7/'. 0/00000 69.000000
SOD 73-0 00 000 63.000000
LOD 77.008*000 82.000000
svo 53.000000 60.000000
LVD 68.000000 70.000000
5K1) 72.000000 56.000000
LFD 62.000000 56.000000

7 1.000000 65.000000 67.000000 
66*000000 6.3*000000 60.000000
81.000000 76.000000 77.000000
66.000000 56-000000 60.000000
71.000000 71.000000 65.000000
89.000000 88.000000 85.000000
70.000000 79.000000 70.000000
73.000000 72.000000 63*000000
74.000000 78.000000 69.000000
78.000000 85.000000 84.000000 
66*000000 75.000000 64.000000
70.000000 80.000000 81.000000 
9 5.000000 98.000000 86.0000P0
67.000000 88.000000 8 4.008000 
7 4.000000 60.000000 70.000000
62.000000 70•00000 0 72.000000
69.000000 77.000000 65.000000
60.000000 72.000000 72.000000
61.000000 73.000000 70.000000
65.000000 63.000000 69.000000
7 4.000000 58.000000 70.000000
8 5.000000 82.000000 79.000000
9 1.000000 92.000000 80.000000
68.000000 58.000000 69.000000
74.000000 78.000000 80.000000
80.000000 76.000000 78.000000
78.000000 79.000000 79.000000
67.000000 79.000000 85.000000
84.000000 74.000000 65.000000
48.000000 57.000000 52.000*^00
64.000000 65.000000 53.000000
63.000000 63.000000 46.000000
51.000000 52*000000 63.000000



TOTAL LATENCIES (MS) Ignore - sign

jSOND BLOCK 1 2 3 4 5SOK -97 7 AS. OOO- 6 37 60. 080- 7 28 56 . 000-7 1 9 83 . 000-32 121. 00 0
(.OK -9591 4.O0O-7 1 697.000-7496 1 . 000-7 27 49 . 000-8078 4. 000
E "7 1S28.000-7129 5.000-7 639 7.000-7 393 5.000-678 64.000
E -79733.000-72359.000-81633.000-9 38 52.000-104 146.00
F "1 0039 0.00-6 37 56.00 0- 579 06 . 000-578 52. 000-57823 . 000
K -93 037.000-7 63 58.000-749 75.00 0-87 4 59.000-79 32 4.000
vj -120302.00- 1 04327.00-86955.000- 1 16693.00- 101367.00
M -12537 4.O0-J 07 9 04.00-1069 21 •00-1037 67.00-103929.00
vj '17 66 1 O. 00- 1 48 0 52.00- 1 7 19 38. 00- 1 5647 7. 00- 1 609 7 7. 00
M -1 46575.00- 13 19 11. 00- 1 47050. 00- 1 30632. 00- 1 59845.00
M S I  -107732.00-89123.000-78750.000-91675.000-92165.000 
A -17 2 436.00-183349.00-160138.00-157399.00-176954.00
D -15 189 4.00-151112.00-14217 5.00-157 637.00-138 6 48.00
D -210 17 5.O0-130601 .00-1 17354.00-124215* 00-122804.00
I) - 1 07 6 57 . 00 - 1 087 1 2.00-97O44.000- 1 06928 .00- 1 0689 7. 00
D - 163 48 3.00-1 46602.00-162 520.00-160483* 00-1639 I 6.00
> - 1 15296.00-100335.00-96062.000-122993*00-102437.00
) -14*245.00-136085.00-145426.00-148029.00-148386.00

SOF -71560.000-50499.000-53455.O00-54009.000-54026•000
LOE -7903 3* 000-77 697.000-63759.00O-80008.000-7919 7.000
&VE -111 0 38.00-9 68 7 4.000-1 1 1901.00-150346.00-128 125.00
*VE -56 400.000-57 933.000-57003.000-6 1931.000-61370.000
SF£ -82g 57 . (KHi-63703. 000-647 1 1 .000-56 1 53.000-55923.000
LFE -56 0 53.0 00-59 7 6 4.000-57 6 79.000-57229•000-67413•000
SOM -172694.00- 1 25674. 00- 1 22728. 00- 1 04328. 00- 1 23774. 00.
-OM -i 56268.00- 1 4499 5.00- 1 49 452.00- 1 51959.00- 1 48974.00
&VM -92470.000-89585.000-85615.000-88770.000-92147.000
»VM - 1 17990.00- 132142.O0-13631 1•00-1 19807.00-1 15412.00
SFM S 2 - J 620 1 0. 00- 1 44567 . OO- 1 23774. 00- 1 282 1 0. 00- 1 20 I 29 . 00
• FM -19914 6.00-2 5327 6.00-1 J 2331.00-1 1593 7.O0-100171.00
SOD -1 57390. 00- 1 2 1 043. 00- 1 1 5082. 00- 1 20630. 00- 1 22541 . 00
•On 71.45066. 00-303490.00- 1 12740.00- 123649.00- 138888.00
»V!> -1 7 44 1 4. O0- 1 1 6966.00- 1 231 19. 00- 1 1 1 888. 00- 1 08 188. 00
;VD -1 99593. 00-232938. 00-206399. 00- 1 49647.00- 1 56682.00
>FP -1̂ 7 1 75.00- 126045.00-97864.000- 1008 52*00-9 607 5.000
•FD -221 78 4. 00- 1 78043.00- 1 459 59* 00- 1 57 704*00- 1 48 69 5-̂ 0
iOE - 1 20930. 00-6089 5* 000- 623 1 7 . 000- 63 1 60* 000- 63003• 0O0
•OE -1107 0 6.00-1187 02.00-152021.00-j 7 69 68. 00-17 29 56.00
>VE -pp12 13.00-839 06.000-86347.000-77528•000-73858•000
•VF -1.229 62 • 00-78 1 88 • 000- 68 6 78 • 000- 67 608 * 000-65030 • 008

*-140166. 00- 1 4963 6 . 00- 171 145. 00- 1 53347 • 00- 1 30 194.00 
-1 2 1 345. OO - 9 308 3 . 000- 1 27288 . 00- 1 30435* 00- 1 23345* 00 

►OM S 3 - 1 1 6062 • 00- 1 227 52 • 00- 1 24383 • 00-963 1 8 • 000- 1 20096 . 00
•OM -j 60659 • 00-92045* (-'00-84228 • 000-806 18 • 000-808 1 1 .000

-2 1 0547 . 00- 1 65820. 00- 1 48 1 70« 00- 1 32236. 00- 1 1 0224. 00 
-161257.00-110816.00-110031•00-121870.00-162492.00 FM -10G844.00-113244.00-105286.OO-115849•00-103827•00

I'M -1 1 6. OO- 1 00888 • 00- 1 0037 5. OO- 1 0806 4. 00- 1 05048* 00-1 52(̂ 7 7 . 00-1 09 7 56 • 00-1 6 1 409 • 00-1 50567 • 00-1 058 66* 00 
00 -1H4H15.00-205090.00-165902.00-98022*000-98659.000
VD -303 512.00-153036.00-127273* 00-1098 51 * 00-1 141 13•00

.-1 800 1 0. 00-1 3606 1 • 00-1 73763* 00-1 64723* 00-1 52633* 00 
FD -220444.00-123467.00-102299.00-167814.00-164745*00
Fd -265500.00-246681.00-209932*00-169593*00-149162.00



COWD
SOL -97611.000-112995.00-R8646.000-8BO21.000-87 433.000
uOE “102759•00-102797.00-90290.000-96 111.000-107576.00
SVF **7 1902. 000-78273. 000-7 43 56. 000-93287 . 000-34090. 000
L Vli -98 179.000-80047.000- 1 1 1 602. 00-80346 . 00O- 1 30850.00
SFF -70232.000-9 0338.000-6 5552.000-72338.00 0-7 68 38.OM0
LFE -90668 . 000- 101314. 00-83504.000-94937 . OOf'-87860 . WOO
SOM -96295.000-112600.00-91995.000-86550.000-99190.000
LOM -9 4066.000-98493.000-108044.00-97622.000-92516.000
SUM “1 188 1 8. 00-99 29 1 . 000-95951 • 000-965 1 4 . 000-9 57 33 . 000
LVM -118 37 4.00-10789 6.00-11329 6.00-11228 5.00-121592.00
SFM -97471.000-77327.000-84229.000-88509.000-85398.000
LFM S 4 -1 01 364.0C'-97586.000-98486.000-107444.00-99704.000
SOD -12643 5* 00-108 317.00-1 189 42.00-13 533 5-00-1 109 63.00
LQD -1 19 578.00-107 398.00-9 4315.000-123025.OO-124388.00
5U0 -123990.00-102127.00-96040.000-90257.000-110692.00
LVD ' rl 17415.00-106221.00-102903.00-99756.000-97956.000
SFO -98961.000-77677.000-71102.000-71148.000-62172.000
..FI) -1 01027.00-9 547 6.000-99 441 .000-99 1 58.000- 1 17 103*00

SOL* -8 5012* 000-79 075.000-1 22655* 00- 1 1 49 54.00-8 647 6.000
LOE 543 30.00-101702.00-8889 5.000-1069 62.00-1229 50.00
SVF 6718. 000-84704. 000- 1 2339 5. 00- 769 1 6 • 000- 1 0236 1 . 00
LVt • -1 5^395.00-321993.00-82191.000-130532.00-138748.00
SFE -86286.000-107315.00-83872.000-95318•000-104254*OO
L PE -! 0 1 1 6 5. 00-10826 7.00-107 020.00-107002.00-1258 7 6.no
SOM ’ "9 1 59 5 • 000-8 5430 • 000- 106131 .00- 1 39 453 • 00-8 1 98 4. 0Of.
L OM “ 1 4 42 3 6.00-22409 5.00-394139•00-189712.00-83608.000
SVM S 5 -vp/.pq. 000-73943. 000-85802. 000-85732. 000-8 5667*000 
LVM - 1 1 199 5.00-124073.00-143626.00-134401.00-134837.00
SFM , -7‘?9 36 • 000 - 7 37 02 • 000-9 630 1 .000-961 59*000-889 19.000
LFM -150059.00-124997 * 00-1 1 1673* 00-100556* 00-1 1 OR 11•00
SOD “117762•00-1228 54.00-109469•00-104365*00-1007 67•00
LOD -178622.00-1446 54* 00-153357•00-143996*00-125588•OO
SVD •-124663* 00-1 11344.00-10987 4.00-115697.00-108303* 00
LVD -ji7678•00-140868•00-14257R*00-160873*00-125112.00
SFD -97151 * 000-109307*00-120365* 00-121964* 00-1 14321•00
LFD * -150357.00-172521*00-199014*00-178201*00-153182.00

11 : ' ' .■/ ’



Block C pinoi\j
1368772. O' 
■80506 0 0 ‘
•34378 52. (>■ 
"2(57 7 36 6-. c*' 
•157 3 58 3.0- 
■1812072. :*»■ 
■136 1 7 A 3 • 0 ■
•32527 19 • O'
■263707/j. 01-
■ 1 7 3 8 1  5 1  . 0 '  •1782667 . 0' 
-161907 2. O'
8!M 337 2 . 0 
-2272 28° • tv 
-2592-163 . 0-

■ l -1508 07
• 69.7 62 1 . 
' 3 3 7 7 9 9 7.
1 V 3 6 9 5 2 .  
17 1116 6. 
2G1 36 16. 
6 57 397.9 
2 ‘539 6 69. 
3 69 69 6 1 .
1 9 2259 9.
1 9 02990.
• 16 63081 . 
•2053 605*

i S-
1 [A - 
0 ”
■ 0 ~

251 21 30. 0- 
28 1 19 62.0-

1 29 013 6.O
6 3 1 6 1 6 . 0 0  
3 692 6 6 2 .  O'
2 1 3 3309 . O' 
1 9 7 0 5 63 . 0- 
1 77!'0 69 . O' 
6 7 3600 . 00- 
27 7 13 15.0- 
2988 58 5. 0- 
1 60 58 1 3.0- 
18 1 38 07.0- 
13 17180.0- 
2 6 5 6 6 8 8  . O- 
2 6 6 3 8  56. 0- 
29 2 9 3 3 1  . 0*

■ 1 67 1 5 39 . 0- 
•646627. D O 
'S 18267 5.0-
• 1721276.0-
■ 1916666.0- 
- 19 6651 1 . 0- 
• 6 6 0 5 3 6 . OO* 
■3598 527 . 0- 
■3096632. O-
■ 1034050.0*
• 1717160.0-
■ 161O7 63.0-
2362159.0- 
2667095*0-
1827022.0-

•1009 33O.0 ) 
•651882.00 ) 
■6663910.0) 
166 1623.0 )
• 18 56666. 0„ ) 
1 9 7 028 6.0 ) 
58O2 59.00 ) 
668 2011.0 )
2783956.0 ) 
12331 69. 0B )
1 186126.0 )
1263965.0 )
2608930.0 )
2651662.0 )
2125939.0 )

0

Total latencies

.18.000000 
7 , 0 .  • ' 0  

•7 3  •  V ' ■ t) *3 6'

3i • 00tvC 20. 
of -SjD.o'i.'o 
62.0000 -VO
7c].0:-Oi:O2
38.rvn222' 
(iA. 00001 - i)
M . O 0 O 3 C C
A 7 . 0 r' iV '. 6i t'
7A. 0(3)0 00
6 2 . 0 : 3  0 : :  r s .

15.000000 
6 1 . <000000
60.000000 
7 6.0000 00
4 . 0 .

3-6. 00000 7 
66* H 0 * ■! 1''» 0 
2‘> . 0 3 00 00 
$0.r v(000. 
43. ( '00000
S 2. ('00 000 
5̂.t: "••>000 
64./' >0O0
61 •*.'.• 0 0 0 0 
57 • (■'’ OOOO

18. 
6 1
65 
68 ■ 
3 9 .  

30 
7 1 
30 
86 
30 
63. 
60 
61 
61

000000 
00 0000 
00 0 0 0 0  
00 0000 
0 0 0 0 0 0  
0 0 0 0 0 0  
000000 
000000 
0 0 0 0 0 0  
000000 
0 0 0 0 0 0  
000000 
0 0 0 0 0 0  
000000

65.000000

1 7 . 
73. 
68 . 
90. 
66 • 
36. 
7 6. 
35. 
6 1 • 
27. 
68̂ . 
67. 
67. 
39. 
63.

0 0 0 0 0 0  
0 0 0 0 0 0  
0 0 0 O 0 0  
0 0 0 0 0 0  
0O 0 O 0  0 
0 0000 0 
0000.00 
000-''"30 
0 0 0600 
00 0000 
0 006.00 
00OS00 
0 0 0 0 0 0  
000000 
000000

16* 000000
7 7 . 0 0 0 0 0 0
6 0 . 0 0 0 0 0 0  
8 5 . 0 0 0 0 0 0  
6 5 . 0 0 0 0 0 0  
2 5 . 0 0 O 0 0 0
6 7 . 0 0 0 0 0 0
5 0 . 0 0 0 0 0 0
7 6 . 0 0 0 0 0 0
3 2 . 0 0 0 0 0 0  
6 1 •000000 
66•000000
7 0 . 0 0 0 0 0 0  
5 6 • 0 0 0 0 0 0
38.000000

)
)
)
)
)
)
)
)
)
)
)
)
)

Total errors

7ty. 02S006V
63.00001.107 9» 0000(50
p'-oooooo 
77 • 0000 00 
63. '000000 
73. on..••.I-..;, 
93.00ooon
62 . 0 (j i 1/ j i ,
7 7 • o o ci 11 (10 
9 4. one,. •
f t  O 1 ,,*ll'5-yo0
7 ]

A) ■'00 0 0 
'O':' 30

6 A . 000(100 
62. 000(100
6 3. ooo(ioo 
'8 5 • 000(1 CIO 
88 . 00000(3 
58.OOOOO0
7 2 . 00 00(10 
7 9.OOOOOO
98 . 000(100
7 3 • OO00110
8 I .OOOOOO
99 . OOOOOO
9 6.00 0 0 (-5 O 6.3 . OOOOOO 
55.000000

5 8 . 000000 
7 8 . O O O O O O
6 5 . 000000
7 2 . O O O O O O
9 6.000000
7 1 .000000
8 2 . O O O O O O
86.000000
102.0 0000 
7 3 . O O O O O O
90.000000
8 8 . 000000
10 6.00000
8 2 . 000000
6 9 .0000 00

6p.000000 
6 6 . 0(10000
6 2 . 000000
5 3 . 0 0 0 0 0 0
78.0 00000
5 7 . 0 0 0 0 0 0
9 2 . 0 0 0 0 0 0
7 6 . 0 0 0 0 0 0  
1 1 7 . 000(10
63.000000 
9 I .00 0 0 0 0  
I 0 0 . 0 0  000
9 9 . 0 0 0 0 0 0  
7 0 . OOO O O O
6 7 . 0 0 0 0 0 0

67.000000 )
7 9.000 000) 0
62.000000)
7 3.000000)
8 2. OOOOOO/)
86.000000)
8 6.0O0O0O)
8 7* OOOOOO) V 
I I 0.00000 )
7 5 . O O O O O O ?
I l l .00000 7
106.00000 )
I I 2.OOOOO) F
7 7 . 0 0 0 0 0 0  ?
7 3 . 0 0 0 0 0 0  ?

Total responses

in S



A P P E N D I X  B

This contains examples of the analysis of variance, performed 
on the output of program overall for each of the four 
experiments. This is followed by the raw data for the 
analyses performed on experiments 2 - 4  not given in the 
text.



Analyses of Variance in Average Information contained in a response

EXPERIMENT 1
a) Analysis of Recognition data only:

Source df SS MS F
Stim. Prob. 2 .037 .019 1.3
Within Treatment 12 .171 .014
Total 14 .208

b) Analysis of all experimental conditions:
Source df SS MS F
Treatments 3 .049 .016 1.6
Within Treatment 21 .215 .010

Total 24 .264

EXPERIMENT 2

a) Not including burst data:
Source df SS MS F
Task (T) 1 .004 .004 3.0
Stim Prob (P) 2 .176 .088 40.0
Feedback (F) 1 .032 .032 26.7
S 4 .021 .005 1.5
T x P 2 .002 .001 .3
T x F 1 .002 .002 3.1
P x F 2 .027 .014 5.0
T x S 4 - .006- .001
P x S 8 .020 .002
F x S 4 .005 .001
T x P x F 2 .009 .005 1.3
T x P x S 8 .023 .003
T x F x S 4 .003 .001
F x P x S 8 .021 .003
T x P x F x S 8 .029 .004

b) Not including unequal stimulus probability

Source df SS
Task (T) 1 .0016
Burst (B) 1 .0000
Feedback (F) 1 .0009
S 4 .0048
T X B 1 .0000
T X F 1 .0008
F X B 1 .0003
T x S 4 .0015
B X S 4 .0012
F x S 4 .0008
T x B x F 1 .0002
T x B x S 4 .0009
T x F x S 4 .0027
B x F x S 4 .0007
T x B x F x S 4 .0009

MS F
.0016 4.3
.0000 .0
.0009 4.5
.0012 5.4
.0000 .1
.0008 1.2
.0003 1.8
.0004 
.0003 
.0002 
.0002 .8
.0002 
.0007 .0002 
.0002



EXPERIMENT 3

Source df SS MS FTime (T) 1 .0003 .0003 1.38
Feedback (F) 2 .0008 .0004 2.18Difficult (D) 2 .0042 .0021 6.34
Subjects (S) 4 .0029 .0007 3.32
T x F 2 .0001 .0000 .36
T x D 2 .0002 .0001 .86
F x D 4 .0008 .0002 1.25
T x S 4 .0010 .0002
F x S 8 .0015 .0002
D x S 8 .0025 .0003
T x F x D 4 .0013 .0003 1.53
T x F x S 8 .0010 .0001
T x D x S 8 .0011 .0001
F x D x S 16 .0027 .0002
T x F x D x S 16 .0034 .0002
In all the above designs each main effect is tested against the interaction

MSA/between itself and subjects, i.e. = MSAS. The subjects effect
MSS/was tested against the highest order interaction, i.e. Fg = MSABCS..

In the analysis reported in pp 150 all effects were first tested 
against the highest order interaction.

EXPERIMENT 4

Source df SS MS F
Treatments 2 .0119 .0060 1*89
Within Treatments 12 .0379 .0032
Total 14 .0498



CON D SIIHI SUB2 SUR3 SIJB4 *5 UF3 5

75R .79 37 .8418 . 7728 • 8438 • 8 438
F* 758 .8 239 .8155 .7 532 .8 09 1 .8587
0.50ft • 9998 .99 52 .9990 • 9961 1 . 000
F 50R .999 ] .9996 .998 1 1 . 000 .99980.2 5 R .8036 .8/(38 .7914 .8340 • 8457
F.2 5R .8036 .8635 .7845 • 8004 .84760.75D • 82 1 8 .8239 .7868 .8218 .8259F.75D • R 39 1 .8280 .8457 .79 1 4 .85870.500 .9995 .9996 • 9995 • 998 1 • 9999F.50D .9999 • 9986 .9992 • 9995 .99910.25D • S 00 4 • 8113 • 8320 .8418 .8155F. 250 .8113 • 7655 .8399 • 8259 • 8340

COMO SUB 1 SUR2 SIJB3 SIJB4 SUBS

 ̂n.75R .8925 .9651 .8360 .9651 .88 46F.75R • .8457 .7868 . 5927 .8 197 • 7704
0-50R .9 529 .9796 .9 509 .9974 .9341
F.50R .9017 .9986 .98 1 6 .9985 .9924
0.-25R .8694 .8641 .9399 .931 6 .9643
; F*25R - 8 4° S .8925 .8862 .8729 .8495
,0.7 50•.: 1 .85 69 .9376 .8070 • 91 60 .9187/ F.75D .7704 .8605 .9076 .8 1 55 .8320- O.50D - 9862 .9985 .9988 • 9T9 6 .9873\F. 50D 9809 .9967 .9999 • 991 1 .9862

'1 0.250 . 7822 .91 18 .9651 • 9733 • 9717
F» 250 .9017 • 8925 • 8026 • 9032 • 8476

Average information in S

Average information in R

CO NO

PU7SK
F . 7 5 R

F.50R
tt.25K
F . 2 S . R  

B . 7  5 D  

F.75D 
0 . 5 0 0  

F.50D 
5 1 . 2 5 0  

F . 2 5 0

S081 SUB2 SUB3 SUB4 SUBS •

. 0055 .0060 .0074 .0190 .0573
1

■ . v .

. 0030 . 0573 . 039 1 .0355 .0228 ;
. .0104 . 008 1 .03 59 .01 67 .01 55
• 0031 .0 1 23 .0675 .0095 .0079 . 9

• 0031 • 007 4 . 0098 • 0040 .0166
. 0040 .0195 • 0009 .0135 . 0088
.00 1 6 00 58 .0151 .0282 .0175/ Average information inT and S
• 0077 *.0098 .021 5 .0335 .0462' *
• 0052 .00 53 .0049 .0259 .0115
.00 52 . 0038 .01 64 • 01 66 • 001 1
• 009 3 • 0061 .0023 .0384 .0059
• 0068 .01 15 • 01 12 .0197 • 0400

1



COW!) SIJR1 SUR2 SUR3 S I.IB4 SIJB5

(0.75 R . 0599 . 0373 . 0246 . 0042 . 1 53 5F. 7 5R, - 0 428 .0838 .0357 . 0658 . 08 360. 50R . 0 1 9 1 .0110 . 0185 . 0033 .0200
F. SOR . MO] 7 .0111 . 1 1 34 . 0068 .01 06H.2 5R • 0 1 *. 7 .0181 . 004 1 .0018 • 1 046F.2 5R • G 0 48 .0 567 . 001 2 . 027 1 .0453 A 

.06150.7 5D . 07 20/ . (009 6 .0258 .0137F.7 5D . 1 565 . 0278 .0576 .0649 • 10570. 50D .08 47 . 0052 • 0041 • 01 43 .01 48F.50D . 0 0 49 .01 10 .01 64 .0358 • 01000.250 . ,A 526 '. 07 57 .01 46 • 0686 • 0476F.25D . O0 18 .0341 .0117 • 051 1 • 1 1 44

CQMD

0) . 7 5R
F* 7 5.R
0. 50R
I*"* 5 0 R
f.rsr
7 5D

F. 7 SO
F. 50D
F.25Q

COMD

R»7 5R 
F»75R 
0* 50 
F« 50|* 
g*25R 
fX5 r 
o»7sn 
7 5 D 

0* s«o 
F*50D 
•̂25D 
2̂50

IB 1 SUB2 St IB3 SUB4 SHB5

.'00 1 7 . 07 46 .3819 . 3409 .2044. M'*0g . 3709 .2361 . 3727 .1356
00/(6 • 0 480 .2061 . 338 4 . 18050032 . 3 637 . 40 43 . 5461 • 338 7nno 1 . 36 1 4 .2 428 • 4438 .2894
0 083 . 439 0 . 1870 • 2439 .1620007 1 • 1824 .2529 • 3882 .08940 7 8 5 . 1 469 • 3000 .3644 .20721 454 .0419 • 2888 • 478 5 .3078 Average information0263 • 09 43 • 3480 • 4593 .1580
0139 .0477 • 1845 .2913 • 09040083 . 1 550 • 1 563 • 2600 • 2748

SIIB1 SUB8 SIJB3 SIJB4 SIJB5

.0009-.0159-.0103-.0183 .0465
*0018 .0437-.0028 .0296 .0047 >
•0002-.0146-.0320-.0734-.0279 
•0063-.0098 .0549-.0092-.0232
.0051-.0027-.0014-.0114-.0217 • •
.^1067 . 0(047-• 0087-• 0003-• 0046
•0087 .00 11-.0125-.0154-.0223• 0086 V0o/i3 .0106 .0112 •• 0024Average information in T S and R
•020 1 .0000-.0066--0174-•0264
.000 4-.0030-.0019-.0549-*0030
•0039 .0049-.0119 .0026-.0017
•0013-.0041-.0205 *0155 .0213



COMO .SI IH 1 S' I i > P S H M 3 SNR 4 SUBS

n.7SK 5. 407 A.304 7•208 18-98 '57- 18
F.75R 3.070 58.76 35.66 35.30 23-33
,.S0R 10. 40 3.997 36*42 16.93 15*85
F* 5 f ) 3 • 13 4 19.59 6 6*66 9.730 8.089 
0.9 5R 3.06 4 7.616 10-50 4.053 16*64
F.95R 4.118 19*99 .9979 13*33 8.997
m.7SD 1.615 5.9 49 15*49 30.98 18. 12 x2 ̂ 3  measuring dep T and S[F.750 8.159 10. 17 91.71 31 -55 45-90
0.500 5*393 5.430 4.977 96-99 11-79
F.50D 5-999 3-878 16-64 16-99 1-099
0.950 9-991 6-306 9-305 35-03 5-918
F.25D 6-710 1 1- 19 1 1-46 19-64 39-03

COND S U B  1 SUB2 SUB3 SUB4 SUB5

& . 7  5 R  

F . 7 5 R  
50}< 

F* 5 0  R 
0 . 2 5 R  

F . 8 5 R  

[ 3 * 7 5 0  

F . 7 5 D  

P - S0D 
F.
3 * 2 5 0  

*• 95D

59. 41 
46.00 
jo, d'> 
1 .765 
1 1 .93 
5-03 5 
68 * 43 
1 47 . 6 
25. 1 0 
5-041 
50 - 49 
1-815

3 6 
83 
1 1 
1 1 
18 
55 
9.

.85 

. 1 0 
• 26 
.37 
.03 
- 47 
572

28 . 43 
5.346 
11-14 
72-58 
34.47

94.09 
31 .05 
12-63 
1 04-0 
4-193 
1 .245 
25-58 
58-06 
4-918 
16-63 
14-87 
11-31

4-287
63-52
3-342
6-906
1 .878
28-29
1 4-03
60-76
1 4- 50
36-57
64*31
47-18

1 35-3 
80- 45
19
10'
96
42. 
60.

64
79
09
12
54

100-3 
15-25 
10-11 
46 - 45 
104-3

X2 0 3 measuring dep T and R

SUM SUB2 SI 103 SUB4 SUBS

1-814 77-52 412-4 325-5 218-4
• 8406,;.406-1 292-4 403-6 150-7 ,s*
4.687 42-40 195-7 315-7 173-7
3.229 339.6 373-0 484-0 318-4
.0708 378.4 247-1 425-8 282-9 /
2-405 440-7 202-7 263-3 176-47 • 464 189• 5 264.6 387.6 95.37 Xz (tf JfeSSUTiflg d^i S aid R
81.88 160.5 309-9 398-9 225-0 ,
144.0 42-57 275-3 413-1 289-9
26.81 94.68 327-2 416-9 156-1 
15-11 51-10 186-5 280-0 93-22 
8-782 *68.5 173-7 272-7 296-6



CONO S U b l  SUB2 SUB3 SIIB4 SI IB5

0.7 5R 1.2 43 17.44 13.42 29-71 43.66
F.7 5N 1.8 02 68.25 88.11 31-58 19.99
0. ̂OR 1.0 48 14.67 33*47 48.60 30.11
F.S'JR 6.2 50 9.53 4 7*688 4.965 17.50
0.25R 4*499 12*34 6-37 0 10*12 24*34 df testing 3-way dependenceF.25R 8.266 32- 58 9.046 9-777 13.73 3 T S and R
0.75D 8.866 4.772 18.63 43.59 13.53
F.75D 32.58 3.476 5.030 19*77 5.859
% 50D 2 5*13 .131 1 5.741 16* 13 19.84
F.50D .9399 4.204 7.021 36*13 2*353
0.25D 1.859 4.344 5*643 17.81 6*873
F.25D 1.122 5.796 12.02 .10.63 20.22

COMO . SUB 1 SUB2 SUB3 SUB4 SUB5

0-75R 2.268 2.973 5.613 .2643 .7285F.75R 5.9 17 1 • 347 1 4.90 2.689 . 49 42
©• 5PR 19.59 . 4223 4.086 2.017 3. 104F* 50R 3:1. 58 1 .938 4. 639 3.317 33.30
0-?5R 5.865 1 .098 2 • 9 48 1 . 688 30.99f. 25R 5. 47 0 .8779 23.9 1 4.297 2.7 10
Hi 7 50 1 7 . 30 1 .29 1 .8879 .7060 2.9 14
f*75D 4. 475 2.051 1 *741 1 .330 8*61 10.50D 9.755 10. 50 7.263 2.554 4.538F.50D 4. 496 .7453 13.86 • 6543 5.31 60.25D 7 . 0 i 5 1 .856 3.937 .9597 3.595F.25D • 8821 1 .633 34.07 2.647 2* 198

Fdf*+, .735 testing stationarity
latencies

4*

SUB 1 SUB2 SIJB3 SUB4 SIIB5

2.881 1.956 14*46 .7963 1*098
8.148 1 .921 10.32 4.885 .8549

0.500 ‘37.72 .8554 8.457.1* 129 29*53
21.39 4.671 6.275 5.738*33.55
8.476 1.870 17-24 4*834 26*45
10.21 13.59 23.22 4-783 1*612
15.75 1.995 13.07 2.041 11-25
37.16 6.227 1*269 10*32 2.348
32.54 17.40 10*20 6*307 6*016
7.741 1.818 17*69 1*896 2*613̂
5.049— 7188 5.990 2*385 7*266|
14.81 1.562 13*43 1*139 1*347

1
0

Fdf4, 635 testing stationarity 
latencies ignoring first 100 

words

««85R
F*25R
•̂750

f * 7 5 D
a*50O
f * 5 0 D
8-25D
F-25D



COND SI IB 1 Si IBP SI IBS SIJB4 SIJB5 !i

0.7 5R P. 4 4P P . 1 3 A 1 5. PI 1 • 1 1 P 1 .054F.75R A t 1 1 A 3 . P55 P3. 07 7.994 1 .21 4
0. 50R 9 . 27 0 . 6S7P 6. 337 • 7585 24.9 1
F. 50R P. A t  AH P t 599 9 .282 5. 61 P P9.P8
0.P5R £ • 9 1 A 3 .864 1 P. 06 2. 173 1 4. 26
F.P3R 4.31 A 9.411 1 7.33 4.493 • 68 480.750 30*31 P. 597 7. 1 46 1 . 466 4. 667F.7 5D ?- A t 1 3 P. 622 • 7581 7.547 3.9750.500 3 1.13 PP.91 18. 1 1 4. 607 1 0.41F. 500 6 • 28 7 2.P01 7. 530 1 .974 1 .1 460.25!) 7 . 6 42 .9 1 6S 4. 501 3*333 3.634
F.25D 1 3-27 4.927 32.73 • 6041 4*969

F dfH, 535 testing stationarity 
latencies ignoring the first 
200 trials

COND

0.75R 
F.75R 
0.S0R 
r. 50R 
0.J2SR 
F.2SR 
0.750 
F-75D 
(Jit 50 D 
F..S0O 
0.250 
F.25D

COND

• 7 5 R  
• 7  5R  

• SOR 
f‘S0R 
C«PSR 
F* P S R  

I®* 7 5 0  
F’ 7 5 D  

5 0 D  

f»50D 
*-25D 
f*25D

;ilBl St.IBP SIJB3 SUB4 SUB5

1.149 .7089 1 .748 1 .730 1 .650
.98 32 ,3.330 4.078 1.118 1 .647
.9316 P.359 2. 036 1 . 1 69 5.458
2.016 1.08 3 2.754 • 3540 2.781
1.879 1.061 3.870 .7624 1 . 434
.9 471 1.400 . 41 08 2.946 .601 1
2.315 .1599 .9 128 2.307 1 . 1 40
.9567, 1 .494 • 7101 3.774 2.206
4.688 1.711 .3516 .6919 .9195
1.222 2.615 1 .874 1 .647 • 3366
• 4876 2.237 .1405 .6179 2.212
.6584 .6583 3.023 2*418 1.757

5MB1 SUR2 SUB3 SIJB4 SIJB5

3.232'
I
’. 5032 .59 22 .7785 4.717

1 . 1 PP 1 . 1 48 4.893 1 .204 .7557
• 220 A 1 .337 2.087 .8170 2. 193
.72 40 .8775 1 .397 1 . 167 .7879
P. 32 1 2.451 .98 43 2. 130 1 . 500
?• 438 1 .834 1 .305 4.071 .7173
1-593 .7195 .3528 2.048 .58 69
1 r21 1 1 .37 6 1 .545 .8943 . 1935
4.353 . 5288 .0458 .7970 2.836
1.498 2.526 .7024 .3679 .4851
1 -275 .2881 1 .360 .3124 .5972
2.554 • 4627 2*651 .9351 • 9152

Ffd4, 65 testing stationarity 
errors

Fdf4, 65 testing stationarity 
responses '



COND SMf ,  1 SUMP SIJB3 SUB4 SUBS

0.7SR P55.8 1P1.P 17P.1 16.83 9 1.52
F.75R 15P-1 47.20 184.6 9.280 65*04
vi.SMR 367.9 130.4 68.62 21.03 96.34
F.S0R 228.8 24. 67 53.97 41.86 174*6 •
0.25R 365.6 37.07 80.97 18*24 136.5’ X2df9 testing first order dependence
F.P5R 223.4 70.65 73.30 27.81 75.05 latencies
0.75D 319.6 28.68 119*7 6.204 167.6 ' !
F.75D 286.1 55.74 27.21 36*86 101.9

i 0,50D IIP.5 40.36 72.44 44.02 75*77
F, 500 170.7 47.00 33.81 1 1 .97 68.56 . '
0.251) 196-7 48.69 64*59 13*58 104*6
F.2SD 178.8 15.56 44*05 42*01 148*6

i

C0N0> SUB 1 SUB 2 SUB3 SUB4 SUB5

f0.7SR 85.03 63.18 75.97 44.42 60*87
F.75R 74.85 54.36 43.57 48*58 55*02
> 5 0 R  16 1.0 38.78 55.39 33.85 56*44 '|F.5HR 77.14 40.46 44.81 40.76 124.1 W & M  testing second order
D.25R 196.9 44.14 47.04 42.61 59*42 dependence latencies
!F»P5R 58.33 54.28 59.83 55*43 37*35
0'75D 76.00 48.49 72.67 40.78 143*9
F*75D 156.3 40.81 45*. 73 43*83 105.7
0*50D 38.85 52.92 36*58 54.61 41.00
F.50D 88.90 50.22 56.58 22.79 44*88 . * .
0*250 89. 15 56.50 31.39 50.92 107.3
f*25D 121.0 68.67 36.35 38.12 79*33

COND
T

|®*75R 
1 F« 75R 
!0* 50r 
F* 50R 
0.25R 
f*25R 
0*750 
f**75D 
0*StfD F* 500 
0*25O IF* 250

SU81 S1JB2 SUB3 SUB 4 SUB5

65.31 
1 33.7 
20. 48 
36. 46 
2P2. 7 
25-82 
57 . 40 
25. 66 
19* 32 
29.24 
85. 55 
1 58.3

8. 462
3. 362 
. 5503 
. 48 1 0
4. ̂ 30 
.06 1 6 
1 • 503 
.3343 
.0634 
*8.111 
.6019 
. 1 1 1 5

8.407 
1 . 408 
3.025 
4.716 
1 6.77 
60. 31 
12.88 
1 . 994 
8* 429 
2. 162 
.6560 
.1753

.3118 

. 1803 
2. 59 4 
1 .628 
2-067 
7.550 
2.574 
.9115 
. 608 5 
2*370 
5*031 
.0270

5. 133
• 2439 
2.210 
4. 1 19 
26. 13 
3.317
• 7898 
.3254 
1.575 
. 1995 
6*680 
.2091

X2dfl testing first order dependence R



COND SUB 1 SU82 SU83 SUB4 SUBS

0.7SR 2.so7 12.82 1.5 67 .37 11 1.473
(T.7 5R .1133 .3370 8-664 3-633 5*393
O.50R 39-75 P. A *  PM 1*934 .9933 3 • 988
F.S0R S. 333 • 6566 15*06 .0313 7.385 X2df2 testing second order
S..35R 22.li 3-043 .97 43 .0237 11.36 dependence RFi25K '2* 3 63 1.933 13.20 1.438 6.188
0.750 25.61 5*304 .7575 2.025 1.060
F.75D S.267 1 *999 1 *471 .6470 .2773
0.500 12.79 .0787 3*786 2*386 *8899
F. 500 25.37 4*556 2*918 1.228 1.501
0.250 4.721 1*822 .6423 1*818 4.861
F ff c S D  9.163 4.235 1*724 4.107 5.916

d o N D S U B  1 S U R 2 S U B 3 S U B 4 S U R 5

0 . 7 5 R 7 - 3 7  5 1 2 .  5 7 9 . 2 1 2 . 2 0 9 0 . 0 8 0 8

F . 7 S R 9  .  1 3 6 1 - 3 0 0 .  4 7 7 2 .  1 0 3 5 . 2 5 1 9

H.  5 0 R •  0  3 1  4 1 6 . 7 1 1 9 . 5 1 4 . 8 6 3 1 3 . 3 4F. 5 0 R . 0 5 6 9 •  0 4 8 8 . 0 5 6 2 .  1 2 3 7 1 . 5 1 9

0*  2 5 R 1 H . 0 J 0 7  .  G  1 4 1 7 .  4 5 1 . 3 7 3 1 7 . 0 5

F . 2 5 R 1 4 .  6 5 .  0 2 3 9 3 4 .  1 7 . 2 9 8 4 •  8 6 1 8

0 . 7 5 D 5 .  3 2  1 4 * 3 1 4 •  1 1 5 1 . 0 3 1 6 . 0 8 2 0

F . 7 5 D 2. 633 .  6 2 6 2 . 5 1  0 9 2. 4 3 6 •  3 8 0 4

0 . 5 O Q 2 . 2 6 8 •  1 8 7  1 5 .  1 3 2 2.603 2.084
F*  5 0 0 3. 1 5 4 1 . 9  1 7 1 . 6 2 1 • 1832 • 272lj
0 * 2 5 0 8. 1 9 0 .  5 3 1 7 . 7 3 6 7 1 .354 1 .043'
F - 2 5 0 9 . 0 6 8 .5187 • 2410 .3345 3.888

X2df̂  testing first order dependence
errors

CONO SUB 1 SUB2 SUB3 SUB4 SUB5

 ̂* 75 R 
F*7 5R
10.50 R 
f.508 
f*25R 
T-25R 
^•750 
*f*75D 
5j3n 
So d  

P*?5D 
•25D

2.060 4 . 5 t 3 1 .976 1.8 12 6*225
4.835 .4117 .7763 • 0460 5.527
1 .46 7 1 .707 1 1 . 39 .521 1 2.201
2. 17 7. 2. 23 6 3* 1 09 . 5935 .0549
5.7 32 3.754 6.041 3. 576 1 .672
10• 6 4 2.783 7.014 4* 151 13*04
3.544 5.1 1 5 .37 44 2.605 2.113
6 127 4. 206 1 .337 .478 5 2. 125
7.357 . 4504 6. 1 62 • 1 1 55 4.528
1 .012 -12.02 .8 698 2.209 2.612
7.003 4.342 6.200 1 .242 4*640
7-561 • 9 548 8*1 18 1 .912 3.175

X2df2 testing second order dependence
' , . errors



5'iiMl SUMP SUM 3 SUB4 SUR5

0.75k' 76.09 ?/,.9 /, RPU03 8.979 1 9 • 1 P
f.7 SR P 4P • 7 PS.84 7.P15 5.399 7.386
n.5(lK P7.S9.P6.43 40.84 34.10 P5.P5
f.vik 160.8 18.87 P4.3P 5.9 63 11 . 4P x dfg testing first order dependence
(5,251-1 P30* 4 19.3P 39*90 7*346 65.0O ' SR sequences
F.25R P80.P IP.96 109.9 16*75 16*22
0,750 68. 60 29.75 PP. 13 4.029 11*92
F.750 59.80 9.77P 11*98 10-94 9.61 1
0.SOD 63.5P 6*285 P4-P7 5*425 7.795
F.50D 41.26 13.65 9.727 13.20 22.02
0.25D 120.9 9.114 13.11 14. 15 11.06
F.25D 206*7 7*373 3*844 14.61 10*19

COND SUB 1 SUMP SUB3 SUB4 SUBS

0.75R 48 • 49 '47 . 6 1 41* 06 20.06 34. 47
F.75R 26.97 44.9 1 34. 30 31 .87 58. 43
B. 50R . 73. 78 67.38 56.63 39.99 39.26
F.50R 34. 03 ’ 30. 68 51 .04 38.7 7 5P.81
0.25R 66-75 ,̂ 1.19 30*38 P6 • 1 6 35. 1 3
F.25R . 40.2 1 25.21 51.12 38.92 66. 50
6.75D 68 *44 38 .87 23*04 P6.P0 24.79
F.75D 44. 09 42. 56 42.23 34.22 23*59
0.500 50. HP 35.77 46*70 2 5 ••'17 30.58
F..50O 50. 47 53.34 33. 15 23.48 35*32
0.2SD 39.69 40. 66 66*23 26*90 49.70
F* 25D 45.56 40. 1 1 50*34 36*39 41*12

X2df3g testing second order dependence 
SR sequences

COND SUB 1 SUB2 SUB3 SUB4 SUB5

0.75R -9 19.3-590. 1-644.9-734.8-624.7
F*7 5R -1003 -443*9-148 5 -578*5-704*9
0.50R -1297 -9P5.9-1P36 -879*7-815*5 . . .___ _.^•50R - M 4 3 9 - ’” .9-74l.4-59l.4-H18 Total latencies < lusnorwg
V̂ TSR -667.5-535.2-630*0-672.9-521*3 IgH
F.R5R -604.9-443*8-1087 -702.4-849*5 #
0-75D -1319 -504.0-741 • 1-691.5-834*5 ‘f*75D -<347 .9-490. 1-844.4-875.0-768*3
0-50F; -1450 -561.2-727.0-714.9-734.8

-1185 --719.8-625.8-715*6-593*3 
0*25D -1618 -596.3-907* 1-904.5-494*4
f*25D -1041 -557.9-1439 -823*1-720*6



SUB1 SUB2 SU83 SUB4 SUBS

3* 407 
3.050 
1 .879 
4.036 
8. 443 
2.657 
5.907 
1 .979 
12.20 
3.236 
1 .407 
2. 193

236 
379 
236 
1 43 
550 
321 
3571 
300 
021 
550 
479 
129

2.379 
3.871 
7.621 
3.093 
7.736 
1 .286 
1.121 
.9786 
.8786 
2.664 
.3357 
5.371

2.086 
1 .336 
2. 129 
.3357 
.6929 
3.736 
2.586 
4. 193 
.9 429 
1 .764 
.8786 
3.414

1 .979 
2.393 
13. 16
4.086 
3.229 
1 .300 
2.371
2.907 
1 .236 
.8071
4.907
2.086

Var total errors in each 140 trials

SUB 1 SUB2 SUB3 SUB4 SUBS

10.88 1 .979 1 .764 1 .800 8. 486
5.843 2. 179 7.914 2.607 1 .593
4. 1 64 4.307 4.879 1 .943 7.771
2.879 2. 193 5.450 3.307 3.229
1 6.23 5.343 2.521 5. 193 8.071
5.800 3.800 6.950 8.764 2.521
7. 550 1 .479 1 .236 5.236 1 .521
4. 121 2.821 2.979 1 .893 . 41 43
16.79 1 .250 .1571 1 .979 7.629
9.036 5.443 2.479 1 .200 .9500
5.664 .6214 4.093 .7857 2.264

Var total responses in each 140 trials



COND s u e i SUR2
/

SUB3 SUB4 SUBS 7

B0R 1 -000 .9977
.9998 .99 5? 

6FR .998 1 .998 3
NFR .999 1 .999 6
ROD ..9997 .9996
NOD .9995 .9996
BFD 1.000 .9999
NFD .9999 .9986

1.000 1.000 .9999 
.9990 .9961 1.000
•9997 1.000 1.000 
•9981 1.000 .7998
•9986 1.000 1.000 
•9995 .9981 .9999 
.9959 .9955 .9993 
.9992 .9995 .9991

Average information S

COND SUB 1 SUB2

B0R .9979 .9993
NOR .9529 .9796
BFR .97 6? 1.000
NFR .9017 .9986
BOD .9776 .9967
NOD .9862 .9985
BFD .9733 .9991
i$-D .9809 .9967

SUB3 SUB4 SUBS

9996 .9939 9651
9 509 .9974 9341
9997 .9935 9477
98 16 .9985 9924
9952 •9999- 991 1
9988 .9796 9873
9846 .9979 9952
9999 .991 1 9862

■ i

Average information R

COND SU13! SUR2 SUB 3 SUB4 SUBS

. 0046 .0021 .0529 .01 40 .0064

. 01 04 .008 1 .0359 .0167 .0155

. 0020 .0027 .0162 .008 4 .0169

.0031 .0123 .0675 .0095 .0079

.0006 .0036 . 0058 .0392 • 0071

.0052 .0053 .0049 .0259 • 0115

. 0039 . 0048 • 0031 <i 0293 .0177

.0052 • 0038 .0164 .0166 • 0011
Average information T and S

/



SI.IR 1 SI IBP S1IR3 SUB 4 SUB 5

008 .0014 .0032
flflR • 0 1 ° 1 .0110
i|3FR .UP 15 .00 46
!(VTR .0017 .0111
i t3UD . 00/10 .0005
NOD .0247 .0052
iBFD .00^6 .0045
|NFD .0049 .0110

.0551 .01 53 .0132

.0125 .0033 .0200

.0139 . 0080 .0343
• 1 1 3 4 . 0068 .0106
. 0045 . 0308 .0425
• 0041 .0143 .01 48
• 0102 .0188 .0199
.0164 • 0358 • 0100

Average information T and R

COND SI IB 1 SI 182 SUB3 SUB 4 S1JB5

30 R . 0000 .3061 .3118 . 6056 0341
MR .0046 .0420 .2061 .338 4 * 1805
f:f R .0001 .2603 • 41 41 . 4076 18 62
»FR .0032 .3637 . 4043 .5461 3387
B0D .0560 . 0000 .3530 .5443 0707
ilOD . 1 454 .0419 • 2888 .4785 3078
BFD • 0026 .0696 .2581 • 4916 0861
NFD .0263 .0943 • 3480 .4593 1580

Average information S and R

;ond SI IB 1 SIJBP SUBS SUB4 SUBS

I0R
m*FR 
IF R 
lOD 
10 D 
|FD 
IFD

003B- 
0002- 
0004* 
0063* 
0273* 
0201 
01 45* 
0004*

.0169 

.01 46* 

.01 57 

.0098 

.0019* 
• 0000* 
.0047* 
.0030*

.0332 

.0320* 

.0035* 

.0549* 

.0203* 

.0066* 

.0734 

. 0019'

0023* 
0734* 
0040* 
0092* 
001 4* 
0174* 
0053* 
0549*

0213
0279
0038
0232
0043 
0264
0044 
0030

Average information T S and R



'

COND si in i SUB2 SUB3 SIIB4

4. 692 2 - 1 42 53-06 1 4-33
N0R 1 0. 60 8.227 36-42 1 6-93
8FR 2-097 2-73 1 16-41 8.622
W R 3- 1 34 12-52 66.66 9.730
BOD .5786 3-651 5.914 39.40
m . 5.323 5-430 4.977 26.29
BF l) 9.097 4-9 46 3* 1 53 29.56
NFD 5-292 3-878 16.64 16.92

COND SUB 1 SUB2 SUB 3 SUB4

BOR 1.410 3 . 28 7 54.92 15-57
NOR 1 9 - 09 1 1 .26 12-63 3-342
BFR 22.01 4.730 14-16 8. 176
NFR I • 765 1 1 . 37 1 04-0 6-906
BOD . 4-077 . 537 6 4.658 31.15
NOD 25.10 5-346 4-218 14.50
BFD 9.7 59 4 • 60 6 10.43 19.02
NFD 5.041 11.14 16*63 36.57

I

COND SUftl SUB2 SUB3 SUB4

B0R • 0000 290- 3 296*0 520-8
N0R 4. 68 7 42-40 195-7 315-7
BFR • 1 1 65 25.0-3 382-4 374-7
NFR 3.229 339 - 6 373.0 484-0
89 D 56-66 .0105 331 .8 483*3
WJD 1 44. 0 42. 57 275.3 413*1
bf f> 2. 669 70-, 21 249.5 444* 4
nf-d 26.S 1 9 4.68 327.2 416.9

Xzdf3 measuring dependence T and S

. X2df o measuring dependence T and RI o

■

X2df1 measuring dependence S and R

SUB 5

6-509
15. 85
17. 14
8.089
7.238
11 .79
18.06
1.099

SUB5

13.23
19-64
34- 1 1
*10-79
42. 57
1 5-25
20.15
10. 1 1

SUB5

34* 66
173.7
179.8
318.4
71 .26
289.9
86.61
156*1



CQMF) sum s u n  2 5IIR3 SUB4 SUB5

BOR 3. 47 1 7 .  3 8  2 1 . 482 1 .922 25.03
N-'iR i. o ah 1 4. A7 33. 47 48. 60 30. 1 1
8FR .  5 8  1 9 1 2 .  0 3 3. 72 6 5. 422 19.75
Mr R 6 . 2  5 0 9 .  53/< 7 . 688 4.965 17.50
BHD 26 .24 1.9/41 1 4. 1 5 1 1.41 8.778

1 NOD 25* 1 3 .1311 5.741 16. 13 19.84
1 BFD 16* 18 2.493 56*01 6.209 13*90
t NFD .9399 4.204 7.021 36.13 2*353

I

COND SMB1 SUB2 SIJB3-* SUB4 SUB5

BOR • 8379 1 .355 .2498 1.251 2.533
j NVR 19. 59 . 4228 4. 086 2.017 3. 1 04
RFR ' 4. 553 .7 185 2.9 18 1 .288 1 .982
NFR 30. 58 1.938 4. 639 8.817 33*30
30D 2.723 1 . 38 1 4. 656 .6782 12.49
W0D 9.755 1 0. 50 7.263 2. 554 4. 538
BFO 4. 594 i .654 6. I 17 .7845 5.496
NFD 4*496 .7453 13.86 • 6543 5*316

X2dfg testing 3-way dependence T S and R

FdfU,735 testing stationarity latencies

COND . 5< IB 1 SUB2 SMB3 SUB4 SUBS

BOR 10.84 2.610 .9 650 1 .277 3. 414
NOR 37 .72 .8554 8.457 1 . 129 29*53
BFR 1 1 • 55 .7543 5*610 4.971 5.994
nf.r 21.39 4.671 6*275 5.738 33*55
BOD 4.7 41 1.141 1 1 . 33 1 .556 13.50
Njfc 32.54 17.40 10.20 6.307 6*016
BFD 5.956 1.439 6*041 1.798 9.657
«NFD 7.741 1.818 17.69 1.896 2.613

FdfU,635 testing stationarity latencies 
ignoring first 100 trials

0



COND S(| B! SUB 2 SUB3 SUB 4 SUB 5

BOR 12.3 A • 7851 . 1 170 • 5197 3*. 629
NOR 9 .27 3 • 6572 6.337 . 7585 24.91
BFR 5- 178 • 9078 1 .697 5.097 2.748
NFR 24. 48 2. 599 9.282 5.612 29.28
BOD . 6436 1-451 9*250 1 .550 15.02
NOD 31 . 13 22.91 18. 1 1 4.607 10.41
BFD 18.53 1 *440 4.097 1 • 640 6*131
NFD 6-287 2.201 7.530 1 .974 1.146

Fdf1+,535 testing stationarity ignoring 
first 200 trials

COND SUB 1 SUB2 SUB 3 SUB4 SUB5

BOR .. • 08 52 2. 174 . 5393 3.028 .7860NOR .931 6 2.359 2.036 1 • 169 5*458BFR 1.895 .4178 .3683 1 .203 2*327NFR * 2.016 1 .083 2.754 .3540 2.781BOD 3. 601 • 6230 .7282 .0225 .8952NOD 4. 688 1.711 • 3516 .6919 .9195BFD 2.450 2.676 2.568 .9493 4. 160NFD 1 *222 2.615 1.874 1.647 • 3366

FdfU ,65 testing stationarity errors

COND SUB 1 SIJB2 SUB3 SUB4 SUB5 j

BOR 1 .068 2.662 3. 506 1 .405 2.464NOR • 8204 1 .337 2.087 .8170 2. 193BFR • 2311 .8040 1 .505 1 .632 2.292 Fdf4,65 testing stationarity responsesNFR • 7240 • 8775 1 .397 1 . 167 .7879 '' ■ • ' , ' 'V y
bod 2.203 1 .221 .471 1 • 47 59 1*162 ■ ■; r;7 ' ' / ■nod 4.353 .5288 • 0458 .7970 2.836 / ; ,v

6.276 1.119 6*026 • 6498 • 6581 • -7: 77 7 ' 7NFD 1 . 49 8 2 •’526 • 7024 • 3679 • 4851



SUR1 SUM? SUB3 SUB4 SUB5

21P.3 14.06 69.27 6.011 153.9
367.9 130.4 6R.62 21.03, 96*34
97 .57 5*947 56*60 13*74 44*22 v2>4f maaofim'nrr Air|j
2 2 8 . 8  2 4 . 6 7  5 3 * 9 7  4 1 * 8 6  1 7 4 * 6  9 uroiig first order dependence
««.3i 63.sa 4 9 . 9 2  1 5 . 6 5  8 4 - 4 4  latencies
IIP.5 40*36 72.44 44*02 75*77
277.8 62*57 76*46 11*80 81*5!
170*7 47*00 33*81 11*97 68*56

iUB 1 SIJB2 SUB3 SUB 4 SUB5

S»;:

70.22 45.72 39.01 54.23 142.6
161.0 38.78 55.39 33.85 56*44 1
98.92 30.83 38.39 30*71 58*33
7 7 . 1 4  4 0 . 4 6  4 4 * 8  1 40.76 124*1 X2df*R measuring second order
27.0,0 34*80 29*06 31* 16 44*68 dependence latencies
38.S 5 52*92 36*58 54*61 41*00 
179.4 47.89 54*09 57*34 81*45 
88*90 50.22 56*58 22*79 44*88

SUB 1 SUB2 SUB3 SUB4 SUB5

...

1 08.2 
20* 48 
8.365 
36*46 
24*87 
19*52 
2*008 
29*24

21 *47 
.5503 
12 * 49 
*4810 
.007 5 
• 0634 
*2295 
2*111

1 *361 
3*025

.0105 *1367 
£•594 2*210

508
716
189
429
806
162

.9052 
1 *628 
3* 120
• 6085
• 0000 
2*370

4* 165 
4* 1 19 
.1098 
1*575
• 4025
• 1995

X2difo measuring first order dependence
responses



COND SI IB 1 SUR2 SUB3 SI IB4 SUB5

BOR 8 0.90 .8370 2. 458 6 • 644 3.98 0
NOR 39.75 2 4 • 28 1 .924 .9923 2.988
BFR 42*0? .0800 1 .634 1 • 135 • 6723
NFR 5.333 . 6566 1 5.06 .0213 7.385
BOD 5.724 1 .024 10.75 2.621 1 .820
NOD 12.79 .0787 3.786 2.386 .8899
BFD 12.34 5.030 4. 163 • 7556 2.734
NFD 25.37 4.556 2.918 1 .228 1.501

f CON D SU81 SUB2 SUB3 SIJB4 SUBS

BOR. .0921 2.250 1 4.21 .9036 .2519NOR .0316 16.71 19.51 4.863 13.34BFR • 0055 .097 1 • 6473 • 0033 .3400itffR • 0569 . 04H8 .0562 . 1237 1.519‘BOD .1117 . 54?3 .4612 1 .436 .3377NOD 2.268 . 1871 5. 132 2.603 2% 08 4
j BFD .0292 .0888 6.995 3« 1 18 1.357
fIFD 3. 154 1.917 1 .621 • 1832 .2721

X2df2 measuring second order dependence R

X2df measuring first order dependence» 
- responses

COND SUB 1 SUB? SUB3 SUB 4 SUB5

B0R 5.726 • 4475 6 • 19P 16.37 2.846
1.487 1.707 11.39 .S211 2.20!
*5429 .0748 .0381 3*370 2.730 . ^

7,R 2.177 2.236 3*109 .5935 .0549 t
80° .8649 3.697 1.024 1.199 1.968 >
BFn - ^ *357 .4504 6.162 .1155 4.528 X2df2 measuring second order dependence
nfd !*0? ! #2402 3#935 4*781 ,#196 resp^es
FD 1 .0 1 2  12 .02  .8 6 9 8  2 .2 0 9  2 *6 1 2



COND SUB 1 SUB2 SUB3 SUB4 SUBS

BOR 1 14.2 36. 18 32.77 9.891 8*822
NOR 27.59 26 • 43 40.84 34. 10 25.25
BFR 14.03 21 .39 33.07, 9.315 5.679
NFR 160.8 18.87 24.32 5.963 1 1 .42
BOD 36. 10 9.620 9-597 6. 151 8*868
NOD 63. 52 6.285 24.27 5. 425 7.795
BFD 53. 17 9.442 12.34 15.89 9.078
NFD 41 .26 13.65 9.727 13.20 22.02

X2df_ measuring i first order dependence 
■ SR sequences

COND SUB1 SUB2 SUB3 SUB4 SUB5

BOR
NOR
BFR
NFR
BOD
NOD
BFD
NFD

1 37. 4 
73. 78
80
34.
34.
50.
53.

07
03
09
82
80

50. 47

44. 69 
67.38 
54.94 
30.68 
40. 50 
35*77 
34.72 
53.34

43
56 
26 
51 
44. 
46.
57 
33.

45
63
24
04
69
70 
92 
15

32.
39.
37.
38. 
29.
25.
26. 
23.

57
99
21
77
08
17
96
48

53.96
39.26
47.26 
52.81 
56.59 
30.58 
37.61 
35*32

X2df2 measuring seoond order
. dependence SR sequences

COND SUB 1 SUB2 SUB3 SUB4 SUB5

BOR
NOR
^ R
NFR
BOD
NOD
BFD
NFD

785.0
1897
965.3
694.9
1072
1 450
1547
1185

457.3
925.9 
51 1.2
472.9
619.9 
561 .2 
763.5 
719.8

744. 4 
1236 
604* 4 
741.4
896.7 
727*0 
1679
625.8

-540.7- 
879.7- 
568.3- 
591 .4- 
657.2* 
714.9* 
566.6* 
715.6*

467.4
815.5 
8 49.6 
1118
852.8
734.8 
773.7 
593.3

Total latencies ( ) ignoring-ve signs



7

COND SUR1 SUR2 SUB 3 SUB4 SIJB5

80 R • 1 6> 4 r> 3.98 6 1 .08 6 2*771 1 *879
N0R 1*87 9 7.236 7*621 2* 129 13*16
8FR 4* 59 3 * 5500 * 5500 1*714 4*979
NFR 4*036 1 • 1 43 3*093 *3357 4*086
G0D 7.9 07 I * 464 *8714 *021 4 2.629N0O 12*20 5*021 *8786 .9429 1 .236BFD . 6*521 7. 193 6*093 1*121 8*557NFD 3.236 7.550 2*664 1*764 • 8071

Var total errors in each 140 trials

FOND SUBl SUM/? SUB 3 SUB 4 SUBS

GOR 10.^6 S. 693 8 • 407 4*800 6*450
N'W 4. 164 4*307 4*879 1*943 7*771 1
RFR 1.050 2*521 5*09 3 6*057 7*907
NFR 2.B79 2.193 5*450 3*307 3*229

4*807 3*379 1 *557 1*679 3*157 var total responses in each 140 trials 
16*79 1*250 *1571 1*979 7*629 

BFD 17*04 1.771 15*96 2*229 2*086
NFD 9*036 5.443 2.479 1.200 .9 5 0 0

v ,

!



CONP sunn SUB 2 SUB3 SUE4 SUB5

S0E . °995 1 .000 .9988 .9999 .9967
10 £ .9995 1 .900 .9935 .9990 .9996
SVE . 99 95 .9936 .9952 1 .000 .9979
LVE .9955 .9997 .9995 .9996 .9985
SFE .9999 .9993 1 .500 . 9942 .9999
LFE .9998 .9974 .9997 .9949 .9961
S0M 1 .000 .9996 .9993 .9990 .9946
L.0M .9995 .9999 1 .000 .9992 1 .000
SVM .9999 1 .500 .9983 1 .000 1 .000
LVM 1 .00 5 .9999 .9999 .9996 1 .000
SFM .9999 .9996 .9995 1 .000 .9979
4FM .9992 1 .000 .9990 .9990 .9998
SOD .9999 .9998 .9991 1 .000 .9995
L0D 1 . 090 .9992 .9959 .9999 .9974
SVD .9993 1 .000 .9999 .9999 .9999
LVD .9920 .9972 .9999 1 .000 .1 .000

1 • 000 .9998 1 .000 .9933 1 . 000
LFD .9979 .9990 .9995 .9985 1 .000

COiiD SUE I SU32 5UB3 SUB4 SUB5

S0E .9993 .9999 .9990 .9999 .9969
Lj3£ .9999 . 9999 .9933 1 .000 .9993
SVE .9995 . 9986 .9985 .9999 .9935
LVE .99 81 .9993 .9931 .9995 .9935
SFE .9998 .99 85 .9998 .9915 1 .000
iJ 'E . 9996 .9959 .9986 .9961 .9959
SOM. .9983 .9998 .9974 .9322 .9334
L0H . 9709 .9990 .9693 .9991 .9717
SVM .9883 .9946 .9857 .9493 .9992
LVM .9685 .9990 .9996 .9935 .9346
SFM .9967 1 .050 .9952 .9999 .9883
LFM .9685 • 9924 .9972 .9993 .9964
S0D .9433 .9974 .9838 .9733 .9983
L0D .9433 .9928 .9857 .9961 .9924
SV'j .9796 .9986 .9952 .991 1 .9668
LVD .9047 .9733 .9974 .9304 .9946
SFD .9851 .9961 .9998 .9846 .9851
LFD .9949 .9946 .9868 .9999 .9755

COND SUB 1 SUB2 SUB3 SUB4 SUB5

S0E 
10 E 
SVE 
L.VE 
SFE 
LFE 
*.->01-1 
L0M 
SVM
lvm
SFM
LFM
S0D
L0D
SVD
LVD
SFD
LFD

• 2656 
.235)3
• J38 Ifl
.0293
• 3667 
.0584
• 0254 
.0198 
.0467 
.0196 
.0243 
.0054 
.0017 
.0233 
.0310 
.0107
• 0070 
.0109

.0033 

.0073 

.0060 

.0059 

.0234 

.0384 

.0541 

.0075 

.0026 

.0271 

.0054 

.0163 

.0204 

.00 12 

.0087
• 0031 
.0,273
• 0007

0007 
0060 
0005 
0009 
0030 
000 1 
0013 
0002 
00 10 
003 1
08 39 
0055 
,0047 
,00 16 
,0042 
.0071 
.0059 
.0100

.0024 

.0197 
• 001 1 
. 0 0 1 2  
.0067 
.0097 
.0252 
.0053 
.0319 
.0143 
.0016 
.00 17 
.0233 
.0002
• 0042
• 0190
• 0021 
.0072

.1096 

.0501 

.0602 

.0214 

.1541 

. "’323 

.0 1,45 

.0003 

.0513 

.0133 

.0269 

.0134 
• 0018 
.0014
• 0141 
.0246
• 0095
• 0104

Average information in S

Average information in T- and S



COND SUB 1 SUB 2 SUB3 SUB4 SUBS

50 E . ' 638 .0037 .00 1 1 .0015 • 1 151
L0E .2328 .0 1 14 .0020 .0137 .0482
SVE .03 37 .0055 .0006 • 0023 .0548
LVE .0292 .004 1 .0004 .0013 .0326
GEE .3573 >.0263 • 3325 .0066 . 1554
LFE . 0566 .04 38 .000 1 .0035 .0323
SOM .0273 .1219 • 00pi .0121 .0046
L3M .0283 .0070 .00 17 .0030 .0105
SVE .0050 .0038 .0008. .0350 .0449
LVM .0025 .0278 .0020 .0126 .0369
SFM .0207 .0131 .0045 .0009 .0256LFM .0052 .0108 .0141 .0049 .0185SOD .044 7 .0269 .0042 .0335 .0075
L0D .0070 .0033 .00 14 .0059 .0037
SVD .0029 .0253 .0046 .0055 .0158
LVD* .0535 .0037 .0315 . 0308'i .0236SFD .0079 .0213 .0111 .0052 .0210
LTD .0205 .0006 .0094 . 0038 • 0119
COND SUB 1 SUB2 SUB3 SUB4 SUB5

S3E .9617 .7937 .7360 .74 29 .9198
L(3E .9524 .8575 .7665 .8013 .8388
SVE .9725 .9307 . 8340 .7838 .9223
LVE .9740 .84 20 .7382 .9225 .8055
SFE .9416 • 8214 .9079 .7954 .9417
LFE .9523 .7056 .7149 .9525 .9325
S0M .3307 .3323 .4181 .3755 .4097L0M .3914 .14 17 .3776 .5346 .3599
SVM .2187 .3451 .14 15 .2360 .5498LVM .2966 .303 1 .3800 .61 12 .4321
SFM .3815 .3738 .4712 .3836 .5748
LFM .1326 . 1732 .5326 .5334 .4584Sj3D .0320 • 0948 .0620 . 1594* .1599LCD .2501 .2470' * 0639 .0619 .0902SVD .4567 .3099 .0304 . 1694 • 1002LVD . 1667 .0590 .0714 . 1 154 .1932SFD .2546 .2279 .0245 • 0060 .0917L£D/ ̂ .2747 .021 1 .0507 .2935 • 0294
CuND SUB1 SUB2 SUB3 SUB4 SUB5

.2588-.0240-.0003-.0 120 .0994 
•2254-.0015-.0061-.0115 .0412 
.0766-.0003-.0021-.0133 .0469 
.0264-.0008-.0013-.0031 .0022 
.3517 .0183-.0032 .0035 .1406 
•9465 .0286-.0023 .0025 .0298 
1 * 0389 .0144-.01 11-.0073-.0363 
.0712-.0127-.00 73-.0202-.0499 
.0737-.0140-.0808 .0058 .0066 .0735-.0078-.0015-.0210-.0381 
.00 i9-.0347-.0030-.0083-.0080 
•0319-.0154 .0064-.0245r.0260 
•0020-.0005-.0079 .0036**0305 
.1054-.0317-.0013-.0066-.0117.0679-.0288-.0083-.0030-.0025
.0651-.0128-.0049 .0071-.0155 
.0340-.0052-.0039-.0061-.0072 
•0522-.0074-.0480-*0031^.0089

Average information T x R

Average information S x ft

Average information T x S x R

I



COND SUB 1 SUB2 SUB3 SUB4

SO E 24 1 . 1 3 . 3 4 6 . 7 5 2 6 2 . 4 4 4
10 E 2 1 7 . 0 7 . 4 3 8 6 .  170 1 9 . 9 6
SVE 80 • 1 5 6 .  174 . 4 7 8 8 1 . 168
LVE 2 9 . 7 9 6 . 0 7 2 . 9 0 8 8 1 . 2 2 3
SFE 3 1 4 . 7 2 3 . 6 5 3 . 0 8 7 6 .  360
LFE 5 8 .  1 8 3 8 . 2 3 . 0 5 9 5 9 . 3 5 8
SON 2 5 . 7 1 5 4 . 3 6 1 . 3 5 8 2 5 . 6 8
LFM SO. 17 7 . 7 1 4 . 1 8 9 2 5 . 4 3 3
SVM 4 6 . 9 0 . 2 . 6 3 8 . 9 9 7 0 3 2 . 3 5
LVM 19 . 91 2 7 . 5 7 3 . 1 3 0 1 4 . 5 5
SFM 2 4 . 6 3 5 . 5 5 9 3 . 9 3 1 1 . 6 2 2
LFM 5 . 5 6 3 1 6 . 6 2 8 .7 ,9 4 1 . 7 7 6
Sj3D 1 . 7 9 0 2 0 . 3 1 4 . 3 6 5 2 3 . 6 5
1.0 D 2 3 . 6 5 1 . 2 7 7 1 . 6 3 1 . 1 9 4 6
SVD 31 . 2 2 8 . 9 2 4 4 . 3 4  1 4 . 3 4 1
LVD 10.  82 3 . 2 2 9 7 . 2 3 8 1 9 . 3 1
SFD 7 . 1 5 1 2 7 . 7 7 5 . 9 8 9 2 .  124
LFD 1 1 . 1 2 . 7 3 6 2 1 0 . 2 1 7 . 3 8 3

COND SUB 1 SUP 2 SUB3 SUB4

S0F 2 4 3 . 3 3 . 7  79 I . 169 1 . 5 7 9
L0E 2 1 5 . 1 i 1 . 6 5 2 . 0 9 5 1 3 . 9 5
SVE 8 2 .  73 5 . 6 5 4 • 6 66 3 2 . 8 2 8
LVE 2 9 * 6 7 4 .  1 96 . 4 0 6 5 1 . 3 4 2
SFE 3 0 9 .  5 2 6 . 5 4 2 . 5 5 2 6 . 7 1 6
LFE 5 6 . 3 5 4 8 . 3 0 . 0 6 5 0 8 . 6 6 8
S0M 2 S . 3f; 1 1 8 . 2 3 .  168 1 2 . 2 8
10M 2 9 .  M 7 :  145 1 . 7 3 8 8 .  156
SVM 5 . 0 7  I 3 . 8 9 9 . 7 7 2 0 3 4 . 3 3
LVi: 2 . 5 4  3 2 8 . 0 2 2 . 0 0 7 1 2 . 9 3
SFM ' 2 0 . 9 1 1'3 • 3 3 4 . 5 7 1 . 9 2 4 5
LFM 5 . 3 5 1 1 } L 0 1 1 4 . 3 9 4 . 9 9 4
S4D 4 6 . 9 9 2 7 , 3 0 4 . 3 4 8 3 4 . 0 8 ,
L0D 7 . 0 0 2 3 . 4 2 3 1 . 4 7 8 6 . 0 5 9
SVD 2 . 9 8 1 2 5 . 7 1 4 . 7 4 5 5 . 6 6 4
LVD 5 6 . 4 8 3 . 8 5 6 3 1 . 8 1 2 9 . 4 3
SFD 8 . 0 0 8 -21 . 6 7 1 1 . 3 8 5 . 3 4 6
LFD 2 0 . 9 2 . 6 3 1 8 9 . 6 9 0 3 . 8 7 1

COND SUFI SUB2 SUB3 SUB4

S9E 7 2 8 . 9 6 4 7 .  1 6 1 3 . 7 6 1 7 . 5
LOE 7 2 4 .  1 681 . 3 6 3 2 .  1 6 4 8 . 0
SVE 7 3 2 . 9 7 1 6 . 2 6 66  • 5 643  • 6
LVE 7 3 2 . 3 6 7 3 . 5 6 1 4 . 1 7 1 2 . 3
SFE 7 2 9 .  1 6 6 2 . 2 7 0 4 . 6 6 5 0 . 3
LFE 7 24 . 1 5 9 5 . 3 5 9 9 . 6 7 2 4 .  1
S0M 3 1 2 . 1 3 1 3 . 8 3 8 3 . 2 341 . 9
LSM 3 5 7 . 8 1 4 0 . 5 3 4 3 . 7 4 7 6 . 5
SVM 2 1 2 . 1 3 2 3 . 8 1 4 0 . 6 2 2 4 .  1
LVM 2 7 7 . 9 2 8 8 . 4 3 5 4 . 2 5 2 8 . 4
SFM 3 5 5 . 0 3 4 8 . 9 4 2 3 . 3 3 5 7 .  1
LFM 1 3 1 . 5 1 7 4 . 8 4 6 9 . 3 4 7 2 . 8
S0D 2 . 0 2 9 9 5 . 0 5 6 2 . 4 9 1 5 6 . 6
L0D 2 3 5 . 4 2 3 6 . 9 6 4 . 7 7 6 2 . 5 7
SVD 4 0 2 . 3 2 9 4 .  1 3 0 * 9 4 1 6 6 . 3

1 1 6 4 . 7 5 9 . 3 2 71 . 9 7 1 1 3 . 7
| SFD 2 4 3 . 7 2 2 0 .6 2 5 . 0 0 6.1  66

L?d 2 6 1 .  1 2 1 . 5 0 5 1 . 4 7 279*6

X2df3 testing independence T and S

X2dfg testing independence T and R

\

.... •

( •

• « .............

X2df^ testing independence S anti *R

<

j L — —  ----------------------------------------- —

SUB5

1 0 4 . 7
5 0 . 4 2
5 9 .  18
2 1 . 6 3
1 4 4 . 2
3 2 . 7 1
1 4 . 7 5
. 2 7 5 7
51 . 2 2
1 3 . 5 6
2 7 . 4 3
1 3 . 6 3
1 . 8 6 1
1 . 4 3 2
2 4 . 3 3
2 5 . 0 0 '
9 * 7 0 8
1 0 . 6 5

SUB5

1 0 9 . 6
4 8 * 5 8

5 4 . 2 3
3 2 . 7 8
1 4 5 . 6
3 2 . 2 1
4 . 6 6 9
1 0 . 8 6

4 4 . 7 0
3 7 . 9 5
2 6 . 3 0
1 8 . 9 0
7 . 6 2 9
3 . 8 4 6
1 6 . 1 5
2 4 . 0 7
2 1 . 1 2

1 1 . 9 3

SUB5

7 1 2 . 1
6 9 6 . 7
7 1 2 . 2
6 5 4 . 4
7 2 0 .  1
7 3 6 . 0
3 6 2 . 0
3 2 9 . 9
4 8 7 . 0
3 9 0 . 8
5 0 4 .  1
4 1 5 . 2
1 5 7 . 6
9 0 *  19.
1 0 0 .  1

1 8 8 . 8
91*84 .
29*96



COND FUB1 SUB2 SUB3 SUB4 SUB5

S0E . 5 9 7 8 2 . 7 7 2 . 1 1 6 1 1 . 8 7 9 2 . 4 9 0
L0L . 4 6 5 0 . 0 8 7 9 . 1 2 9 1 3 . 6 4 8 • 0 668
SVE . 1707 . 0 9 2 1 . 1 175 . 6 2 9 5 .1 . 0 0 2
LVE . 2 9 1 0 . 2 6 9 9 . 2 1 3 2 . 0 748 1 . 2 7 3
SFE . 5n S?> . 5 2 2 9 . 1226 1 . 0 4 6 . 3 4 2 2
LFE . 20 :9 2 . 9 8 2 . 4  593 . 5 4 2 4 • 660 4
S0N 30 . 1 1 1 5 . 1 2 4 .  155 9 . 5 2 7 21 . 2 3
L0M 49  • 83 1 2 . 6 8 2 .  175 9 . 8 1 9 3 0 . 9 7
svn 4 8 . 0 8 9 . 7 7 2 1 . 0 3 7 5 . 7 9 5 1 1 . 0 8
LVM 4 7 . 2 7 1 7 . 0 7 . 50 24 8 . 9 6 7 2 6 . 8 0
SFM 9 . 5 2 2 2 2 . 0 7 3 . 8 8 1 4 . 2 7 8 1 1 - 3 7
LFM 2 9 . 9 0 1 7 . 0 8 . 9 0 5 0 7 . 6 1 6 1 5 . 6 8
30 D • 2 . 0 3 0 9 . 4 5 5 7 . 5 4  8 5 . 3 1 8 2 5 . 8 2
L0D 7 3 . 5 3 . 2 0 . 9 3 . 5 6 7 1 5 . 7 3 7 9 . 4 3 4
SVD 3 3 . 7 6 2 5 . 2 9 9 . 5 2 7 3 . 0 5 6 6 . 6 0 3
LVD 7 9 . 2 7 1 2 . 0 3 9 . 1 8 1 4 . 3 9 0 2 2 . 2 7
SFD 2 2 . 8 9 1 3 . 2 4 2 . 9 2 0 5 . 4 5 8 1 0 . 1 4
LTD 4 5 . 0 9 6 . 9 6 9 51 . 2 5 3 . 2 8 6 1 2 * 1 5

COND SUB 1 SUB2 SUB3 SUB4 SUB5

S3 E • 5566 1 . 0 9 2 1 . 0 9 7 1 1 . 9 7 1 . 5 6 2
L0E . 4  84 1 1 . 9 5 0 6 .  145 7 . 4 7 3 8 . 6 1 5
SVE . 7 1 C C 4 . 0 2 8 . 9 970 3 . 5 3 1 1 1 . 0 7

tSVE 2 o . 'o 7 4 . 5 2 4 1 . 1 1 7 1 . 6 9 3 4 .  142
SFE 1 . 803 . 8 6 1 8 . 5 7 9 4 1 2 . 2 0 1 . 5 8 4
LFE 1 . 2 6 6 2 . 5 4 2 . 9 2 0 1 5 . 8 4 7 T . 0 4 3
S0M 2 . 7 6 9 4 . 8 4  3 • 5 05 6 1 2 . 6 7 6 . 4 2 9
L3M . 8 8 3 2 . 12^6 1 . 6 4 5 5 . 5 6 7 1 7 . 7 0
SVM 1 . 7 6 8 . 9 6 7 9 5 . 2 7 8 1 . 9 4 9 7 . 1 5 1
LVM 2 . 4 9 6 1 . 5 7 2 2 . 4 1 6 . 2 0 4 9 2 . 3 2 3
SFM 1 . 8 5 4 6 . 9 2 0 1 . 5 3 5 . 9 0 1 0 4 . 4 4 8
LFM 1 . 0 0  1 2 1 . 7 5 1 . 9 6 3 . 4 1 6 4 6 . 8 3 8
SOD 2 . 3 4 7 6 . 6 7 4 1 . 3 3 8 1 . 2 7 7 2 . 3 6 6

■ L3D 1 . 0 8 5 7 . 9 1 7 1 . 7 0 4 6 . 3 3 4 3 . 5 5 8
sys> . 5 5 7 3 1 0 . 6 2 4 7 . 3 4 2 . 9 1 9 . 6 8 9 9

' LVD • 3815 1 4 . 7 9 . 5 9 8 7 8 .  183 5 . 8 9 6
SFD 4 . 1 7 2 1 0 . 8 9 1 . 6 5 5 1 0 . 8 5 2 .  132
LFD . 1 566 2 . 8 1 2 8 . 2 5 8 8 . 4 5 4 1 . 4 3 8

COND SUB 1 SUB 2 SUB3 SUB4 SUB5

S0E 1 2 . 4 9 2 . 7 4 3
I

1 . 8 1 8 9 . 3 1 0 5 . 5 6 0
L0E 4 . 4 1 0 7 . 5 1 4 9 . 5 8 1 7 . 7 3 1 4 . 7 2 1
SVE 5 . 0 3 0 6 . 3 1 4 . 9 3 4 4 8 . 6 9 5 5 .  197
LVE 2 3 . 6 7 4 . 4 9 2 4 . 1 1 3 1 . 3 4 7 2 . 8 4 9

- SFE 5 . 5 3 8 1 1 . 6 2 4 .  195 5 . 2 9 4 1 . 3 5 2
LFE 1 0 . 0 5 2 . 0 0 9 1 1 . 1 3 2 . 7 5 9 3 . 2 1 5
S0M 4 . 5 1 7 3 . 0 1 3 2 . 7 0 8 5 . 2 2 2 9 . 6 6 5

i L0M . . 3406 1 . 9 5 " ’ 4 . 8 0 0 4 . 2 5 0 18.  15
SVM . 1.9 58 2 . 9 6 2 3 2 . 0 0 3 . 6 8 9 4 . 5 4 9

v LVM 2 .  90 5 3 . 2 8 9 7 .  196 .10.58 . 7 2 8 6
SFM 3 . 0 1 9 4 . 4 6 7 1 . 0 7 6 1 1 . 3 6 3 . 2 8 0
LFM 3 . 9 9 2 4 2 . 5 0 . 3 5 6 7 4 . 4 0 8 5 . 7 1 5
S(3D 1 . 6 2 4 . 7 2 6 5 9 . 5 5 0 6 . 3 3 6 5 .  141
L3D 6 . 3 6 5 3 . 6 6 9 1 3 . 1 3 8 . 4 4 7 5 . 0 3 6
SVD 1 . 0 0 3 5 .*1 24 41 . 2 9 5 . 4 8 8 . 8 7 7 2
LVD 2 . 3 8 6 21 . 3 5 4 * 4 9 0 6 . 8 3 2 4 . 2 8 6
SFD 2 . 6 6 9 9 . 8 0 9 1 2 . 4 5 2 0 . 0 8 1.  156
LFD 2 . 2 8 3 1 0 . 0 7 1 7 . 1 1 5 . 0 2 7 • 698 3

X2df g testing 3-way dependence T S and R

Fdf4,735 testing stationarity latencies

Fdf4,635 testing stationarity latencies 
ignoring First 100 trials

v . .



5 U B 1 SUB2 SUB3 SUE4 SUB5

S0E <7.305 1 . 3 5 9 1 . 4 7 5 1 2 . 7 0 2 . 4 0 2
L0E • 6 A 60 1 0 . 6 3 4 .  180 1 1 . 0 7 6 . 3 5 7
SVE 4 .  900 2 . 2 0 0 1 . 2 1 3 4 . 6 6 3 6 . 8 6 5
LVE 2 0 .  99 5 . 3 7 8 6 . 4  33 1 . 6 7 1 4 . 2 4 9
SFE 3 . 5 3 0 1 0 . 0 5 3 . 7 3 5 7 . 7 3 7 . 9 1 2 0
LFE 7 . 2 5 1 . 6 8 1 8 6 . 9 7 9 1 3 . 2 2 2 . 6 7 6
S0M 3 . 2 5 3 4 . 8 4 0 1 . 2 2 4 5 . 2 0 3 9 . 7 2 2
L0M 1 . 9 9 2 . 7 3 5 1 6 . 3 0 6 4 . 7 3 2 1 7 . 9 2
SVM . 8 3 0 3 2 . 3 9 5 3 4 . 6 1 1 . 0 6 5 2 . 3 6 5
LVM 1 . 4 4 3 5 . 7 5 5 1 0 . 0 4 1 . 9 1 7 . 9 7 9 0
SFM 6 .  185 5 . 9 9 2 1 . 2 2 3 3 . 0 7 6 5 .  105
LTM 7 .  168 9 . 4 0 5 . 5 6 1 2 . 8 92 5 1 . 6 0 5
Sj3D
LSD

. 7 1 0 7 2 . 1 1 6 8 . 7 3 9 4 . 4 0 7 1 . 6 3 9
1 . 5 2 1 7 . 4 1 1 1 0 . 9 9 5 . 2 0 8 2 . 5 8 5

1 SVD • CO N. 1 . 5 7 5 1 1 . 4 6 4 . 7 3 7 2 . 1 3 3
LVD 2 . 7 5 6 2 7 . 8 3 2 . 0 1 9 2 . 5 8 7 2 . 4 1 5
SFD 4 . 5 1  1 4 . 3 4  1 1 5 . 6 7 1 . 122 . 9 0 7 2
LFD . 5 4 6 2 2 . 4 7 0 1 4 . 7 5 6 . 3 4 9 1 . 0 7 4

COLD SUB 1 SUD2 SUB3 SUB4 SUB5

S0E 1 . 4 0 5 1 . 6 1 4 . 2 8 9 6 2 . 7 1 8 1 . 4 4 4
j LpE . 5 0 0 0 . 6 2 0 8 . 8 20 6 2 . 3 6 2 . 7 3 1 8

SVE . 7 5 0 0 1 . 6 5 3 1 . 0 6 2 . 4 2 6 2 1 . 0 1 8
I LVE . 7 5 0 0 * 3 2  j o . 8 9 2 8 . 1 7 1 1 4 . 4 2 9

SFE 2 . 4 0 2 1 . 5 7 3 1 . 66 1 . 8 4 4 5 . 5 1 5 9
LFE . 9 1 0 0 . 1 7 8 9 1 . 6 7 0 . 8 0 0 0 1 . 0 0 0
S0H 1 . 8 1 5 1 . 3 4 1 2 . 6 1 3 . 9 1 9 1 3 . 6 0 6
m i 3 . 0 7 9 1 . 3 5 1 1 .1  73 . 6 0 5 0 2 . 9 7 5
SVM 3 . 0 2  8 . 4 5 3 2 3 0 . 9 0 . 3 0 7 4 1 . 2 2 5
lvm 2 . 3 4 0 . 7 3 2 7 . 7 8 2 5 . 5 9 0 9 . 6 8 1 0
SFM . 9 3 0 4 . 6 0 8 8 . 4 4 4 3 . 6 6 2 3 1 . 7 5 1
LFM . 2 9 6 7 . 4 1 2 6 . 6 0 8 1 4 . 0 3 2 1 • 866
S0D 5 .  109 . 4 6 0 2 1 . 5 1 2 • 4.1.32 . 9 3 1 2
L0D 1 . 5 7 3 5 . 6 6 0 i  . 9 8 8 6 .  125 3 . 4 3 1
SVD . 64 0 6 . 5 5 6 6 1 . 3 0 2 2 . 2 1 4 2 . 2 8 7
LVD 1 . 3 3 9 . 4 0  28 2 .  136 1 . 2 7 9 3 . 7 8 3
SFD . 2 4 8 2 2 . 7 1 4 3 . 8 7 7 2 . 8 2 8 5 . 9 6 7
LFD 1 . 0 1 9 6 - 7 1 5 1 . 2 8 9 1 . 5 6 0 1 . 5 9 7

cor:n , SUB 1 ' SUE2 SUB3 SUB4 SUB5

S(3E 5 . 4 1 8 . 2 5 8 9 3 . 7 8 7 1 . 2 0 1 . 6 4 7 6
L3E . 4 9  56 1 . 9 4  5 . 7 8 0 9 .1 . 4 4  1 1 . 0 8 3
SVE 1 . 9 7 7 . 9 6 1 5 . 3 4 7 1 1 . 2 6 9 1 . 0 7 3
LVE 8 . 3 2 7 1 . 2 6 4 1 . 3 8 1 1 . 5 6 2 . 6 2 1 0
SFE 1 . 4 ^ 3 1 . 0 5 8 . 6 2 9 0 . 3 1 6 5 . 4 1 3 9
LFE . 4 8 4 5 . 5 6 8 7 2 .  142 1 . 2 9 3 2 . 0 4 8
SOM 1 . 3 9 0 2 • 645 . 2 0 4 7 . 5 7 1 6 . 5 9 1 4
L0M . . 0 6 0 5 . 3 2 5 9 . . . 8923 . 5 7 1 9 1 . 7 9 9
SVM 1 . 0 8 7 . 3 0 3 3 1 . 5 0 7 . 0 8 9 6 . 6 4 5 9
LVi-i 5 . 0 6 3 9'. 6 55 . 2 3 7 3 . 6 8 3 0 . 5 7 7 9
SFM 1 . 3 2 3 3 , 2 9 0 1 . 8 2 4 . 5 1 5 3 . 2 5 8 1
LFM 1 . 83 1 . 2 0 5 1 . 0 2 1 7 1 . 0 0 8 ..61 2 3
S0D . 4 1 4 5 . 8 1 0 7 3 . 8 6 6 . 5 5 8 1 1 . 6 1 6
LOD 2 . 1 5 1 4 . 4 5 0 2 . 5 6 2 2 . 5 6 1 1 . 6 0 1
SVD 1 . 4 7 0 . 4 2 2 1 1 . 5 1 5 .1 .0.69 . 5 5 3 2
LVD I . 4 3 2 . 9 4 7 3 . 9 5 7 1 1 . 1 3 1 1 . 5 9 4
SFD . 6 2 8 5 • 6 6 0 3 1 . 0 1 9 2 . 9 5 1 3 . 6 9 2
LFD 2 .  133 • 8231 1 . 5 1 0 2 . 9 5 5 . 9 0 7 9

Fdf4,535 testing stationarity latencies 
. ignoring first 200 trials

Fdf^,65 testii>g stationarity error 
sequences

Fdf4,65 testing stationarity response 
sequences

\ .



SUB 1 SUB2 SUB3 SUB4 SUE5

5 9 . 2 3 3 4 . 0 0 14 1 . 4 8 0 .  12 1 0 0 . 4
47 . 3 5 9 9 . 7 0 4 4 . 4  3 7 6 . 9 8 2 8 . 0 7
6 3 . 9 5 1 0 0 . 2 2 4 . 8 1 9 3 . 8 0 2 3 .  18
6 5 . 3 0 3 0 . 2 1 51 . 3 4 1 2 3 . 3 7 7 . 2 3
4 3 . 4 0 3 4 . 3 9 6 8 . 3 9 9 2 . 2 0 3 6 . 3 9
2 5 . 1 3 3 1 . 9 1 9 2 . 8 3 91 . 13 6 5 . 8 0
4 1 . 24 1 3 2 . 8 31 . 2 9 61 . 5 4 6 7 . 5 2
2 2 . 7 4 4 9 . 6 2 1 4 9 . 7 2 7 . 8 2 1 8 7 . 5
3 5 . 9 4 3 4 . 5 5 2 6 . 6 0 3 4 . 7 5 3 9 . 7 9
1 5 . 4  2 5 3 . 6 8 7 . 7 9 3 9 7 . 9 6 1 3 . 9 7
4 o . 8 1 5 7 . 0 0 3 6 . 5 6 7 5 . 6 4 6 0 .  18
1 6 . 3 8 1 0 8 . 3 1 1 1 . 6 6 8 . 7 5 7 8 . 9 2
4 6 . 5 4 4 9 . 2 3 1 0 0 . 5 5 2 . 7 3 6 3 . 9 2
3 6 . 9 6 1 0 2 . 0 2 3 9 . 8 1 0 5 . 6 2 8 .  19
3 7 . 0 2 9 3 . 7 3 2 3 9 . 8 8 6 . 0 1 5 8 . 7 8
1 8 . 2 8 8 0 . 3 4 2 6 . 2 4 4 8 . 6 9 3 5 . 3 1
4 5 .  18 1 7 . 5 5 1 1 5 . 5 2 0 4 . 2 6 3 . 6 1
1 7 . 5 8 1 6 . 0 5 61 . 8 3 4 5 . 5 9 1 9 . 2 1

StjB l SUB2 SUB3 SUB4 SUB5

5 4 .  04 5 7 . 2 8 7 5 . 5 2 5 6 . 7 2 1*15.7
7 6 . 4 0 3 0 . 6 7 51 . 9 8 8 9 . 2 1 4 6 . 6 0
3 6 . 9 7 1 0 0 . 7 5 8 . 4 8 5 1 . 6 1 7 0 .  15
74 . 08 4 1 . 4 3 5 9 . 4 5 8 4 . 3 7 61 . 2 5
3 9 . 5 1 <. 8 . 7 5 7 1 . 0.6 6 6 . 5 1 5 1 . 9 1
G 7 • 4 6 , 7 . 9 3 6 6 . 9 0 8 6 . 9 5 7 8 . 3 0
2 5 . 1 0 6 8 • 2 £■ 4 1 . 2 0 5 0 .  15, 3 9 . 7 6
5 3 . 9 3 5 2 .  54 1 1 3 . 9 4 0 . 8 1 6 9 . 7 6
5 9 . 4 9 5 9 . 3 3 4 3 . 0 4 3 5 . 2 6 3 4 . 9 5
5 8 . 0 3 7 9 . 9 5 2 3 . 7 5 6 4 . 5 1 4 9 . 9 0
4 0 . 9  1 3 2 . 4  6 4 3 . 5 3 5 8 . 3 9 3 3 . 0 9
4 8 . 5 2 9 7 . 4 9 7 7 . 0 3 5 2 .  12 71 . 5 6
4 0 . 0 6 5 0 . 2 4 1 0 4 . 0 5 2 . 9 5 4 2 .  1 1
5 7 . 6 6 6 0 . 5 6 8 5 . 7 6 5 7 . 0 7 * 7 5 . 9 8
4 8 . 5 1 71 . 2 2 8 5 . 7 6 4 1 . 3 7 4 6 . 8 7
4 6 . 5 8 6 8 . 2 7 4 3 . 6 8 5 5 .  06 4 2 . 4 9
4 4 . 4  1 5 8 . 7 6 8 4 . 9 8 7 0 . 9 2 6 5 . 7 7
41 . 4 0 3 3 . 9 9 64 . 01 5 9 . 7 6 3 4 . 6 5

SUB 1 SUB2 SUE3 ■ SUB4 SUB5

1 . 5 1 9 . 0 9 1 4 . 7 2 5 1 3 . 4 0 0 . 6 2 5 5
• 048^ 3 . 6 5 5 . 7 3 3 0 . 1357 . 2 2 4 9
. 2 2 0 7 . 5 7 7 9 2 . 9 5 0 . 3 5 9 6 2*  130
. 0 1 0  1 . 0 2 5 4 1 . 9 7 9 . 1057 1 . 5 4 7
. 3 4 5 4 . 5 2 1 0 . 0 2 8 9 . 0 7 0 2 . 0 0 5 4
. 6 3 0 7 3 . 1 7 4 9 . 4 1 5 1 . 0 9 4 . 3 6 0 7
6 . 7 3 8 1 3 . 8 0 . 1 0 1 5 . 0 8 5 9 . 2 5 7 1
6 . 7 2 0 3 . 5 4 0 1 . 1 1 6 2 . 7 5 4 . 6 0 7 3
9 . 0 1 7 1 1 . 2 2 3 . 4  79 . 0 5 3 6 . 0 0 2 0
. 9 9 0 9 3 . 8 0 8 . 0 4 2 0 1.  132 2 . 0 2 2
1 . 135 7 . 0 3 0 . 5 1 6 1 . 0 0 6 2 . 1 9 7 5
1 . 4 9 2 . 2 6 4 6 . 0 0 7 6 . 1 5 4 1 . 0 5 4 9
3 3 . 6 8 3 7 . 2 8 1 . 3 6 8 , 2 2 4 2 2 . 4 4 6
3 . 5 2 3 2 . 5 0 7 . 2 9 6 5 1 . 2 2 9 $0 470
. 0 6 7 0 7 . 5 6 3 1 2 . 2 7 4 . 5 0 1 1 1 . 4 8
. 4 1 5 4 . 0 1 4 9 4 . 3 3 7 6 . 3 3 5 7 . 0 4 2
4 . 7 9 2 1 . 7 9 0 . 3 6 2 4 7 . 8 9 9 1 6 .  14
. 0 7 2 0 2 . 8 8 4 • 1414 . 4 4 3 4 5 . 7 7 4

X2dfg testing first order dependence 
latencies

\

X2df__ testing second order dependence 
latencies

X2df1 testing first order dependence R



COND s u m  suns sijb3 sub4 subs

53 E
L O  Ct

SVE 
LVE 
SFE 
LFE 
SOM 
LOM 
S V M  

LVM 
SFM 
LFI!
S 0 n '

L 0  o

SVD
LVD
SFD
LFD

COND

S3E 
LOE 
SVE 

! LVE 
! SFE 
i LFE
; s o m

' L0M 
SVM 
LVM 
SFM 
LFM 
S0D 
L3D 
SVD 
LVD 
SFD 
LFD

COND
/

S0E 
L0E 

:i SVE 
LVE- 
SFE 
LFE 
SJ3M - 
L3M 
SVM 
LVM 
SFM
lf'm 
S0D 

U L9D 
SVD 
LVD 
SFD 
LFD

2 . 4 3  9 1 . 5 7 9 2 . 2 0 6 3 . 6 2 3 3 . 7 2 2
• 63 99 . 1 5 4 7 . 6 1 3 1 1 . 8 5 6 1 . 0 3 3
. 84 74 . 8 1 4 3 . 2 4  56 3 . 9 4 6 2 . 8 3 5
. 6 6 7 6 . 7 4  59 . 5 787 . 9363 1 . 0 7 0
8 . 3 7 3 5 . 1 1 2 . 8 1 9 7 1 . 4 0 3 4 . 7 2 7
2 . 2 7 3 4 . 9 6 7 . 7 0 1 1 1 . 5 0 4 . 2 5 2 5
9 . 0 6 8 1 1 . 9 3 . 6 3 7 5 2 . 3 4 9 . 5 8 1 4
7 .  I g6 1 . 4 9 9 1,. 5 74 . 4 5 4 2 1 0 . 4  1
1 .4(32 . 9 5 7 4 1 . 9 9 5 . 5 7 0 6 5 . 2 4 0
I 5 . 6 7 . 1623 1 . 4 9 5 . 2 4 7 6 6 . 4 2 2
3 . 5  94 . 7 4  54 1 . 4 8 4 1 . 6 8 9 3 . 0 2 3
. 3759 3 . 9 5 0 5 . 2 5 6 1 . 4 8 7 8 . 2 8 2
3 . 7 7 5 . 6 1 2 0 5 .  146 . 9 6 1 3 2 . 4 0 9
1 9 . 6 2 1 2 . 6 1 . 4 2 5 7 6 . 4 0 9 6 • 565
1 . 644 1 . 133 3 . 4  34 . 9 4 5 6 3 . 2 5 8
1 . 9 o 3 . 3 4  53 3 . 4 3 3 1 . 3 7 7 1 . 2 3 4
1 . 5 6 4 . 2 1 8 9 . 9 3 3 1 1 7 . 7 1 3 . 0 6 7
1 . 8 5 6 . 8 4 3 8 . 3 3 5 9 5 . 7 7 6 2 . 1 8 1

SUB 1 SUB2 SUB3 SUB4 SUB5

X2df testing second order dependence 
responses

• I

\

. 3 4 0 2 . 1300 1 5 . 5 4 . 2 9 5 4 . 1939

. 2 6 3 7 1 . 6 5 1 1 . 104 2 . 0 3 6 4 . 3 9 3

. 0 0 5 4 . 0 4 9 6 . 5 1 6 6 5 . 8 6 5 . 0 6 7 7

. 0 0 5 4 . 9 9 0 3 9 . 2 2 4 . 0 6 7 7 8 . 9 0 2

. 0 3 4 3 . 4 9 3 9 . 20 14 . 7 6 3 7 . 0 3 4 3

. 2 6 3 7 . 0 0  1 1 1 . 9 7 5 . 0 2 1 9 1 . 0 0 1

. 0 1 3 3 2 . 7 1 0 . 0 6 8 9 2 . 8 2 7 1 5 . 3 4

. 3 3 3 8 7 . 4 2 5 2 . 7 3 8 2 . 4 3 6 2 . 5 2 1

. 8315 2 . 8 6 7 7 . 8 2 0 . 4 7 1 2 1 9 . 7 3

. 6 6 1 7 . 4 6 1 0 . 1 366 5 . 2 9 9 1 . 134

. 0 2 9 5 . 6 70 4 2 . 6 4  8 2 . 6 1 6 . 0 1 5 9

. 1 7 7 7 . 0 7 3 8 3 . 8 2 7 4 . 7 0 2 1 3 . 3 4
- 2 6 2 3 3 . 8 0 5 1 . 7 2 7 . 0 1 9 1 3 . 5 2 8
. 0 1 7 5 1 . 2 5 4 . 7 0 2 3 . 1020 2 . 7 8 5
2 . 0 1 0 . 0 1  91 . 1062 . 1 3 4 9 . 5 8 8 0
6 • 648 3 .  169 1 . 8 2 4 . 3 3 9 9 . 0 2 2 4
1 . 4 4 4 . 9 9 1 5 . 1912 .  1 120 2 . 8 4 1
2 .  136 . 0 5 4 8 6 . 5 0 6 9 . 0 1 9 . 0 8 8 3

SUB 1 SUB2 SUB3 SUB4 SUB5

. 0 0 8 2 . 8 0 4 8 2 . 8 2 4 1 2 . 0 2 . 0 5 8 3
. 0 1 6 5 . 3 5 8 4 1 . 149 . 9 2 0 0 . 2 5 1 4
. 0 0 5 5 . 0 5 0 0 . 4 9 9 7 . 6 2 6 7 . 0 6 8 3
. 0 0 5 5 . 4 3 7 8 2 . 2 5 8 . 0 6 8 3 2 1 . 3 3
. 0 3 4 6 . 5 8 5 9 . 1908 2 . 2 9 1 . 0 3 4 6
. 0  165 . 1305 . 4 7  17 4 4 . 3 8 . 0 0 0 0
. 9 1 4 5 2 . 0 8 1 . 6 4  94 1 . 2 4 8 . 2 0 1 2
2 . 8 7 1 7 .  167 . 7 4 4 4 5 . 2 5 3 1 3 . 2 6
. 6 2 4 4 1 . 0 7 5 8 . 0 2 4 5 . 9 3 0 . 3 3 2 7
. 1276 , 6 8 7 8 1 . 2 7 0 . 4 0 9 7 5 . 2 6 3
1 . 5 2 5 . 7 7 5 4 . 4 5 7 7 1 . 2 3 7 . 5 9 5 3
1 . 4 1 6 1 . 1 1 2 2 . 4 4 9 . 0 7 7 8 . 2 6 5 0
9 . 9 4 2 1 . 5 7 2 2 . 2 3 3 1 . 2 4 5 4 . 5 3 4
. 1601 . 4 6 8 3 . 7 3 2 8 . 1589 . 8 1 8 7
. 2 3 7 7 5 . 3 0 2 . 7 9 9 4 . 4 8 2 8 2 . 1 1 1
1 . 2 7 4 . 1643 1 . 1 6 7 4 . 4 8 5 . 3 . 5 2 2
. 7 8 9 0 1 . 7 5 3 1 . 4 0 5 3 . 6 2 1 ..8 8 3 5
3 . 5 4 8 . 2 5 2 5 3 . 2 7 5 1 . 2 3 7 1 1 . 7 0

X2dfn testing first order dependence 1 drrors

X2d f  te s t in g  second o rd er dependence 
Z e rro rs



COND SUB 1 SUB2 SUB3 SUB4 SUB5

S0E 4 . 6 7 8 7 .  157 3 3 .  14 2 1 . 3 6 5 . 3 7 6
L0E 5 . 4 8 8 1 9 . 9 9 3 . 5 3 5 9 . 2 6 5 1 4 . 3 5
SVE 4 . 2 4 5 4 . 4 2 3 1 0 . 0 7 2 3 . 2 4 8 . 3 6 0
LVE . 0 2 3 8 1 2 . 6 4 2 9 . 3 9 5 . 8 8 0 5 4 . 7 0
SFE 8 . 1 2 8 1 0 . 1 5 2 . 9 6 5 5 . 7 3 1 5 . 4 7 9
LFE 6 . 2 2 6 1 5 . 8 7 2 4 . 4  3 .1. 129 2 . 4 7 8
S0M 2 7 . 0 4 4 4 . 4 8 7 . 7 1 0 .1.1.09 3 2 .  1 1
L0M 2 2 . 9 2 2 2 . 3 8 6 .  127 1 6 . 4 5 2 4 . 5 9
SVM 3 2 . 2 6 3 8 . 8 9 1 7 . 8 0 2 0 . 0 7 3 5 . 5 7
LVM 3 0 . 9 8 1 6 . 1 2 3 . 0 5 5 2 0 . 0 4 .16 .07
SFM 5 . 9 5 6 1 5 . 4 2 9 . 8 3 1 .13 .42 .16 .53
LFM 1 5 . 9 7 2 0 . 7 5 6 . 9 8 7 1.6.07 19 .  68
S0D 4 1 . 4 1 6 4 . 5 1 9 . 7 5 2 1 2 . 5 2 2 1 . 5 4
L0D 4 4 . 3 0 1 9 . 5 6 9 . 7 9 7 .1.2.72 7 . 0 2 2
SVD 2 4 .  18 2 8 .  17 3 7 . 9 4 .1.8.99 2 2 . 0 5
LVD 2 2 . 4 4 .13 . 79 1 3 . 8 6 1 3 . 7 2 2 5 . 1 4
SFD . 16 .09 1 0 . 5 0 5 . 1 8 1 4 7 . 9 9 3JL.31
LFD 1 0 . 0 8 6 . 7 9 4 1 3 . 8 9 3 0 . 0 3 4 1 . 0 8

COND SUB 1 SUB2 SUB3 SUB4 SUB5

S0E 8 . 6 9 3 2 0 . 3 2 16.79. 3 9 . 0 5 10.46.
LfrE 3 . 3 5 4 1 2 . 0 5 1 7 . 4 1 1 7 . 9 4 2 2 . 4 1
SVE 4 . 5 1 8 9 . 7 9 0 1,6.05 2 1 . 1 2 1 2 . 4 3
LVE 6 . 6 0 8 21 . 0 7 1 6 . 3 5 1 4 . 4 7 5 7 .  14
-SFE 1 4 . 9 2 1 5 . 8 0 1 3 . 6 1 3 2 . 4 6 .1 1 . 8 0
I fe 6 . 4 6 2 1 9 .  13 1 9 . 5 1 1 0 8 . 7 1 . 0 4  1
S0M 4 1 . 4 1 4 7 . 8 2 31 . 9 0 2 9 . 5 0 2 6 . 4 8
L0M 4 4 . 4 7 3 9 . 5 8 3 3 . 2 9 3 7 . 4 3 7 3 . 6 5
SVM 4 9 . 3 5 4 0 . 3 6 4 5 . 9 5 2 8 . 6 9 4 2 . 7 2
LVM 41 . 0 7 31 . 8 7 2 1 . 8 1 2 0 . 5 4 4 2 . 5 0
SFM 41 . 0 8 4 2 . 9 4 2 6 . 8 2 4 4 . . 13 36 • 66
LFM 31 . 2 6 4 1 . 1 2 6 2 . 2 2 4 5 .  12 5 0 . 8 2
S0D 4 7 . 6 0 5 0 . 5 8 4 1 . 6 3 4 9 . 4 1 . 6 2 . 2 4
L0D 44 . 4 9 4 0 . 7 0 21 . 4 9 4 0 .  17 5 0 . 2 8
SVD 1 7 . 7 6 3 4 . 5 6 3 7 . 8 1 4 3 . 2 6 4 7 . 0 6
LVD 3 6 . 2 1 3 0 . 8 3 2 3 . 67 . 3 0 . 9 9 3 5 . 7 3
SFD 3 4 . 6 6 3 7 . 2 9 3 4 . 0 1 7 6 . 0 5 4 3 . 3 0
LFD 3 5 . 4 7 * 41 .  54 41 . 6 2 4 3 . 6 6 4 4 . 0 6

COND SUB 1 SUB2 SUB3 SUB4 SUB5

S0E
L0E
SVE
LVE
SFE
LFE
S0M
L0M
SVM
LVM
SFM
LFM
S0D
L0D
SVD
LVD
SFD
LFD

• 4 7 7 . 4  
• 4 9 9 . 2  
•481 . 7  
• 5 8 4 . 7  
• 4 1 7 . 6  

•541 . 8  
• 7 0 2 .  1 
• 7 1 7 . 5  
• 1 1 0 1  

•961 . 4  
• 6 0 3 . 4  
•1 132 
•100-3..  
• 8 4 6 .  1 
■70 1 . 0  
•107.1 
■721 . 0  
• 9 5 2 . 5

•361 .0-  
• 5 0 3 . 8 -  
- 7 9 7 . 6 -  
- 3 9 9 . 7 -  
- 4 0 3 . 5 -  
• 4 0 5 . 4 -  
- 8 5 3 . 0 -  
• 1 0 0 2  - 

• 6 0 4 . 9 -  
• 8 2 5 . 9 -  
• 9 0 8 . 4 -  
■1040.  • 
■853.. 1 ■ 
• 1118  ■ 
• 8 4 2 . 3 -  
• 1258  • 
•71.5.8-  
• 1105 «

- 4 2 8 . 0 -  
• 9 6 8 .  1- 
- 5 4 5 . 8 -  
- 4 7 7 . 8 -  
■960.2-  
• 7 6 4 . 4 -  
• 7 5 2 . 5 -  
• 5 9 8 . 2 -  
• 9 9 3 . 0 -  
■862.2-  
• 7 2 9 . 9 -  
• 7 1 8 . 4 -  
-8.58.9-  
- 9 1 3 . 8 -  
-.1.069 ; 
•1033 • 
•9 .55 .7 - 
• 1368 •

• 64 2 .  
■679.  
• 5 4 1 .  
■681.  
-505 • 
■617.  
■662 . 
■ 6 6 6 .  

• 66 7 .  
• 7 4 4 .  
•566 . 
■669 • 
■788.  
■773.  
■689.  
■710.  
• 50 6 .  
• 695 .

0 - 6 3 0 . 9
7 - 7 8 2 . 3
8 - 6 5 7 . 1
1 - 1 1 1 7  
0 - 6 5 0 . 0  
7 - 7 2 7 .  1 
5 - 6 3 2 . 4
5 - 1 4 0 5  
4 - 5 4 8 . 8  
3 - 8 8 2 . 0
2 - 5 9 1  . 7
6 - 8 1 2 . 1  
7 - 7 5 4 . 2
9 - 9 9 7 . 1
0 - 7 7 2 . 6
1 - 9 3 5 . 2  
7 -7 .6 2 .7
3 - 1 1 5 8

X2df testing first order dependence 
SR sequences

X2df testing second order dependence
36 SR

Total latencies in each l/5th of the 
experiments ignoring negative signs

I



no no SUM J SIIB2 SUB3 SMB 4 SUB5

S0E . 057 1 . 52 1 4 . 1 2 R6 1 . 550 . 1 2R6
L J25E . 02 1 4 . 1 2 1 4 . 27 1 4 • R07 1 . 1 2 1 4
SVE . 02 1 4 . 1 07 1 . 20 57 • 22R 6 . 09 29
LVE . 02 1 4 . 0929 . 407 1 . 01 40 1 . 7 7  1
S Ft . 1 2 1 4 . 5057 . 1 6 40 . 2 3 5 7 . 0 3 5 7
I f t . 0 5 0 0 . OR 57 . 59 29 . 0 5 7  1 . 0 1 4 0
5 0 / 2 . 6 2 1 V . 0 2  1 2 .  521 1 . 09 0 6 . 0 7  1
L0M 4 . 1 9 0 . 1 9  0 2 .  0 50 . 8 0 7  1 5 . 9  14
SVM 6 . 2 SO . 52 1 4 4 1 . 0 9 . 62R6 1 . 5 5 7
LVM 4 . 2 o 4 1 . 1 07 1 . 1 6 4 . 4R57 • R7R6
SFM 1 . 02 1 1 . 0 1 4 . 46 40 1 . 229 1 . 48 6
LFM . 557 1 . 9 500 . 5500 4 .  621 0 . 1 2 1
SOD 11 . 0 1 1 . 450 0 . 0 7 9 • 92R 6 2 .  190
LOO 0 . 190 9 . 2H 6 5 . 2 7  1 1 0 . R 4 7 . 8 5 7
SVD 1 . 1 6 4 1 . 1 29 2 . 9 5 0 0 . 9 1 4 5 . 6 0 7
LVD 2 • ■ 0 6 . 9  500 4 .  657 3 . 2 0 6 7 . 9  07
SFD . 4 5 0 0 . 4 1 4 6 . 690 7 . 0 9  0 9 * 1 2 1
LFD 1 • /'S-'* 1 4 . 0 6 0 . 6 6 4 2 . R 0 0 4 . 07 1

COND Si '81 SUM 2 SIJB3 SUB 4 SUBS

Var in T errors in each l/5th of 
700 trials

S0E 1 1 . 0 2 . 8 5 7  1 7 . 8 0 6 2 . 0 0 6 1 . 506
L0 K I . 057 6 . 62 1 2 .  09 3 2 . 9 5 0 2 . 1 6 4
SVE 4- 4 7 9 2 .  67 9 . 9  1 40 2 .  664 2 . 0 5 7
LVE 4 . 09 0 0 . 9 1 4 2 . R 0 7 0 . 2 2 9 1 . 664
SFE 4 . 7  29 2 . 7 0 6 1 . 706 . 8 0 5 7 1 . 2 2 9
LFE 1 . 02  1 1 . 379 3 . 7 6 4 0 . 286 4 . 6 2 9
Sf,M 5 . 9 5 0 1 1 . 0 6 . 54 57 1 . 7 1 4 1 . 5 5 7
L0M . 2 0  57 . 9  429 2 .  4U7 1 . 0 9 0 4 .  1 64
SVM 4.  47 9 . 9 5 0 0 0 . 2 6 4 . 2 6 4 3 2 . 2 3 6
LVM I 1 . 7 3 1 9 . 8 7 . 6786 2 . 0 0 7 1 . 5 8 6
SFM. 4 . 0 9 3 9 .  0 40 4 . 9  14 1 . 0 0 6 . 8 7  1 4
LFM 3 . 41 4 . 521 4 . 0 5 7 1 1 . 9 7 9 1 . 2 6 4
SOD 1 «& 07 0 . 6 5 7 8 . t 57 1 . 2 5 0 5 - 6 2 9
LOD 6 . 0 1  4 1 2 . 8 7 6 . 607 9 • 407 4 . 0 2 1
SVD 4 . 0 50 1 . 2 7  1 2 . 6 2 1 2 . 2 1 4 1 . 536
Lvp 3.  407 1 . 9 6 4 2 . 3 9 0 1 . 8 7 9 3 - 1 0 7
SFD 1 . 4  06 2 . 0 2  1 2 .  664 7 . 3 7 1 6 * 6 7 9
1.- D 5 . 1 9 3 1 * 8 7  1 3 . 8 0 7 6 * 6 2 9 2 .  193

Var in T responses in each l/5th Qf 
700 trials



0 . 9 9 7 1 9 6 3 6  . 9 9 9 8 5 3 7 7  . 9 9 8 4 6 2 2 0  . 9 9 9 5 5 8 6 6  . 9 9 9 2 2 6 6 2
V . 9 9 9 7 9 5 8 0  . 9 9 9 7 9 5 8 0  . 9 9 9 9 8 0 2 3  . 9 9 9 8 5 3 7 7  . 9 9 8 9 5 2 5 1
F . 9 9 9 0 9 4 8 4  . 9 9 9 6 4 8 2 5  . 9 9 8 7 9 9 6 3  . 9 9 9 0 9 4 8 4  . 9 9 9 5 5 8 6 6

Av info S ;
i

0 . 9 9 6 6 8 9 8 1  . 9 9 9 9 0 1 1 9  . 9 9 7 6 6 0 5 9  . 9 9 8 7 9 9 6 3  . 9 6 6 8 4 6 6 4
V . 9 9 9 5 5 8 6 6  . 9 7 8 9 7 0 2 8  . 9 6 3 3 7 6 0 8  . 8 3 9 8 9 6 8 9  . 9 9 8 6 3 6 1 9
F . 9 1 6 0 1 3 8 1  . 8 9 7 1 7 4 6 5  . 8 2 3 8 6 6 0 9  . 9 9 8 0 8 2 5 2  . 9 7 8 9 7 0 2 8

Av info R

0 . 0 0 2 1 7 3 8 9  . 0 0 1 1 9 6 6 8  . 0 2 1 7 5 3 5 5  . 0 0 5 4 7 7 8 2  . 0 4 6 8 6 3 9 0
V . 1 2 8 0 0 2 7 5  . 0 0 6 7 1 9 2 8  . 0 2 1 6 1 8 3 6  . 0 0 1 8 3 0 0 6  . 0 3 9 5 9 6 3 4
F . 0 0 0 4 3 7 7 6  . 0 0 3 6 5 1 8 7  . 0 0 4 2 9 1 6 8  . 0 2 8 6 3 5 5 6  . 0 1 2 6 4 2 2 0

Av info TS

0 . 0 0 4 2 9 6 8 9  . 0 0 0 9 4 9 1 8  . 0 1 6 4 6 6 6 3  . 0 5 0 4 1 5 3 7  . 0 4 1 0 9 8 5 4
V . 1 1 3 6 2 5 8 4  . 0 0 2 0 1 4 9 5  . 0 1 7 6 1 2 8 8  . 0 0 8 6 8 3 9 9  . 0 3 1 5 9 5 7 0
F . 0 0 2 0 2 1 4 4  . 0 0 6 1 3 7 9 9  . 0 0 6 0 5 6 2 2  . 1 0 4 1 8 6 6 8  . 0 3 2 8 7 5 8 8

Av info TR

0 . 4 9 4 6 3 6 2 0  . 0 0 0 0 4 5 7 4  . 0 5 9 2 6 0 0 8  . 0 1 4 1 2 3 7 5  . 1 1 5 4 1 3 1 2
V .239  15328 . 0 0 0 1 9 3 9 9  . 1 8 2 0 9 5 4 0  . 0 1 0 9 6 0 6 2  . 2 1 2 3 3 1 6 1
F . 0 0 0 5 4 9 6 2  . 0 3 4 8 3 5 5 7  . 0 0 4 4 1 5 8 7  . 0 2 9 7 1 3 2 0  . 0 4 4 0 9 5 3 7

Av info TSR

0*.  0 3 3 7 0 7 9 3 - . 0 0 2 3 3 7 8 8 - . 0 2 2 9 1 6 7 3 - . 0 0 0 7 6 0 7  0 - * 0 2 0 8 6 0 1 9  
V *04269531  - . 0 0 5 4 2 1 5 4 - . 0 2 6 3 9  7 2 2 - . 0 0 2 6 1 0 8 4 - . 0 0 8 6 8 8 9 5  
-* * *0 0 3 8 6 2 4 6 - . 0 0 8 0 4 3 2  \ -  . 0 009  6 0 5 5  . 00451 7 4 3 - •  0 1 4 44 0 9 2

X d fg  measuring dependence TS

0 2 . 2 3 0 2 3 9 6  1 . 2 2 7 2 5 1 1  2 2 . 1 1 6 9 6 0  5 . 5 9 7 9 0 6 7  4 7 * 1 1 9 8 3 4
V 1 2 3 . 4 9 1 9 3  6 . 8 7 7 4 8 4 2  2 1 . 9 4 0 7 0 1  1 . 8 7 6 0 1 8 3  4 0 . 0 1 4 0 4 5
T * 449 20318  3 . 7 4 2 2 9 0 0  4 . 3 9 1 0 0 0 5  2 8 . 8 9 5 1 3 0  1 2 - 9 1 0 3 4 1

X2df3 measuring dependence TR...

0 4.4n»38892 * 9 7 3 0 8 6 7 0  1 6 . 8 0 5 4 8 7  5 0 . 7 3 7 4 4 3  4 1 . 0 3 8 5 9 9
V 1 10 . 3 9 2 1 7  2 . 0 6 5 2 8 2 0  1 7 . 7 3 0 0 3 8  8 . 9 8 3 7 3 5 7  3 1 * 9 9 4 9 6 5

2 *0 6 8 5 2 2 0  6 . 1 2 8 1 5 6 4  6 * 3 4 4 3 2 9 1  1 0 2 . 5 5 6 9 3  3 3 * 0 1 6 6 7 8

X2df^ measuring dependence SR



0 438.29718 .04692539 59*873578 14.444094 115.02711
\J 231.48753 .19901530 176-76102 1 1.171301 207.05631
F .56399 163 35.350325 4.5091589 30.253489 44.650184

X2df^ testing dependence T and R

0 14.928381 2.5001131 28.906146 2.6271919 24.933732
V 36.019509 6.0377360 21.099074 4-3205972 18.827643
F 4.0297767 7.5211090 2.3934383 9*7320161 15*540460

X2df]_ testing dependencies S and R

0 1.3430956 3.0476678 19.348094 2*0537007 *30707706
V .35944356 3.3509057 3*1985054 1*6851329 6.7245784
F 8.1543939 3.0790667 1-6407971 .52394347 10*460307

X2df3 testing 3-way dependence T S and R

0 .£3160769 5.5109 123 33.730023 7*0221305 .47070921 
V 1.8522731 17.336201 2*5180633 5*7771100 35*586053
F 6.408 1225 8.2521011 2*7930472. 1*7479091 9*0361907 

FH,735 testing stationarity latencies

0 .91890483' 
• 28 1 643421 

i F 5.7 181939
4.24539 16 23-492746 5-3234861 2.1321398 
9.1682947 1*7118125 4*7437016 18.069035 
S.1645821 3.2711045 1•0742134 20*128975 FH ,635 testing stationarity latencies ignoring first 100 trials

0 .22204969 2.0332126 4*1290721 1 .4689959 *5;^4089
V.S.761 1370 .59f>24032 2.7341786 1.5521 188 1-8654910
F 1.9044055 2. 1916492 ..77238007 2.W 4 8 7 18 200 trials

p t ,535 testing stationarity latencies ignoi >6

0 1*008 5409 
V 4.7323694 
F 1*8928831

1.5511880 1.0884970 3.1468705 1.2277558 
1.5565611 2.2102432 6.4162465 1.1018022 
3.0542789 1.4327344 1.3516899 8.0480699 FM-,65 testing stationarity errors

-35.44580 484.49695 127-61680 56*445837 40.091083
F h 5 72906 332* 71872 59.597813 18-797354 103-54776‘’2.99706 40.886953 19* 140375 16*756756 20-481939F4,65 testing stationarity responsesI



0 1 35 . 3 3 0 3 3  1 1 5 . 9 3 7 2 0  7 9 . 5 4 5 1 3 7  4 5 . 0 0 0 6 7 9  5 3 - 7 8 9 7 6 6  
V 3 1  * 869 3 28  9 6 . 2 1 1 9 5 9  4 7 - 8 6 0 0 1 9  5 9 . 1 4 7 6 4 2  8 3 . 6 1 2 8 5 6  
F 4 9 . 9 7 0 0 2 3  3 0 . 3 4 3 0 8 5  8 0 . 0 9 5 0 2 9  3 3 . 6 8 9 3 0 2  61-299814

X2dfg measuring first order dependence latencies

0 4 - 1 7 7 2 3 2 0  . 0 0 5 4 2 6 4 2  2 5 . 0 8 0 9 0 9  2 6 . 2 2 0 1 7 4  1 3 . 3 2 5 3 7 5  
V , 0 0 8 0 7 0 3 6  2 . 6 4 2 6 4 3 1  2 .  1148551  2 -  1 82 1 6 9 7  . 1 6 1 1 2 7 1 0  
F 1 9 . 5 9 0 0 8 9  2 4 . 4 1 4 9 8 6  2 * 8 9 5 6 6 2 3  . 0 5 6 8 9 6 0 2  44.284664

X2dfs6 measuring second order dependence latencies

0 9 . 7 3 0 5 9 2 1  8 * 6 9 3 9 0 4 0  . 7 1 0 4 0 8 8 2  4 - 5 1 3 4 4 1 7  1 . 3 2 4 2 1 9 1  
V N 3 1 2 8 3 1 2  1 5 . 7 9 0 5 1 2  2 . 9 8 1 6 5 0 6  3 - 2 3 2 2 8 4 3  . 1 7 8 4 2 4 5 1  
F 19 . 930 5 21  9 . 0 4 7 2 7 4 1  1 . 5 8  10288  3 - 7 7 0 1 1 3 8  1 * 9 5 1 6 5 0 5

X2dfj_ measuring first order dependence R sequences

0 . 2 4 4 8 2 3 1 7  . 0 9 2 8 5 2 7 0  . 2 0 6 9 5 0 8 5  5 - 3 5 3 9 3 2 9  . 5 8 5 5 7 2 6 0
V 5 . 0 3 0 5 3 2 0  . 7 7 1 7 2 5 4 6  2 . 3 1 1 2 2 3 7  2 * 9 9 9 9 8 3 2  1 . 5 1 4 7 4 1 7
F . 00675021  - 2 5 1 8 6 2 1 3  1 . 0 4 8 8 8 9 5  1 * 0 5 3 5 4 6 6  . 1 4 5 0 7 7 3 0

X2df2 measuring second order dependence R sequences

0 2 - 8 0 9 9 4 5 5  . 4 ( 2 - 4 2 7 6 3  2 - 3 8 3 2 6 4 5  5 . 8 5 3 9 6 9 0  . 0 9 3 4 2 5 8 5
V I . 7 56 5 2 0 2  - 3 3 0 1 2 8 7 8  3 * 3 5 0 9 8 0 4  . 0 9 1 4 9 0 8 4  1 . 0 8 2 6 5 2 2
F 3.55138(38 4 . 3 8 2 3 1 9 4  3 . 3 7 3 5 3 6 1  6 - 4 2 7 4 6 6 7  . 0 7 8 5 1 7 4 1

X2df-, measuring first order dependence error sequences
\

1 .
0 1 0 . 9 3 8 9 5 6  2 . 0 2 1 6 4 3 2  3 0 . 1 4 7 8 6 1  4 5 . 5 1 1 3 0 5  3 0 . 3 6 1 9 7 1

t V 1 1 . 6 3 3 5 6 7  1 5 0 . 4 5 5 4 9  1 7 . 4 7 7 5 1 7  4 8 . 8 1 7 1 9 8  1 8 * 4 7 2 6 8 9
0 1 * 1 9 52 4 8  5 5 * 0 4 8 7 8 4  1 8 - 6 2 3 8 4 6  1 3 * 5 1 0 5 0 9  8 1 * 9 5 9 5 6 31 Xzdf2 measuring second order dependence error sequences

jo 4 1 . 2 8 7 3 6 4  4 2 . 2 1 6 9 7 4  3 5 * 9 2 7 0 2 3  5 2 . 2 2 3 4 3 6  3 3 . 2 9 8 6 7 8
j V 3 8 . 2 5 6 5 3 8  8 6 * 8 5 6 9 2 5  3 8 . 2 9 5 6 4 5  3 9 . 3 4 6 3 1 2  2 6 * 9 7 2 4 1 1
jF 73* 507 622  42 0 6 4 5 4 2  4 3 . 0 4 6 8 5 3  3 7 .  127259  3 6 * 4 2 1 3 2 0
' X2dfg measuring first order dependence SR sequences

0̂-9 500.323 4-4592•0622-32400.348-13970.039-13147*524 
^ 1 401 3. 590-582 1 . 3248-24623. 575-22302. 360- 10992*8 1 1 
F’U1 £5.99 5- 10368.622- 17226.287-17716* 161-17643*968 1 X2dfg0 measuring second order dependence SR sequences



•2357 Y4Z9 ; 3 . 7 0 0 0 0 0 0  9 . 1 9 2 8 5 7 1  5 . 1 2 8 5 7 1 4  1 . 2 3 5 7 1 4 3
1*2642857 2 . 0 2 1 4 2 8 6  5 .  5500(100 5* 51 4 28 5 7  2 - 9 6 4 2 8 5 7  
4*892857 1 6 . 8 9 2 8 5 7  1 . 8 7 8 5 7 1 4 3  6 . 3 9 2 8 5 7 1  1 0 . 1 0 7 1 4 3

1.557 1429 4 . 8 7 8 5 7 1 4  3 - 7 6 4 2 8 5 7  1 1 . 8 7 8 5 7 1  4 . 4 4 2 8 5 7 1
10.25000(1 4 - 9 1 4 2 8 5 7  5 . 1 9 2 8 5 7 1  1 2 . 5 8 5 7 1 4  2 - 4 8 5 7 1 4 3
5.5928571  4 - 2 3 5 7 1  4 3  3 . 5 9 2 8 5 7 1  3 . 7 3 5 7 1 4 3  1 2 . 1 4 2 8 5 7

Var total errors in each 
140 trials ,

Var total responses in each 
140 trials



A P P E N D I X  C

Estimate of Signal detection parameters for the models fitted in 
experiments 2, 3 and 4 (for an explanation, see p 137-143).

Session codes for Experiments 2 and 3
EXP 2 EXP 3

Session Cond. Session Cond
1 0.75 R 1 S0E
2 0.5 RB 2 L0E
3 F.75 R 3 SVE
4 0.5 R 4 LVE
5 F.5 R 5 SFE

1 6 F.5 RB Subj 1 6 LFE
7 0.25 R 7 SOM
8 F.25 R 8 L0M
9 0.75 D 9 SVM

10 0.5 DB 10 LVM
11 F.75 D 11 SIM
12 0.5 D 12 LFM
13 F.5 D 13 SOD
14 F.5 DB 14 L0D
15 0.25 D 15 SVD
16 F.25 D 16 LVD

17 SFD
18 LFD

Later sessions are reflections of the above for subjects 2 to 4.

O ' It-



E X P E R I M E N T  N O  2

E STIMATION l LUCES CHOICE MODEL
2  8  

STATE ON OVERALL S l R i  S1R2 S2 R1  S2R2 OVERALL S1R1 S I R 2  S2R1 S2R2
l a s t  t r i a l
SESSION

1 . 8 9 3 . 8 8 4 . 9 3 8 . 7 7 5 . 9 6 2 2 . 1 0 4 . 2 9 . 9 6 9 1 . 7 2 . 8 0 8
2 1 . 0 1 1 . 2 0 . 9 2 8 . 8 9 3 . 9 7 5 1 . 1 1 2 . 8 7 , 4 5 6 2 . 1 8 . 5 1 3
3 . 9 1 7 1 . 0 7 . 7 9 9 . 7 3 4 1 . 3 5 2 . 5 6 1 8 . 8 . 8 6 6 , 9 3 7 . 3 6 9
4 . 8 4 4 . 8 1 0 . 8 6 6 . 8 8 7 . 9 1 0 1 . 6 7 2 . 3 1 , 8 6 6 2 . 0 6 1 . 3 5
■5 1 . 0 3 1 . 1 5 1 . 0 6 . 9 4 5 . 9 1 2 1 . 4 3 1 . 5 2 , 9 9 6 1 . 9 8 1 . 2 4
6 . 8 6 6 . 4 8 9 1 . 0 9 . 9 2 2 . 8 1 6 2 . 1 9 1 0 . 6 5 , 0 0 1 . 6 0 . 4 3 9
7 , 981 1 . 0 4 . 8 8 3 1 . 0 3 . 8 5 4 .4 1 0 1 . 7 4 . 2 2 1 2 . 2 3 . 1 4 4
8 . 8 6 3 1 . 1 3 . 7 4 0 , 8 9 7 . 6 9 0 . 4 1 0 4 , 5 4 2 . 8 4 , 3 4 5 . 1 0 4
9 . 7 8 5 • 664 . 8 1 3 . 7 5 2 . 8 5 1 2 . 2 9 3 . 2 8 . 9 4 1 3 . 9 9 1 . 0 3

1 0 . 5 6 1 . 5 1 1 . 6 2 0 , 5 5 2 . 5 2 2 . 6 8 9 , 3 3 0 1 , 0 0 , 5 7 6 . 9 3 8
11 . 441 . 396 . 3 7 7 . 5 6 0 . 1 7 5 2 . 6 2 4 . 4 6 1 . 6 6 1 . 5 1 . 4 0 8
1 2 . 3 8 2 . 3 6 0 . 2 9 5 , 4 0 7 , 3 3 1 . 7 2 3 , 9 5 5 . 2 2 6 2 . 6 9 . 5 8 5
13 . 8 0 4 . 7 5 4 . 9 8 4 , 8 2 7 1 . 0 5 1 . 4 7 3 . 2 6 1 . 7 8 , 8 4 4 . 9 9 9
14 . 6 7 9 , 6 2 6 . 7 0 3 , 9 1 4 . 5 6 7 , 7 1 3 1 , 1 8 , 6 0 6 1 , 0 6 . 4 1 1
I S . 6 9 2 . 5 9 4 . 5 4 1 . 8 2 9 . 5 6 7 . 3 5 8 . 6 9 3 . 1 3 5 1 . 5 4 . 2 4 2
16 , 7 6 8 . 0 0 0 . 9 2 1 . 7 2 1 . 8 3 3 . 5 2 9 . 0 0 0 . 5 3 3 1 . 3 0 . 1 5 6
17 . 4 7 1 . 4 1 6 . 6 5 3 , 5 0 9 . 4 0 0 1 . 1 3 1 . 4 8 , 8 6 1 . 7 0 2 . 9 3 8
18 , 2 2 6 . 1 6 7 . 2 8 9 . 2 8 0 . 2 2 5 , 8 4 9 1 . 7 0 . 5 3 3 , 7 1 5 . 5 3 9
19 . 1 2 7 . 1 0 4 . 1 5 1 . 1 4 7 . 1 3 2 2 . 2 8 3 . 0 4 1 . 6 6 3 . 3 9 . 9 8 1
2 0 . 6 0 5 . 5 7 6 . 8 8 6 . 8 2 8 . 3 8 7 . 6 7 2 . 7 5 5 . 5 9 9 , 6 9 5 . 6 3 2
2 1 . 2 6 4 . 2 2 9 . 2 6 4 , 2 4 2 . 2 7 8 . 9 2 9 1 . 3 2 , 8 4 3 1 . 4 5 . 5 9 8
2 2 . 1 8 9 . 1 5 1 . 1 9 4 . 1 9 3 . 2 2 0 . 8 1 0 . 9 8 1 1 , 5 5 . 6 0 8 . 6 4 4
23 . 1 4  9 . 1 5 1 . 1 2 2 . 3 6 1 . 1 2 5 . 6 5 7 . 8 2 0 . 9 8 0 1 . 0 8 . 5 4 6
24 . 1 1 3 . 0 9 6 . 1 5 8 , 0 7 3 . 1 1 4 . 8 0 2 1 . 2 2 1 . 5 8 1 . 0 2 . 6 6 3
25 . 2 8 5 . 2 3 5 . 3 8 8 . 2 2 9 . 3 1 8 1 . 0 8 . 8 7 8 . 7 3 7 1 . 1 9 2 . 5 4
26 1 , 01 . 1 . 0 7 1 . 0 3 , 8 2 6 1 . 0 6 . 8 6 9 . 9 3 1 . 7 2 3 , 8 0 7 1 . 0 4
27 . 330 . 3 2 0 . 3 1 8 . 3 2 4 . 3 3 9 1 . 7 4 1 . 8 0 2 , 3 6 . 3 8 1 1 . 8 6

28 . 6 1 2 . 5 5 2 . 5 0 7 . 7 7 8 . 6 5 1 1 . 0 9 1 . 0 2 1 . 1 2 1 . 2 5 1 , 0 5
29 . 5 2 5 . 4 9 1 . 4 3 2 . 5 6 6 . 5 7 9 . 9 3 7 , 9 5 6 1 . 4 5 . 7 7 6 . 8 1 3
30 , 4 6 9 . 4 6 2 . 3 7 5 , 4 2 4 , 5 4 6 . 8 9 5 , 6 6 1 1 . 0 5 . 9 8 2 . 9 9 0
31 . 5 3 8 . 5 0 6 . 4 3 5 , 4 6 4 . 5 9 7 . 6 4 1 . 4 6 9 . 5 3 1 . 9 2 8 . 6 2 2
3? . 3 0 3 . 3 0 8 . 3 5 6 , 2 8 5 . 2 9 2 . 7 8 4 , 6 7 7 . 9 7 8 . 9 6 8 . 7 7 6
33 . 1 1 7 . n-90 . 1 7 6 . 3 4 3 . 1 5 8 1 . 2 2 1 . 3 2 . 4 7 4 5 . 8 3 1 . 1 5
34 . 2 2 4 . 1 5 0 . 4 9 0 , 3 2 0 . 2 1 1 1 , 0 7 1 . 5 2 . 7 5 2 1 . 4 4 . 8 7 1
35 , 1 5 r . 1 4 1 . 0 0 0 . 1 1 1 . 1 7 9 5 . 2 6 6 . 0 4 . 0 0 0 6 . 0 0 3 , 0 5
36 . 2 8 5 . 1 3 2 . 9 2 1 . 4 2 0 . 3 0 2 2 . 2 5 3 . 7 2 1 . 6 9 3 , 0 3 1 . 5 7
37 . 1 6 2 . 067 . 2 1 4 . 1 7 6 . 2 3 8 1 . 03 2 . 1 7 . 8 1 3 1 . 2 3 . 7 6 3
38 . 1 6 0 . 1 0 5 . 1 0 1 . 1 4 7 . 2 1 6 1 . 6 7 2 , 6 7 2 . 2 1 2 . 7 2 1 , 0 4
39 . 2 1 0 . 1 8 9 . 2 8 0 . 1 7 4 . 188 1 . 2 1 1 . 6 0 1 . 1 2 4 , 0 1 . 8 3 6
40 , 2 7 0 . 1 4 2 . 2 4 6 , 5 5 0 . 2 1 5 . 7 6 8 2 . 0 6 . 2 4 6 2 , 4 2 . 4 6 3
41 . 2 0 0 . 2 2 3 . 0 0 0 . 2 6 4 . 1 3 4 1 . 8 5 2 . 2 2 . 0 0 0 4 . 7 4 .9 9 7
42 . 1 9 4 . 2 1 1 . 2 2 4 . 1 1 8 . 1 7 3 1 . 1 9 1 . 4 8 1 . 3 4 1 , 2 6 . 8 6 0

43 . 1 9 0 . 1 7 2 . 1 2 0 , 3 8 7 . 2 2 1 1 . 1 8 1 . 1 3 . 9 8 0 . 7 7 5 1 . 5 1

44 . 2 4 1 . 1 9 9 . 3 8 0 . 3 1 3 . 2 0 4 1 . 2 0 1 . 8 0 , 6 5 7 1 . 6 6 . 8 5 4

45 . 2 6 3 . 2 1 9 . 3 8 5 . 3 * 2 . 2 4 9 1 . 3 7 1 . 4 7 1 . 4 3 1 . 8 1 1 . 0 7

46 . 2 0 2 . 2 4 0 . 0 9 8 . 1 5 7 . 1 8 8 1 . 0 4 1 . 2 0 . 3 2 8 1 . 0 6 1 . 0 4

47 . 2 8 5 . 2 5 3 . 3 1 2 . 2 7 5 . 2 9 9 1 . 1 4 . 8 8 6 . 9 3 5 1 . 7 9 1 . 0 8

48 , 3 0 8 . 1 8 6 . 3 2 2 . 3 6 3 . 3 3 3 . 4 3 6 . 4 6 5 . 3 2 2 . 4 7 2 «448

49 . 1 4 4 . 1 3 7 . 1 5 6 , 0 0 0 . 1 4 9 . 6 0 2 . 5 9 2 , 4 4 3 . 0 0 0 . 6 4 1

50 , 0 7 4 , 0 7 2 . 0 0 0 . 0 0 0 . 0 7 6 2 . 0 1 1 . 7 3 , 0 0 0 , 0 0 0 1 . 9 7

51 . 1 3 1 . 1 2 1 . 1 6 3 . 1 0 9 . 1 6 2 1 . 7 4 1 . 7 9 1 . 3 6 2 . 6 2 1 . 6 1

52 , 2 0 0 . 1 4 1 . 3 2 1 . 2 3 9 . 2 2 5 1 , 4 6 1 . 4 9 , 3 7 4 3 , 3 5 1 . 4 0

53 . 1 6 2 . 1 1 6 . 1 0 8 . 1 9 8 . 2 1 4 1 . 4 9 1 . 6 9 1 . 7 3 1 . 3 1 1 . 3 8

54 . 1 0 4 . 1 0 1 . 0 7 7 . 0 0 0 . 1 1 0 1 . 2 8 1 . 5 1 1 . 0 8 , 0 0 0 , 9 8 6
5 5 , 0  9.0 . 1 1 9 . 0 0 0 . 1 1 2 . 0 7 7 1 . 6 7 1 . 7 5 , 0 0 0 2 . 2 4 1 . 5 2

56 . 2 1 9 . 1 9 8 . 1 8 3 , 2 5 5 . 2 0 7 , 7 4 2 1 . 3 8 . 9 1 3 , 7 2 9 . 6 1 3

57 . 1 1 8 . 1 2 6 . 1 0 5 , 0 0 0 . 1 0 6 . 7 8 3 . 9 0 0 . 5 0 1 . 0 0 0 . 6 3 0

58 , 1 0 6 . 1 0 4 . 0 6 5 . 0 5 7 . 1 1 8 1 . 0 8 1 . 2 6 . 9 0 7 1 . 2 5 . 9 1 8

59 . 1 3 2 . 1 1 2 . 1 4 3 . 1 9 5 . 1 6 7 1 . 6 3 1 . 6 8 . 7 7 5 1 . 0 2 2 . 0 0

60 . 0 9 5 . 0 8 6 . 0 0 0 . 1 0 8 . 1 0 0 3 . 2 3 3 . 2 9 , 0 0 0 3 , 8 9 2 . 8 7

61 , 1 2 6 . 1 0 6 . 3 0 2 . 0 8 9 . 1 2 3 . 9 6  7 . 9 2 9 1 . 3 6 1 . 0 2 . 8 5 7

62 , 1 3 6 . 1 1 0 . 3 0 2 . 0 7 2 . 1 6 7 1 . 5 3 1 . 6 0 1 , 6 6 2 , 4 3 1 . 3 2

63 . 1 7 7 . 2 1 7 . 0 0 0 . , 0 0 0 . 1 9 7 1 . 5 9 1 . 4 3 . 0 0 0 . 0 0 0 1 . 3 6

64 . 2 1 4 . 1 0 9 . 1 3 6 , 1 2 7 . 2 6 5 . 8 3 9 1 . 0 0 . 5 4 4 1 . 9 0 . 7 6 2

65 . 2 6 8 . 3 2 1 . 1 4 4 , 3 0 2 . 144 1 . 5 1 1 . 9 0 , 577 1 . 5 1 , 894

6 6 . 6 3 9 . 6 6 6 . 5 7 0 . 6 5 9 . 5 8 8 1 . 5 9 1 . 4 5 2 . 6 0 1 . 6 9 1 , 3 2

67 . 3 3 1 . 3 2 2 . 3 7 4 , 3 9 2 . 2 8 6 2 . 7 5 2 . 7 6 4 , 0 2 2 . 8 9 2 . 0 6

6 8 . 3 0 5 . 2 6 4 . 2 7 4 . 5 7 9 . 2 3 2 2 . 3 7 2 . 2 9 1 . 3 0 3 , 0 4 2 , 2 5

69 , 3 0 8 . 3 1 1 . 3 8 8 . 3 0 6 . 2 9 7 2 . 1 1 2 . 2 2 1 . 8 4 2 . 5 3 1 * 7 4

70
71

. 2 0 4

. 1 8 7
. 2 1 4
. 1 6 2

. 2 5 8

. 1 7 1
. 2 3 6
. 0 0 0

. 1 6 7

. 1 5 5
1 . 3 6
1 . 3 8

1 . 5 5
2 . 3 7

. 816  
• 343

2 , 3 0
. 0 0 0

1 , 1 4
. 8 3 8

72
7 *

. 3 1 1

. 4 3 3
. 3 3 3
. 4 0 3

. 3 7 5

. 3 7 4
. 2 6 1
. 4 2 2

. 2 8 8

. 6 0 0
. 5 3 2
1 . 4 3

, 7 0 4
1 . 3 5

. 667 

. 9 6 3
1 . 0 4
1 . 9 0

* 4 1 2
1 . 9 6

74
75
76
77

, 5 2 6
. 2 6 0
. 2 1 9
. 4 9 1

. 4 9 6

. 2 8 7  

. 2 3 6  

. 465

. 5 5 1

. 1 9 9

. 2 1 5

. 5 6 4

. 5 7 4

. 2 3 1

. 3 0 2

. 5 4 5

. 5 0 4

. 1 7 3

. 1 7 6

. 4 5 3

1 . 2 8
2 . 0 8

1 . 6 0
1 . 1 8

1 . 3 1
2 . 2 8
1 . 5 6
1 . 0 1

. 813  
1 . 7 9  
1 . 2 2  
1 . 2 0

1 . 3 4
2 . 1 7
2 . 1 7  
1 . 6 1

1 . 5 3  
1 . 2 5  
1 . 5 2  
1 . 1 5

78
79
80

. 3 6 8

. 4 2 5
, 2 0 1

. 4 5 3

. 3 1 9

. 2 1 7

. 3 5 5

. 5 9 1

. 1 7 5

, 3 5 6
, 4 6 6
. 3 9 8

. 2 6 1

. 4 3 4

. 1 7 5

1 . 3 7
1 . 0 1
, 5 8 6

1 . 2 2
1 . 5 9
, 5 6 4

2 , 3 7
, 7 0 9
, 7 6 0

2 , 2 3
1 . 0 9
.7 3 0

1 . 0 2  
, 8 6 8  
, 5 4 2

FOR F I RS T PARAMETER OVERALL FRIEDMAN 7 . 4 9  . . . cnMan  7 67
STIM FRIEDMAN 1 .1 7 RE SP  FRIEDMAN 3 . 2 6 C 0 R  WR FRIED



EXPERIMENT NO- ' 2
ESTIMATION 2TANNER SWETS GREEN MODEL

DPRIME b
s t a t e  ON OVERALL S l R l  S l R 2  S2R1 S2R2 OVERALL S1R1 S1R2 S2R1 S2R2 
LAST TRI AL  
SESSION

1 . 1 5 6 . 1 5 4 . 0 8 0 , 3 2 0 . 0 4 8 . 1 0 6 . 1 2 5 . 0 3 9 . 2 0 2 . 0 2 2
2 - . 0 0 7 - . 2 3 1 . 0 9 3 . 1 4 2 . 0 3 2 - . 0 0 4 - . 1 7 1 . 0 2 9 . 0 9 7 . 0 1 1
3 . 1 0 9 - . 0 7 9 . 2 8 0 . 3 8 7 - - . 3 7 9 . 0 7 9 - . 0 7 3 . 1 3 0 . 1 8 7 - . 1 0 3
4 . 2 1 2 . 2 6 4 . 1 8 0 , 1 5 0 . 1 1 8 . 1 3 3 . 1 8 4 . 0 8 4 . 1 0 1 . 0 6 8
5 - . 0 3 2 - . 1 8 0 - . 0 6 9 . 0 7 1 . 1 1 5 - . 0 1 9 - . 1 0 9 - , 0 3 4 . 0 4 7 . 0 6 4
6 . 1 8 0 . 8 7 3 - . 1 0 4 . 1 0 1 . 2 5 5 . 1 2 3 . 7 9 1 - . 086 . 0 6 2 . 0 7 6
7 . 0 2 3 - . 0 5 3 . 1 5 6 - - . 0 4 3 . 1 9 7 . 0 0 7 - . 0 3 3 . 0 2 8 - . 0 2 9 . 0 2 5
6 . 1 8 4 - . 1 5 7 . 3 7 6 . 1 3 6 . 4 6 2 . 0 5 4 - . 1 2 9 . 2 7 7 . 0 3 5 . 0 4 5
9 . 3 0 4 . 5 1 0 . 2 5 9 . 3 5 6 . 2 0 2 . 2 1 1 . 3 8 9 . 1 2 6 , 2 8 4 . 1 0 2

1 0 . 7 2 1 .8 3 0 . 5 9 6 . 7 3 9 . 8 0 8 . 2 9 6 . 2 1 4 . 2 9 9 . 2 7 4 . 3 9 2
1 1 1 . 0 1 1 . 1 3 1 . 2 0 . 7 2 2 2 . 0 6 . 7 1 7 , 9 0 0 , 7 3 5 . 4 3 2 . 6 9 6
1 2 1 . 1 9 1 . 2 6 1 . 4 6 1 . 1 0 1 . 3 5 . 5 0 7 . 6 1 6 , 3 1 4 , 7 8 5 . 5 2 1
13 . 1 5 4 . 3 5 3 . 0 2 0 . 2 3 7 - . 0 6 3 . 0 9 2 . 2 6 9 , 0 1 3 . 1 0 9 - . 0 3 1
1 4 , 4 8 4 . 5 8 5 . 4 4 1 . 1 1 2 . 7 0 5 , 2 0 2 . 3 1 6 , 1 6 7 . 0 5 8 . 2 1 0
1 5 , 4 5 9 . 6 4 9 . 7 5 7 , 2 3 6 . 7 0 2 . 1 2 2 . 2 6 8 . 0 9 6 , 1 4 3 . 1 4 2
1 6 , 3 3 0 . 0 0 0 . 1 0 4 . 4 1 0 . 2 2 8 . 1 1 4 . 0 0 0 , 0 3 6 . 2 3 1 . 0 3 1
17 . 9 3 4 1 . 0 8 . 5 3 2 , 8 4 0 1 . 1 3 . 4 9 3 . 6 3 9 . 2 4 7 , 3 5 0 . 5 5 0
1 8 1 . 8 0 2 . 1 2 1 . 5 1 1 . 5 5 1 . 8 0 . 8 4 0 1 . 2 7 . 5 5 8 . 6 6 7 . 6 8 1
19 2 . 4 0 2 . 5 8 2 . 2 3 2 . 2 1 2 . 3 9 1 . 5 3 1 . 7 3 1 . 3 1 1 . 5 6 1 . 1 9
2  0 . 6 2 7 . 6 8 8 . 1 5 2 . 2 3 7 1 . 1 7 , 2 5 4 . 2 9 8 , 0 5 7 .0 9 7 . 4 6 5
2 1 1 . 6 2 1 . 7 8 1 . 6 2 1 . 7 2 1 . 5 5 . 7 8 5 . 9 8 9 . 7 5 4 . 9 8 8 . 6 1 2
2 2 2 , 0 0 2 . 2 4 1 . 9 6 1 . 9 6 1 . 8 2 , 9 2 0 1 , 1 1 1 . 1 4 . 7 9 8 . 7 5 4
23 2 . 2 5 2 . 2 4 2 . 4 6 1 . 2 5 2 . 4 3 . 9 5 9 1 . 0 4 1 . 2 2 . 6 4 9 . 9 7 1
24 2 . 5 4 2 . 7 1 2 . 1 8 2 . 9 8 2 . 5 3 1 . 1 8 1 . 4 4 1 . 2 7 1 . 5 0 1 , 1 0

25 1 . 5 3 1 . 7 5 1 . 1 7 1 . 7 8 1 . 3 9 . 7 9 2 . 8 3 1 . 5 0 4 . 9 5 3 . 9 6 4
26 - . 0 1 7 - . 0 9 0 - . 0 3 8 , 2 4 0 - . 0 7 6 - . 0 0 8 - , 0 4 3 - • 016 . 1 0 7 - . 0 3 9
27 1 . 3 6 1 . 3 9 1 . 3 9 1 . 3 8 1 . 3 2 . 8 4 0 , 8 6 9 . 9 4 7 . 6 5 2 . 6 3 9
28 . 6 1 3 . 7 4 1 . 8 4 5 . 3 1 5 . 5 3 7 . 3 1 9 , 3 7 3 . 4 4 4 . 1 7 5 . 2 7 5
29 . 8 0 2 . 8 8 4 1 . 0 4 , 7 0 9 . 6 8 1 . 3 8 9 . 4 3 3 . 6 0 7 . 3 1 1 . 3 0 7
30 , 9 4 1 . 9 5 7 1 . 2 1 1 . 0 6 . 7 5 4 . 4 4 6 , 3 8 7 . 6 1 9 . 5 2 6 . 3 7 5
31 . 7 7 1 . 8 4 6 1 . 0 3 , 9 5 3 . 6 4 3 . 3 0 5 . 2 7 7 . 3 6 8 .4 6 0 . 2 4 9
32 1 . 4 6 1 . 4 4 1 . 2 7 1 . 5 3 1 . 5 0 . 6 5 4 , 6 0 0 . 6 3 0 . 7 5 6 . 6 7 0
33 2 . 5 1 2 . 7 7 2 . 0 6 1 . 2 9 2 . 1 9 1 . 3 3 1 . 5 0 .7 5 0 1 . 0 7 1 . 1 5
34 1 . 8 1 2 . 2 4 . 8 8 5 1 . 3 9 1 . 8 8 . 9 3 0 1 . 2 9 . 3 8 3 . 8 0 7 . 8 8 8

35 2 . 1 7 2 . 2 1 . 0 0 0 2 . 4 4 2 . 0 2 1 . 6 7 1 . 7 5 . 0 0 0 1 , 8 9 1 . 4 1
36 1 . 5 2 2 , 3 2 . 1 0 3 1 . 0 6 1 . 4 6 1 . 0 1 1 . 6 6 . 0 6 5 . 7 8 4 . 8 7 1
37 2 . 1 6 3 . 0 3 1 . 8 6 2 .  07 1 . 7 4 1 . 1 0 1 . 8 4 . 8 5 4 1 . 1 2 . 7 7 5
3 8 2 . 1 7 2 , 5 8 2 . 6 4 2 . 2 3 1 . 8 5 1 . 2 8 1 . 6 8 1 . 6 4 1 . 5 0 . 9 4 0
39 1 . 8 8 1 . 9 9 1 . 5 5 2 .  03 2 . 0 0 1 . 0 1 1 . 1 7 . 8 1 4 1 . 5 1 . 9 3 4
4 0 1 , 5 9 2 . 2 8 1 . 6 6 , 7 4 1 1 .  84 . 7 1 0 1 . 4 3 . 3 9 5 . 5 1 9 . 6 4 7
4 1 1 . 9 2 1 . 8 0 . 0 0 0 1 . 5 8 2 . 3 7 1 . 1 9 1 . 1 7 . 0 0 0 1 . 2 5 1 . 1 8
4 2 1 . 9 7 1 . 8 7 1 . 8 1 2 . 5 0 2 . 0 9 1 . 0 5 1 . 0 8 1 . 0 1 1 . 3 4 .9 6 8
43 1 . 9 9 2 . 1 0 2 . 4 8 1 . 1 7 1 . 8 2 1 . 0 6 1 . 1 0 1 . 2 3 . 5 1 8 1 . 0 5
44 1 . 7 2 1 . 9 3 1 . 1 9 1 . 4 2 1 . 9 1 . 9 2 7 1 . 1 8 . 4 8 4 . 8 6 1 .8 9 7
45 1 . 6 3 1 . 8 3 1 . 1 8 1 . 1 3 1 . 6 9 . 9 1 7 1 . 0 5 . 6 8 3 .7 4 7 . 8 6 5
46 1 , 9 3 1 . 7 3 2 . 6 3 2 . 2 0 2 . 0 1 . 9 7 6 , 9 2 8 , 8 6 9 1 . 1 2 1 . 0 2

47
4 f i

49
5n
51
5?
53
54
55
56
57 
5 5  

59
6  4  

61 
6 ?

63
64
65
66
67
68
69
70
71 
7? 
73
7 A
75
76
77
7 8

79

f

1 . 5 3
1 . 4 3  
2 . 2 8  
2 . 9 4
2 . 3 8
1 . 9 3  
2 . 1 6
2 . 6 3  
2 . 7 6
1 . 8 3  
2 . 5 0  
2,61
2 . 3 8  
2 . 6 6
2 . 4 3
2 . 3 4  
2 . 0 6  
1.86 
1 . 6 0  
. 5 5 8
1 . 3 4
1 . 4 4  
1 . 4 3
1 . 9 3  
2.01 
1 . 4 2  
1 . 0 4  
. 8 0 0
1 . 6 3
1 . 8 3  
. 8 8 3  
1 . 2 3  
1 . 0 6

1 . 6 7
2 . 0 0
2 . 3 3
2 . 9 7
2 . 4 6
2 . 3 1
2 . 5 1  
2 . 6 6  
2 . 4 8  
1 . 9 4  
2 . 4 3  
2 . 6 3  
2 . 5 4  
2 . 7 6  
2 . 6 1  
2 . 5 6  
1 . 8 4  
2 . 5 9
1 . 3 9  
. 5 0 7  
1 . 3 7  
1 . 6 1  
1 . 4 2  
1 . 8 6  

2 . 1 4  
1 . 3 5  
1 . 1 2  

. 8 7 1
1 . 5 1  
1 . 7 5  
. 9 5 0  
. 9 8 0
1 . 4 0

1 . 4 3
1 . 3 7  
2 . 1 8  
. O Q O  

2 . 1 5
1 . 3 8  
2 . 5 8  
2 . 9 3  
. 0 0 0  

2 . 0 4  
2 . 6 0  
3 . 0 9  
2 . 2 9  
. 0 0 0
1 . 4 6
1 . 4 6  
. 0 0 0  
2 . 3 4  
2 . 2 8  
. 6 9 9

> 20  
158 
.17 
.65 
.07  
,21 
,21

. 7 4 3
1 . 9 3
1 . 8 5
. 7 1 4
1 . 2 6
. 6 5 5

1 . 5 7  
1 . 2 4  
. 0 0 0  
,000 
2 . 5 4  
1 . 7 0  
1 . 9 4  
,  0 0 0  . 

2 . 5 3  
1 . 6 6  

. 0 0 0  
3 . 2 1
1 . 9 6  
2 . 5 1  
2 . 7 9
2 . 9 6  
. 0 0 0  

2 . 4 1  
1 . 4 6  
, 5 2 1  
1 . 1 5  
, 6 7 9  
1 . 4 3  
1 . 7 3  
, 0 0 0  
1 . 6 3  
1 . 0 7  
, 6 9 1  
1 . 7 6  
1 . 4 5  
, 7 5 5  
1 . 2 6  
. 9 4 8

1 . 4 8  
1 . 3 4  
2 . 2 5
2 . 9 2  
2 . 1 6  
1 . 8 0  
1 . 8 5  
2 , 5 8
2 . 9 3  
1 , 8 9  
2 . 6 0
2 . 5 0  
2.12 
2 , 6 2  
2 . 4 5
2 . 1 3  
1 . 9 5  
1 . 6 1  
2 . 2 9  
. 6 6 2  
1 . 5 2  
1 . 7 5
1 . 4 8
2 . 1 3  
2 . 2 1

1 . 5 1  
. 6 3 6  
, 8 5 1  
2 . 0 9  
2 . 0 7  
. 9 8 1  
1 . 6 3  
1 . 0 3

. 8 0 8

. 4 6 9

. 9 4 0
1 . 7 6
1 . 4 1  
1.11 
1 . 2 3
1 . 4 1  
1 . 5 9  
. 8 0 9  
1 . 1 5
1 . 3 4  
1 . 3 8  
1 . 8 0  
1.20
1 . 3 4  
1 . 2 1  

. 8 6 6  

. 9 3 5  

. 3 4 1  
, 9 5 3  
. 9 7 7  
. 9 4 1
1 . 0 7  
1 . 1 2  

. 5 2 2  

. 6 0 3  

. 4 4 7  
1 . 0 5
1 . 0 8  
. 4 7 5  
. 7 0 1  
. 5 3 3

, 7 9 3
, 7 1 6
, 9 5 9
1 , 7 1
1 . 4 7  
1 . 3 1
1 . 4 7  
1 . 5 0
1 . 4 6
1 . 0 9  
1 . 1 7  
1 . 4 1
1 . 4 8  
1 . 8 6  

1 . 2 7
1 . 4 7  
1 . 0 5  
1 , 3 0  
. 8 8 2  
, 3 0 0  
. 9 7 4  
1 . 0 7  
, 9 4 7
1 . 0 9  
1 . 4 0  
. 5 7 1  
, 6 3 8  
. 4 9 1  
1 . 0 1  

1 , 0 3  
. 4 7 7  
, 5 3 5  
, 8 3 9

. 6 9 3

. 3 7 0

. 7 8 0

. 0 0 0

1 . 2 0

, 4 1 0
1 . 5 1
1 . 5 0  
. 0 0 0  

, 9 8 3  
1 . 0 2

1 . 5 1  
1 . 0 5  
. 0 0 0  

. 8 2 7  
, 8 8 7  
. 0 0 0  

. 9 2 8  

. 9 2 3  

. 5 0 0  

. 9 3 3  

. 8 7 4  

. 7 4 0  

. 7 5 5  

. 6 4 1  
, 4 9 5  
. 5 9 6  
, 3 3 5  
1 . 1 8  
, 9 9 7  
. 3 8 8  
. 8 6 4  
. 2 7 4

. 9 7 1

. 4 1 9

. 0 0 0

, 0 0 0

1 . 6 6

1 . 2 4
1 . 0 7
, 0 0 0

1 . 5 9
. 7 2 2
. 0 0 0

1 . 7 0
. 9 9 0
1 . 7 9
1 . 4 0
1 . 8 5
. 0 0 0

1 . 4 6
. 8 5 9
, 3 2 6
. 8 3 1
. 5 0 7
. 9 9 0
1 . 1 3  
. 0 0 0  

. 8 3 1  
, 6 8 5  
, 3 9 4
1 . 1 3  
, 9 6 0  
, 4 6 2  
, 8 4 7  
. 4 9 2

. 7 6 3

. 4 4 3

. 9 5 0
1 , 7 4
1 . 2 6
1 . 0 2

1 . 0 4  
1 . 2 8  
1 . 6 4  
, 7 6 8  
1 . 1 1  

1,22 
1 . 3 2  
1 , 7 3  
1 . 1 6  
1 . 1 7
1 . 0 9  
. 7 1 7
1 . 1 0  

. 3 7 5  

. 9 8 5  
1 , 1 5  
. 9 1 1  
1 . 1 2

1 . 0 4  
. 4 8 2  
. 4 1 8  
. 5 1 0  
1 . 1 3  
1 . 1 9  
, 5 2 2  
. 8 2 5  
. 4 8 3



EXPERIMENT NO 2
E S T I M A T I O N  3CLASSICAL THRESHOLD MODEL

THRESHOLD P(C)
STATE ON OVERALL S l R l  S1R2 S2R1 S2R2 OVERALL S1R1 S1R2 S2R1 S2R2 
LAST TRIAL
S E S S I O N

1 . 155 . 1 8 1  ,. 061 ,,276 .034 .237 ,372  ,, 0 2 4 . , , 2 5 2 - . 0 3 2
? - . 0 0 6 - . 3 1 4  ,.046  ,,144 .017 - . 0 0 3 - . 0 3 1  ,, 017 ,, 005 .011
3 .118 - . 1 2 8  ,. 188  ,, 2 5 9 - .179 . 245 . 424  <,083 ■, 134—, 333
4 . 191 .255 .125  ,,149 . 1 0 2 . 083 . 1 2 0  ,, 079 ,, 075 .040
5 - . 0 3 1 - . 1 8 9 - ,057 ,073 . 097 - . 0 2 2 - . 0 6 9 - , , 02 7 - , , 013  . 045
6 . 179 . 7 2 7 - . 148 .095 .117 .048 .027  ,.050 ,. 040 .121
7 . 0 1 1 - . 0 5 5 . 0 4 4 - .048 . 039 . 223 - . 2 0 8 , 3 2 3 - . 200 .417
8 . 0 8 2 - . 2 2 9 .359 ,054 .069 . 274 - . 3 4 5 - . 131 . 288 . 481
9 . 286 .464 . 182 .366 .151 .288 .397 . 086 .295  . 068

1 0 . 376 .290 .380 .355
1 1 .690 .775 .699 .501
1 ? . 559 .632 . 396 .724
13 • 136 .350 . 0 2 1 . 15 9-
14 .276 .398 . 234 .088
15 .1 7 7 .348 .141 . 204
1 6 . 167 . 0 0 0 . 056 .309
17 ,5 4 8 .6 4 6 .3 2 6 , 430
18 .749 .885 . 595 .663
19 .932 .956 .896 .937
2 0 . 334 .380 .087 .144
2 1 , 724 . 808 .709 , 807
2 ? , 78? .847 . 856 .730
23 .797 . 825 .876 . 652
24 . 865 . 91 8 . 8 8 6 . 928
25 .727 . 745 .557 . 795
26 - . 0 1 2 - . 0 7 1 - . 026 .157-
27 . 749 . 762 . 792 .654
28 .400 .451 . 511 .244
29 . 465 . 502 .626 .393
30 .512 . 463 .634 .573
31 .386 .358 . 446 . 523
32 . 655 .622 .641 .710
33 .900 , 92 9 . 707 .833
34 . 786 .890 .460 ,734
35 .951 . 958 . 0 0 0 , 970
36 . 816 . 949 .098 . 724
37 .84? . 966 .755 ,848
38 . 889 . 952 .947 . 928
39 , 815 . 863 .738 ,929
40 . 6 8 6 . 917 .470 .568
41 . 8 6 6 . 864 . 0 0 0 , 882
42 . 828 .836 .814 , 902
43 .831 .842 . 878 .567
44 . 785 . 865 .542 .753
45 .781 , 829 . 671 , 706
46 . 803 . 786 .762 .849
47 . 735 , 728 .677 . 801
48 .530 .690 . 448 .491
49 . 790 .797 .722 . 0 0 0

50 . 959 .955 . 0 0 0 . 0 0 0

51 .914 . 923 .869 ,949
52 . 845 .895 .483 , 8 8  0
53 ,878 . 924 .930 , 834
54 . 915 . 928 .928 . 0 0 0

55 . 941 , 923 . 0 0 0 .940
56 . 735 .841 .806 .693
57 . 857 .864 . 818 . 0 0 0

58 . 900 . 914 .929 . 953
59 . 909 . 926 . 826 . 808
60 .963 .968 . 0 0 0 . 962
61 ,870 ,887 .743 . 913
62 .901 . 925 .769 ,966
63 .872 .827 . 0 0 0 . 0 0 0

64 . 7 6 0 . 892 .785 .922
65 . 788 .767 .783 . 758
6 6 . 42? .381 .554 . 407
67 .795 . 8 0 2 . 787 .745
6 8 .804 .834 .764 ,559
69 ,790 . 793 .702 .808

.467 .277 .236 ,235 .295 . 316

. 679 .516 ,558 .500 .367 . 482

.569 . 442 .472 .387 .317 . 468

.051 .059 . 108 . 0 2 2 , 0 9 6 - i. 025

. 235 ,185 . 236 .154 . 042 .244

. 203 .380 . 344 , 4 9 2 - , 045 ,. 455

. 048 .271 . 0 0 0 . 174  ,. 1 0 0  <.442

. 589 .382 ,479 .182  ,, 246 .415

.670 . 626 .701 . 537 ,536 ,. 589
,867 ,807 . 831 ,793 , 667 .766
.527 .223 ,257 .005 , 1 0 2 . 411
,630 ,580 ,623 ,581 . 623 .530
.709 .678 ,738 ,690 ,, 625 .624
.801 .770 .755 ,784 , 458 ,. 808
.842 .810 . 804 .692 , 864 .814
. 799 . 569 , 598 ,368  ,, 644 .603
.064 - . 0 0 8 - . 0 3 4 - .034 . 0 8 9 - .031
. 749 , 574 ,590 ,563 .486 ,. 574
. 356 .241 .289 . 324 . 125 .213
. 3 8 8 . 312 . 342 .374 . 268 .264
.452 .363 . 368 .455 . 404 .294
. 328 . 388 .440 .500 ,380 ,. 354
.664 .577 . 580 ,478 . 564 .594
.858 .807 , 854 , 560 .714 .741
. 769 .634 ,720 .313 .493 .649
.914 .765 .762 . 0 0 0 .800 .775
.763 .487 .614 . 0 0 0 . 315 .519
. 719 .721 ,846 .647 ,692 . 606
. 790 .707 . 751 .824 .676 .645
, 788 .621 ,600 ,538 ,333 ,705
.651 .615 .625 .689 ,072 .718
. 8 6 6 . 723 ,709 . 0 0 0 , 702 .764
.807 .675 .639 .630 .788 . 699
.829 .699 .719 .784 .405 .685
.773 .607 .627 .433 ,506 . 659
.760 .582 ,640 , 437 . 422 . 602
.817 .664 .611 ,759 .727 .684
.713 .534 .615 ,538 .474 .527
.510 .605 .741 .634 . 500 .580
.794 .675 .687 ,596 . 0 0 0 . 674
.957 .834 .847 . 0 0 0 . 0 0 0  ,.833
.884 .802 ,814 ,744 ,824 . 772
.817 .645 .733 .561 ,489 .616
. 825 .707 . 776 .778 ,667 . 632
. 889 .807 .808 .857 . 0 0 0 . 602
.946 .780 .710 . 0 0 0 , 690 .822
. 716 .678 .612 ,707 .615 .708
. 846 .762 ,765 ,722 , 0 0 0 . 757
. 874 .808 ,809 ,879 .895 ,789
.897 .802 ,831 .714 ,677 ,750
. 957 .726 .741 . 0 0 0 , 626 .744
.861 .775 , 807 , 522 ,838 ,,776
. 863 .748 .793 . 484 .839 ,,705
.840 , 626 , 589 , 0D 0 , 0 0 0  ,,619
.690 .669 .804 ,795 .663 .616
.843 .623 ,583 ,679 .586 ,.734
.452 . 2 1 1 . 203 .196 .185 .260
.806 .576 ,577 ,649 .495 ,633
.858 .465 .521 .571 .187 .563
.779 .479 .486 ,404 .462 ,498

70 . 836 .839 .709 .857 .848
71 .850 .912 .647 . 0 0 0 .824
7? .569 .603 .550 .745 .540 ^
73 .624 .645 .620 ,673 .489  L
74 .513 .547 .415 .469 .561
75 .828 .816 .864 ,856 .852
76 .837 .821 . 8 1 1 . 797 .869
77 .535 .537 .464 .525 ,570
78 . 6 8 1 . . 579 .760 .753 .743
79 .577 .749 .355 . 543 .541
80 .715 . 6 8 8 .788 ,545 .733

.653

.637

.591

.457

.306

.641

.618
,341
.458
,401
.710

.632

.559
,563
. 4 8 1
.326
.609
,600
,366
,375
,420
,699

,583
.750
,493
,449
.290
.695
.636
,268
.457
.345
.720

.575
, 0 0 0
.579
.507
.275
.671
,485
,298
.412
,349
.474

.711

.747
,617
,339
.321
.733
.682
.374
.586
.425
.744

FOR F I R S T  PARAMETER OVERALL F R I E DMAN 1 4 . 7
S T I M  F R I E D M A N  . 0 1 4 R E S P  F R I E DMAN 9 . 0 6 C O R  HR FRI E DMAN 1 , 7



E M P i f t i n e a r  W  : ~ ^  ■ ' .
ESTIHA T 10 N _ 4NQNPARAMETRIC AN1LY.S. IS ________

'  " : b i a s  -
STATE ON OVERALL_ S m  Sl.R2_S2R.l S2R2 OVERALL StRl S1R2 S2RI S2R2 . 
U S T  TRIAL • '  '' '
SESSION ________

1 . 5 5 8 . 5 5 7 . 9 3 1 . 6 1 2 . 5 1 9 - 8 . 4 5 - 1 4 . 2 . 2 Q1 - 1 2 U . 8 1 2
2 , 4 9 7 . 4 1 8 , 5 3 6 . 5 5 3 . 5 1 3 - . 0 5 9 - 1 6 , 3 5 . 4 1 - 8 , 0 4 1 . 6 4
3 , 5 4 1 . 4 7 0 , 6 0 0 , 6 3 3 . 3 7 3 - 7 . 3 6 - 1 6 . 7 3 . 1 5  1 . 9 8 2 4 , 2

. 4 ______ , 5 7 8 . 5 9 4 j .  56 7 , 5 5 6 . 5 4 5 - 8 , 1 8 - 1 5 , 3 2 . 0 4 - 7 , 9 6 - ■2.76
: 5 • T • 487-  - . 4 3 3 . 4 7 3 . 5 2 7 . 5 4 4 - . 9 1 7 - 5 * 7 6 . 0 2 1 - 3 . 6 5 - 1 , 9 7

6 . 5 6 6 . 7 1 2 . 4 6 1 . 5 3 9 • 5 9 1 - 1 0 . 1 - 6 8 , 8 - 1 0 . 4 - 3 . 6 7 1 4 , 6
, 7 , 5 0 9 „ : ' . 4 7 9 . 5 5 7 , 4 8 3 . 5 7 0 1 . 5 5 - 2 . 2 4 1 4 , 7 - 2 . 5 6 . 2 1 . 0

A . 5 6 8 . 4 4 2 . 6 2 6 . 5 5 1 . 6 3 9 1 1 . 5 - 1 4 . 8 - ■24,9 1 0 , 0 4 5 . 1
9 . 6 8 6 . 6 6 0 . 5 9 3 . 6 1 9 . 5 7 5 - 1 7 . 2 - 3 5 . 0 1 , 2 6 - 2 8 . 9 - > .448

1 0 , 7 1 8 . 7 3 0 . 6 9 0 , 7 2 l _ . 7 3 9 1 8 . 8 4 8 , 2 " . 1 5 3  2 6 , 7 3 . 9 4
1 1 - . 7 6 6 . 7 7 0 ; . 8 0 7 . 7 1 8 . 6 9 6 - 5 0 . 4 - 6 7 . 6 - 3 6 , 2 - 2 6 * 6 7 0 , 4
15- t 80 7 . 8 2 0 . 8 1 3 . 7 8 1 . 8 2 9 2 5 . 0 4 , 2 1 7 6 , 1 - 5 4 , 2 4 1 . 2
13 , 5 5 5 . 6 1 9 , 5 0 8 , 5 8 6 . 4 7 6 - 4 . 5 6 - 2 5  * 8 - , 9 0 5  3 . 1 4 . 0 0 6
14 , 6 6 0 . 6 8 7 . 6 4 7 , 5 4 3 . 7 0 9 1 2 . 1 - 7 . 4 0 1 5 . 7 - , 5 2 5 3 7 , 1
15 , 6 4 9 . 7 0 2 . 7 0 0 . 5 8 5 . 7 0 0 2 9 . 2 1 6 . 9 4 0 . 3 - 7 . 6 5 4 9 . 3
1 6 , 6 1 5 . f) 0 0 . 5 4 0 , 6 3 9 . 5 8 0 1 4 . 9 . 0 0 0 4 , 9 2 - 8 . 0 6 2 3 . 4
17 * 7 6 4 . 7 8 9 . 6 7 3 . 7 4 4 . 8 0 0 - 3 . 1 8 - 2 7 , 5 6 , 0 6  2 0 , 4 5 . 3 6
18 . 8 8 6 . 9 1 1 . 8 4 7 , 3 5 6 . 8 7 9 1 8 . 7 - 5 2 , 8 4 9 , 3  3 1 , 3 5 3 . 6
19  ̂ . 9 2 4 . 9 2 7 .  9 1 9 , 8 9 7 . 9 3 4 - 7 1 . 4 - 8 2 . 5 - - 5 2 , 3 - 8 2 . 0 2 . 8 7
2  0 . 6 9 6 . 7 1 1 . 5 5 7 , 5 8 6 . 8 0 3 1 7 . 6 1 3 . 9 5 . 9 0  6 . 5 4 3 3 . 0
2 1 , 8 6 8 , 8 8 4 . 8 6 8 , 8 7 6 . 8 5 5 8 . 2 6 - 2 9 . 6 1 8 . 0 - 3 6 , 2 4 3 . 5
2 2 , 9 0 5 . 9 2 5 . 8 9 9 . 8 9 8 . 8 8 6 2 4 . 9 2 . 7 5 - - 4 4 . 4  4 8 , 6 4 2 . 7
23 . 9 2 2 . 9 2 4 . 9 3 9 , 8 1 9 . 9 3 1 4 6 . 1 2 5 , 4 3 . 1 4 - 7 . 2 5 6 0 . 6
2 4 , 9 4 2 . 9 5 1 . 9 1 7 . 9 6 4 . 9 4 0 2 9 , 6 - 2 7 . 8 - 4 8 , 3 - 3 . 0 9 4 7 . 8
25 . 8 5 7 . 8 8 2 . 8 0 4 . 8 8 5 . 8 2 4 - 8 . 3 9 1 4 . 8 2 3 . 5 - 1 9 , 7 - 6 0 , 1
26 . 4 9 3 . 465 . 4 8 5 , 5 8 7 . 4 7 1 . 1 8 7 . 5 1 0 . 9 6 5  3 . 9 9 - . 2 3 3
27 , 8 2 9 . 8 3 3 . 8 2 7 . 8 3 7 . 8 2 3 - 4 2 . 2 - 4 4 . 7 - - 5 7 . 3  1 2 . 2 - 4 5 . 1
2 * . . 6 9 4 . 7 2 4 . 7 4 6 . 6 1 1 . 6 7 5 - 4 . 0 2 - . 8 7 6 - - 6 . 8 8 - 5 . 4 0 - 2 , 0 5
29 . 738 . 7 5 5 . 7 8 1 . 7 1 6 . 7 1 0 3 . 9 4 3 . 0 2 " - 2 5 . 4  1 3 . 1 1 0 . 4
3 0 . 7 6 6 . 7 6 7 , 8 1 2 , 7 6 8 . 7 2 7 7 . 7 5 2 6 , 0 - • 4 , 7 1  1 . 4 3 . 5 6 1
31 . 7 2 9 . 7 4 0 . 7 7 6 , 7 6 8 . 6 9 9 2 3 , 2 3 7 , 9 3 8 . 4  5 , 3 3 2 1 . 0
3? . 8 4 7 . 8 4 3 . 8 2 2 . B 5 1 . 8 5 2 2 2 . 9 3 3 . 6 2 . 0 9  3 . 6 0 2 4 , 2
33 . 9 4 1 . 9 5 4 . 9 0 0 . 7 8 2 . 9 2 1 - 2 6 . 8 - 3 7 . 3 6 4 . 0 - 7 6 , 4 - 1 8 * 7
34 . 8 8  8 . 9 2 ? , 7 5 4 , 6 3 7 . 8 9 4 - 8 . 5 1 - 4 5 . 9 1 7 . 7 - 3 1 , 2 1 6 , 5
35 . 8 7 4 . 8 7 2 . 0 0 0 . 8 9 1 . 8 8 5 - 8 9 . 1 - 9 1 . 0 , 0 0 0 - 9 2 , 6 - 7 7 , 0

3 6 . 0 4 4 . 9 0 2  . 5 3 9  . 7 7 2
37 . 9 1 9 . 9 5 9  . 8 9 2  . 9 1 1
3 c . 9 1 4 . 9 3 1  . 9 3 9  . 9 0 7
39 , 8 9 4 . 9 0 1  . 8 6 0  . 6 7 5
4!; . 8 6 3 . 9 1 9  . 8 3 9  , 7 1 7
41 . 8 9 2 . 8 7 5  . 0 0 0  . 0 2 4
4? . 9 0 2 . 6 9 1  . 8 8 6  . 9 4 0
4 3 . 9 0 5 . 9 1 4  . 9 4 0  . 8 0 5
44 ,07- ; ,>•93 . 8 0 6  . 8 3 9

45 , 8 6 7 . 8 8 7  . 8 0 5  . 8 0 3
46 . 8 9 9 . 0 7 9  . 9 3 0  . 9 2 1
4? , 8 5 7 . 8 7 3  . 8 4 4  . 8 5 5
4 , 3 3 2 . 6,95 . 8 1 5  , 8  38
49 , 9 2 > v . , 9 2 6  3 0 9  , 0 0 0
A- ,
•PL' , 9 5 f r . . 960- ..-ODD . G.Q.0
51 . 9 2 8 . 9 3 3  . 9 1 6  . 9 2 9
52 ,097. . 9 2 6  . 8 2 1  , 8 5 1
53 , 9 1 6 . 9 3 7  . 9 4 1  . 8 9 9
5h . 9 4 7 . 9 4 7  . 9 6 1  . 0 0 0
55 . 9 5 1 , 9 3 5  . 0 0 0  . 9 3 3
5 6 , 8 8 9 . 0 9 . 9_ . 9O 9  . 8 7 0
57 , 9 4 0 . . 9 3 7  . 9 3 9  . a g o
5 i . 9 4 7 , . 9 4 7  . 9 6 7  . 9 7 1
59 , 9 2 9 . 9 3 9  . 9 2 7  . 9 0 2
6 f.- , 9 3 n ,9.36.  . 0 0 0  . 9 1 4
6 i , 9 3 7 . 9 4 7  . 8 4 7  , 9 5 6
6 2 ,925..... ,9.41 . 0 4 4  . 9 5 3
63 , 9 0 7 , 1 8 9  . 0 0 0  . 0 0 0

6 . 4 . 8 9 2 . 9 4 6  . 9 2 5  . 9 2 9
65 , 8 6 2 . 8 3 1  . £ 2 2  . 8 4 6
6 6 , 6 7 9 . 6 6 6  . 7 0 7  . 6 6 9
67 . 8 1 5 . 8 1 9  . 7 8 3  . 7 8 5
6 6 .......... 8 3 3 . 8 5 3  . 8 6 1 .  . 7 0  0
6 9 , 8 3 * . 8 3 2  . 7 9 9  . 8 3 0
70 -  , 8 9 6 .  . . 8 8 9  . . .870 . 8 6 7
71 . 9 0 4 . 9 0 4  . 8 9 1  . 0 0 0
72 , 8 3 6 , 631  . 8 0 9  . 8 6 9
73 , 7 8 2 . 7 9 7  . 8 1 3  , 7 8 2
7 «j . 7 3 6 . 7 5 1  . 7 2 4  . 7 1 2
73 . 8 5 4 . 8 4 3  . 8 9 3  . 6 7 2
7r ,8*>5 . 6  76 . 8 9 1  . 6 3 7
77 , 7 5 4 . 7 6 8  . 7 1 8  , 7 2 5
7 6 , 8 1 4 . 7 7 3  . 8 0 9  . * 1 0
79 . 7 8 8 , 8 3 6  . 7 0 3  , 7 6 7
A  r . 8 9 3 . 0 8 4  . 9 1 1  . 7 9 9

F O  iv FIRST PARARETE^ 0 V f M -  A L l .  F R  J E D f 4 A S

ST T : F R I E D M A N  . 36 2RESP FRIEDMi

. 8 4 5  - 5 8 . 1  - 8 5 .  3 - 4 , 1 2 - 5 6 , 6 - . 3 8 . 1

. 8 3 0  - 4 . 6 9  - 7 3 , 7  2 3 . 5 - 2 5 . 4  2 8 . 3 '

. 8 9 2  - 5 2 . 0  - 7 8 . 7 - 7 2 . 0 - 7 6 . 2 - 5 . 3 3

. 9 0 5  - 2 2 . 1  - 4 7 . 2 - 1 1 . 8 - 8 3 . 5  2 1 . 7

. 8 8 0  2 6 . 1  - 6 5 . 6  7 8 . 4 - 3 8 , 4  6 1 . 9

. 9 3 3  - 5 5 . 4  - 6 2 . 5  , 0 0 0 - 7 9 , 8  , 4 6 3

. 9 1 3  - 2 1 . 0  - 3 9 . 7 - 3 1 . 0 - 3 0 . 3  1 9 . 1

. 8 8 6  - 2 0 . 5  - 1 5 , 9  3 , 0 9  2 0 . 1 - 4 0 . 5

. 8 9 7  - 2 0 . 3  - 5 4 , 0  3 1 , 1 - 4 0 , 5  1 8 . 8

. 8 7 5  - 3 0 . 4  - 3 8 , 7 - 2 7 . 0 - 4 0 , 6 * 7 . 4 9

. 9 0 6  - 4 . 5 8  - 1 9 . 8  8 2 . 9 “ 8 . 22«?4. 6 8  T

. 8 5 1  - 1 3 . 5  1 3 . 4  6 , 7 6 - 4 7 . 7 - 7 . 7 5

. 8 2 1  5 6 . 9  6 4 , 1  6 6 . 0  4 9 . 2 .  5 3 . 9

. 9 2 2  5 2 . 8  5 4 , 5  6 8 , 7  . 0 0 0  4 8 , 1

. 9 5 5  - 6 9 . 7  - 6 0 , 9  . 0 0 0  , 0 0 0 . - 4 8 ^ -

. 9 1 4  - 5 6 . 8  - 5 9 . 6 - 3 5 . 7 - 7 7 . 8 - 4 9 , 3
, 8 8 5  - 3 9 , 7  - 4 5 . 1  - 6 l . 5 - 7 4 . 8 - ? 3 4 , 3 _ ;
, 8 9 1  - 4 3 . 4  - 5 6 . 2 - 5 8 , 4 - 3 0 . 1 - 3 3 . 7
. 9 4 5  - 3 2 . 5  - 4 8 . 8 - 1 2 . 4  . 0 0 0  2 . 1 7 _
, 9 5 9  - 5 7 . 5  - 5 8 , 2  , 0 0 0 - 7 1 . 7 * 5 1 , 0
. 8 9 1  3 1 . 6  - 3 5 . 2  1 1 . B 3 1 . 1  4 7 . 1 - =
. 9 4 3  3 2 . 0  1 5 . 1  6 6 , 8  , 0 0 0  5 2 . 5
. 9 4 1  - 1 1 . 4  - 3 1 . 4  l 5 . 7 - 3 3 » 2 r l 2.7_=r

90 7  - 5 2 . 6  * 5 6 . 1  3 1 . 7 - 3 . 2 3 - 4 2 . 1  ■
93 2  - 0 4 . 5  - 8 5 , 6  , QQQ- 87 , 4 - 8 1 , 3
93 8  5 . 1 2  1 1 , 3 - 2 8 . 0 - 3 . 6 5  ^ 1 .  £
915 - 4 7 . 2  - 5 2 . 9 - 4 1 . 4 - 7 8 , 0 - 3 2 . 9  .
900  - 4 7 . 4  - 3 6 . 5  . 0 0 0  . 0 0 0 - 3 3 , 8
8 6 6  2 0 . 4  - . 5 9 3  5 9 . 9 - 6 2 . 5  2 6 . 9
9 2 8  - 3 7 . 6  - 4 7 . 5  5 5 , 6 - 3 5 . 4  1 5 . 4
705 - 1 8 . 2  - 1 3 , 8 - 3 8 . . . 7 - 1 9 . Q - 1 3 .3..
8 4 6  - 6 1 , 5  - 6 2 , 4 - * 7 * 8 * f 7 T * « S 4 . ^
670 - 5 8 . 5  - 6 0 , 4 - 2 5 . 9 - 4 1 , 8 - 6 2 , 4 ^
8 4 5  - 5 3 . 6  - 5 5 , 4 - 4 Q ♦ 9 - 6 0 . 8 - 4 4  ,7r ,
91 6  - 3 4 . 8  - 4 3 . 0  2 1 ^ 2 * 6 3 . 0 - 4 7 . 5___
92 2  - 3 5 . 4  - 7 0 . 2  7 6 , 4  , 0 0 0  2 2 . 7
84 0 4 7 . 7  2 9 . 4  3 0 , 6 - 4 . 9 7  6 0 , 8
696 - 2 4 , 5  - 2 2 . 6  3 , 3 6 “ 3 9 » 8 » 2 7 , 7
746 - 1 4 . 3  - 1 6 . 7  1 1 . 3 - 1 4 , 5 - 2 4 , 2
912 - 5 6 . 6  - 5 8 . 6 - 5 3 , 6 - 6 0 . 9 - 2 7 . 2
908 - 4 4 . 7  - 4 2 , 0 - 2 2 , 7 - 5 5 , 1 - 4 4 . 2
773  - 1 0 . 4  - . 7 7 3 - 9 , 5 7 - 2 4 , 0 * 9 . 8 1
870 - 2 4 , 9  - 1 3 , 9 - 5 4 , 3 - 5 1 . 8 - 2 . 5 7
783 - . 9 6 5  - 3 7 , 8  1 6 , 0 - 5 , 9 0  1 0 , 6
905 5 0 . 5  5 1 , 6  3 1 , 9  2 3 , 6  5 7 , 1

9 , 7 7
I 2 . 45COR WR FRIEDMAN 9 , 0 6



EXp; f t  I mENT 
E S T I M A T I O N

STATE ON 
LAST T R I A L  
S E SSI O N

'JO

OVERALL

5 A T K I N S 0 N S  MODEL 
SIGMA 

S l R l  S l R 2  S2R1 S2R2
B . .. ____  ______

OVERALL S l R l  S 1 R2  SfcRl  S2 R2

. 0 5 4  . 0 3 8  . U32 . 1 1 8
■ . 0 0 3  - . 0 7 1  . 0 3 2  , 0 4 9

■ 01 9  
. 0 1 1

1 . 4 4
.897

, 6 8 3 j  3 , 2 8  1 , 7 3  3 . 9 4  
. 3 8 6  2 , 2 5  , 4 4 6  1 , 9 7

3 . 0 3 5 “ . 0 0 6 . 1 1 1 . 1 5 3 - • 1L9 1 . 0 7 , 1 6 1 3 , 4 4 2 . 9 6 6.17.4
4 , 0 7 9 . 0 8 9 . 0 7 1 . 0 5 3 . 0 4 6 , 5 9 4 , 4 0 7 1 . 2 4 . 4 8 1 . 7 6 3
5 - . 0 1 3 - . 0 6 9 - . 0 2 8 . 0 2 5 . 0 4 5 . 6 3 2 . 6 1 5 . 9 0 5 . 4 5 0 . 7 1 5
6 • 0 6 2 . 1 1 8 - . 0 2 3 , 0 3 8 . 0 8 6 . 4 0 4 . 0 5 5 , 1 9 9 . 5 6 8 2 . 3 3
7 .OOP - . 0 1 9 . 0 3 7 - . 015 • 0 3 5 . 7 9 4 . 1 8 6 1 . 5 7 , 1 4 7 2 . 5 2
6 . 0 6 1 - . 0 3 7 . 1 1 6 . 0 4 1 . 0 6 4 . 8 3 6 , 0 7 7 . 0 9 9 . 9 8 5 4 . 1 9
9 ' , 1 0 2 . 1 4 6 . 1 0 3 , 0  91 . 0 8 1 1 , 1 5 , 7 0 8 3 . 0 3 , 640 2 , 7 6

10 . 2 7 3 . 2 4 8 . 2 3 4 , 2 6 9 . 3 1 3 1 . 5 4 3 , 8 4 , 8 8 6 2 , 0 8 i , i i
11 . 3 2 0 . 2 8 0 , 4 3 0 . 2 7 1 . 6 3 3 . 8 1 6 . 3 9 1 1 , 8 8 1 . 7 8 6 , 9 0
1 2 , 4 3 8 . 4 7 1 . 3 7 1 , 3 4 6 . 4 7 7 1 . 5 1 1 . 1 5 8 . 7 4 . 2 5 7 1 . 8 2
13 . 0 5 9 . 1 0 1 . 0 0 7 , 0 9 4 - , 0 2 5 . 6 6 8 , 2 6 5 , 5 6 2 1 , 2 ? 1 , 0 1
14' , 1 8 6 . 2 2 9 . 1 6 4 , 0 4 5 . 2 3 1 1 , 5 3 , 7 9 4 1 , 8 1 , 9 7 0 3 , 2 5
15 , 1 4 ? . 24 7 . 1 3 2 , P9U . 1 7 8 1 . 0 6 , 5 2 8 3 , 6 7 , 2 0 5 1 . 8 0
16 , 1 1 9 . 0 0 0 . 0 3 6 . 1 6 0 , 0 4 3 . 6 8 1 . 0 0 0 . 6 3 6 . 2 4 3 2 . 4 6
17 . 3 5 8 . 3 9 * . 2 0 9 . 3 1 7 . 4 2 8 2 , 3 0 1 . 4 9 3 , 4 0 4 , 3 7 2 . 8 3
18 . 6 2 9 , 6 8 9 . SI ' S . 5 5 2 . 5 9 8 1 . 4 6 , 3 7 3 4 , 6 9 1 , 5 2 3 , 1 6
1ft . 7 2 3 . 7 2 7 . 7 1 7 . 6 2 5 . 7 6 8 . 6 9 0 , 3 4 3 , 2 9 9 1 , 9 9 2 . 6 Q
2n , 2 3 7 . 2 6 5 . 0 5 7 . 0 9 1 , 4 2 4 1 , 9 3 1 . 7 1 1 , 9 9 1 . 8 0 2 , 3 2
21 , 5 3 1 . 6 2 0 . 5 8 0 , 5 9 8 . 5 4 0 1 . 2 5 , 7 4 7 1 , 8 0 , 3 3 5 2 , 4 5
2? . 6 7 9 . 7 3 8 . 6 5 8 , 6 5 3 . 6 2 1 1 .  48 1 , 3 1 . 0 9 7 1 . 1 2 2 . 5 3
23 , 7 2 6 . 7 3 4 . 7 0 2 . 4 6 9 . 7 5 0 , 7 7 1 . 4 9 6 . 5 7 8 . 2 6 4 1 , 2 3
24 . 7 9 3 . 8 2 2 . 7 0 9 , 8 4 4 . 7 8 3 . 5 9 1 , 9 1 0 - . 0 1 0 , 0 6 1 , 6 9 7
25 , 5 5 6 . 610 . 4 3 3 , 62 4 . 4 4 2 2 . 5 3 3 . 4 8 4 . 1 4 3 , 0 6 . 7 1 6
26 - . 0 0 7 - . 0 3 6 - . 0 1 5 , 0 9 4 - . 0 3 0 1 . 2 0 1 . 1 1 1 , 4 4 1 , 3 1 1 . 0 0
27 , 4 7 6 , 4  84 . 45 3 , 5 0 9 . 4 5 9 1 , 2 4 1 . 1 3 1 , 0 4 3 , 4 0 1 . 1 0
20 . 2 4 0 . 2 8 9 . 3 2 6 . 1 2 3 , 2 1 1 . 9 4 4 1 . 0 2 . 9 8 5 . 8 1 9 . 9 6 8
29 . 3 1 1 . 3 4 ? . 36 5 . 2 7 3 ' . 2 6 4 1 . 0 7 1 . 0 5 . 6 2 9 1 . 3 0 1 . 2 6
30 . 3 6 1 . 3 5 5 . 4 5 4 , 4 0 4 . 2 9 4 1 . 0 6 1 . 6 6 . 7 7 1 . 7 6 1 . 9 7 4
31 . 2 8 7 . 69 0 . 3 6 2 . 3 4 6 . 2 4 0 . 5 9 2 . B61 , 8 2 2 . 3 4  7 . 6 1 1
3? . 5 2 9 . 5 1 5 . 4 7 5 . 5 5 7 . 5 4 2 . 4 1 8 . 4 2 5 . 2 0 5 . 3 4 1 . 4 6 7
33 . 7 8 7 . 030 . 6 5 3 . 2  78 . 7 2 6 2 . 3 8 1 . 6 3 1 7 , 7 . 1 5 7 3 , 9 6
34 . 6 3 4 . 7 2 5 . 3 3 6 . 5 0 2 . 6 5 0 . 9 0 1 . 6 9 2 1. 2-3 . 6 8 4 1 . 1 1
35 . 5 3 ? . 5 1 0 .OOP . 5 3 2 . 5 9 2 . 2 2 9 . 20 1 . 0 0 0 . 1 5 9 , 4 0 7
36 . 4 9 6 . 6 3 6 . 0 3 8 . 3 1 8 . 5 1 7 . 2 6 8 . 1 3 9 , 5 4 6 . 1 9 3 . 4 1 4
37 . 7 2 1 . 4  3 . 6 4 4 . 6 9 6 . 6 0 9 . 9 6 1 . 2 0 9 1 . 9 7 1 . 1 3 1 . 5 4
38 . 7 0 1 . 7 4 3 . 7 7 5 . 6 6 3 . 6 4 5 . 4 5 9 . 2 0 6 - , 2 7 2 . 1 9 5 1 . 1 8
39 , 6 4 9 . 4 6 3 . 5 6 ? . 5 4 7 . 66 1 . 2 2 8 . 1 2 3 . 3 3 4 . 0 4 5 . 4 0 6
40 . 5 6 8 . 7 0 9 . 4 4 3 . 2 4 3 . 5 9 2 . 4 6 4 . 0 7 8 2 . 9 9 . 09 2 1 . 1 9
41 . 6  32 . 5 7 8 . 0 0 0 . 3 9 2 . 7 6 4 1 . 1 7 . 8 2 6 . 0 0 0 . 2 0 0 4 . 9 6
42 , 6 7 3 . 6 3 7 . 6 2 6 . 7 8 5 . 7 0 2 , 3 l B . 6 5 6 . 7 0 1 . 6 5 1 1 . 1 8
43 . 6 7 9 . 7 0 5 . 7 0 6 . 4 3 6 . 6 2 2 2 . 0 0 2 . 2 7 2 , 1 4 4 , 9 5 1 . 0 7
44 , 6 0 8 . 6 3 7 . 4 3 3 . 4 9 9 . 6 5 8 , 7 0 6 . 4 1 7 1 . 6 8 , 3 8 5 1 . 1 7
45 . 5 7 5 . 6 2 7 . 4 3 3 . 4 1 7 . 6 0 1 . 7 1 1 . 5 4 3 . 7 4 8 . 5 4 2 1 . 1 3
4 6 , 6 6 4 . 6 1 0 . 7 3 8 . 7 2 3 . 6 6 4 , 8 7 9 . 6 0 8 3 9 . 2 . 9 6 4 . 9 3 9
47 . 5 5 5 . 5 9 4 . 5 2 4 . 5 3 7 . 5 4 0 . 29 3 . 5 3 2 . 5 1 8 . 0 9 1 . 3 2 9
48 , 4 6 7 . 6 3 5 . 4 0 6 . 4 1 9 . 4 4 4 1 . 2 8 1 . 7 8 2 . 5 8 . 7 8 8 1 . 1 9
49 . 7 2 7 . 7 3 7 . 6 7 5 . 0 0 0 . 7 2 5 6 . 5 0 7 . 2  o 1 6 . 2 . 0 0 0 4 , 5 6
50 . 8 3 5 . 8 4 9 . 0 0 0 . 0 0 0 , 8 3 3 . 2 7 1 , 4 2 0 , 0 0 0 . 0 0 0 . 2 4 7
5 t . 7 4 4 . 7 5 9 . 7 1 1 . 7 3 3 . 7 0 1 1 . 1 5 1 . 3 3 2 . 5 3 , 7 5 6 . 6 7 4
5 2 , 6 5 3 , 7 4 0 . 4 3 1 . 4 8 9 . 6 2 2 . 4 5 6 . 4 1 9 1 0 . 1 . 0 8 9 . 4 7 4
53 . 7 0 8 . 7 7 3 . 7 6 3 . 4 6 3 . 6 3 7 . 5 0 0 . 2 5 5 , 5 6 1 . 4 8 7 . 7 0 7
50 , 8 0 7 . 8 0 6 . 8 5 6 . 0 0 0 . 8 0 2 . 6 5 1 , 3 9 0 . 3 6 9 . 0 0 0 1 . 2 0
55 , 8 1 8 . 7 6 4 . 0 0 0 . 7 5 2 . 8 4 8 . 1 4 1 . 1 6 4 . 0 0 0 . 040 . 1 6 8
56 . 6 3 2 , 6 6 0 . 6 9 0 . 5 8 4 . 6 3 5 , 5 2 6 , 2 1 0 1 , 0 0 . 2 9 7 , 7 5 0
57 . 7 6 4 . 7 7 6 . 7 7 7 . 0 0 0 . 7 9 4 4 . 5 0 3 . 1 0 1 6 . 6 , 0 0 0 1 0 . 3
58 . 8 0 8 . 8 0 0 . 8 7 6 . 0 9 0 . 7 8 8 . 8 6 8 . 5 2 7 6 . 2 2 - . 3 1 6 1 , 6 4
5 9 . 7 4 8 . 7 7 9 . 7 4 4 . 6 7 3 . 6 7 3 1 . 3 5 1 . 1 2 5 . 0 9 2 . 1 4 1 . 5 1
60 . 7 3 7 . 7 5 5 . 0 0 0 . 6 7 7 . 7 4 3 . 1 1 0 . 1 3 8 . 0 0 0 . 2 6 2 . 0 4 9
61 . 7 7 6 . 8 0 7 . 5 2 7 . 0 3 7 . 7 7 9 1 . 2 4 1 . 6 9 , 9 6 5 - . 2 0 2 1 . 3 0

62 . 7 4 6 . 7 8 6 . 5 1 3 , 0 2 3 . 7 0 7 . 5 0 0 . 2 6 5 , 7 4 0 - . 0 8 0 . 8 9 7

63 ,681 , 6 3 2 . 0 0 0 . o o o . 6 6 2 . 1 6 9 . 1 7 4
64 . 6 4 5 . 0 0 4 . 7 3 1 , 7 4 3 . 5 7 4 . 4 7 0 , 3 0 7
65 . 5 6 1 . 4 7 6 . 7 2 3 , 5 2 1 . 7 4 7 1 . 4 0 1 . 0 2
66 . 2 0 9 . 1 9 4 . 2 2 4 . 1 9 3 . 2 5 5 , 5 8 2 . 6 3 9
67 , 4 1 6 . 4 2 5 . 3 1 5 , 3 4 9 . 5 0 8 . 5 7 6 . 5 9 3
6 8 , 4 6 7 . 5 2 0 . 5 6 3 . 2 0 2 . 5 6 4 . 2 7 1 . 2 6 6
69 , 4 7 9 . 4 6 9 . 4 0 9 , 4 5 5 . 5 1 3 . 3 2 4 . 2 6 2
70 * . 6 5 2 . 6 3 0 . 5 8 6 , 5 5 6 . 7 1 2 . 6 0 0 . 5 0 4
71 . 6 7 6 . 6 5 9 . 6 1 1 . 0 0 0 . 7 3 0 . 2 1 8 . 0 9 4
72 , 4 8 8 . 4 8 9 . 4 4 0 . 5 8 6 . 4 8 3 . 9 8 7 . 8 1 5
73 , 3 e 6 . 4 1 7 . 4 5 6 . 3 7 4 . 2 2 5 1 . 7 4 1 . 7 0
74 , 3 0 7 . 3 3 2 . 2 8 7 . 2 6 5 . 3 1 7 . 7 1 8 , 7 2 6
75 , 5 3 8 , 4 9 3 . 6 3 7 . 5 7 1 . 7 0 0 , 8 0 8 , 7 7 3
76 , 6 2 0 . 6 0 0 . 6 4 2 . 4 8 2 , 6 8 5 , 4 5 4 , 4 5 4
77 . 3 3 9 . 3 6 5 . 2 7 7 . 2 8 0 . 3 7 5 . 8 5 5 , 9 7 7
78 , 4 5 4 . 3 7 3 . 4 1 2 . 4 1 9 . 5 8 6 , 6 8 1 . 8 2 2
79 , 4 0 4 . 4 9 6 . 2 5 0 , 3 6 4 , 3 9 3 , 3 3 1 , 1 5 0
80 , 6 4 0 . 6 1 3 . 6 9 5 . 4 2 2 . 6 6 9 . 8 7 7 1 . 0 7

• ooo 
1.00 
1 5 , 0  
. 3 2 8  
. 2 0 8  
. 5 0 1  
, 4 3 7  
1 . 3 1  
3 . 1 0  
, 5 6 2  
3 . 1 2  
1 . 3 3  
1 . 3 5  
, 9 2 7  
, 9 3 6  
, 2 4 6  
, 5 5 8  
, 3 4 8

. 0 0 0

. 2 7 5
4 . 4 5
. 5 5 8
. 6 6 0
. 2 5 5
. 2 3 7
.212
.000
. 3 7 9
1 .13
. 6 4 8
, 7 6 8
. 2 6 3
. 5 5 0
, 3 7 6
.260
, 5 1 4

, 2 7 4
. 5 1 7
2 . 3 4  
. 7 0 8  
. 6 88  
. 2 7 3  
. 5 1 9  
. 9 0 3  
. 4 3 9  
1 . 4 2
1 . 3 4  
. 5 5 2  
. 7 6 7 :  

. 5 0 6  
. 9 4 6  
1 * 0 3  
, 4 3 1  
1 , 0 6

FOR F I R S T  PARAMETER OVERALL FRI EDMAN 1 0 . 5
ST I ! • FRI EDMAN . 13  0 R £ S P FRI EDMAN . 7 1 0 C O R  WR FRIEDMAN 7 . 6 7

FOR SECOND PARAMETER OVERALL FRI EDMAN 4 4 . 9
ST I' ■ FRI EDMAN 1 . 7 5 R F S P  FRI EDMAN 3 2 . 0 C O R  WR FRIEDMAN . , 3 6 2



EXPERIMENT mO 3
ESTI MATI ON l LUCES CHOICE MODEL

2 B
STATE ON OVERALL S l R l  S l R 2  S2R1 S2R2 OVER-ALU S l R l  S1R2 S2R1 S2R2  
LAST TRI AL ^
SESSI ON

1 . 0 0 4 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 6 1 . 4 5 , 0 0 0 . 0 0 0 . 0 0 0 . 9 7 8
2 . 0 0 5 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 5 8 4 . 0 0 0 , 0 0 0 . 0 0 0 . 0 0 0
3 . 0 0 3 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 1 . 0 3 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0
4 , 0 0 0 . 0 0 0 . 0 0 0 , 0 0 0 . 0 0 0 H , 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0
5 . 0 0 7 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 8 . 8 0 7 . 0 0 0 . 0 0 0 . 0 0 0 1 . 3 5
6 . 0 0 5 . 0 0 0 . 0 0 0 . 0 0 0 , 0 0 0 . 5 6 5 . 0 0 0 . 0 0 0 , 0 0 0 . 0 0 0
7 , 2 1 0 . 2 1 1 . 1 8 5 . 1 5 1 . 1 9 4 . 8 5 2 1 . 1 3 . 2 8 5 2 . 3 4 . 6 6 5
8 . 1 5 4 . 1 4 5 . 2 1 3 . 0 0 0 , 1 3 5 , 4 5 9 . 5 5 0 . 3 7 6 , 0 0 0 . 3 4 4
9 . 2 9 6 . 2 5 9 . 3 0 0 . 2 1 1 . 3 0 6 . 7 1 1 , 9 6 7 . 2 5 7 1 . 6 9 . 6 6 0

10 . 2 1 7 . 3 2 7 . 2 9 1 , 1 0 9 . 0 9 5 . 4 9 6 . 6 0 1 . 4 0 5 1 . 9 6 . 2 6 9
11 . 1 8 0 . 1 8 6 . 2 4 1 , 0 8 1 . 1 7 2 . 8 0 1 . 8 6 7 , 8 6 0 1 . 8 6 . 6 6 7
12 . 3 9 7 . 3 9 9 . 5 0 2 . 3 1 6 . 3 5 3 . 6 1 9 . 4 1 3 . 7 8 1 , 9 4 9 , 6 5 5
13 . 8 9 3 . 8 5 5 . 9 1 6 1 . 0 6 . 7 9 4 . 5 6 7 . 8 5 5 . 3 6 4 1 . 1 7 . 4 2 0
14 . 2 4 1 . 3 4 1 . 1 9 1 . 0 0 0 . 1 4 5 . 4 1 9 , 5 2 3 . 2 2 5 . 0 0 0 . 2 7 1
15 . 1 1 5 . 1 2 5 . 0 0 0 . 0 0 0 . 1 0 4 . 3 8 1 . 3 4 6 , 0 0 0 . 0 0 0 . 4 9 2
16 . 3 2 7 . 3 4 6 . 4 8 5 , 2 8 8 . 2 5 9 . 4 2 7 . 3 7 8 . 3 5 0 . 3 6 0 . 5 1 8
17 . 2 6 2 . 2 7 1 . 3 4 1 . 2 7 7 . 2 0 0 . 6 4 1 . 7 5 1 , 5 3 9 1 . 5 2 . 4 6 5
18 . 2 4 7 . 3 1 7 . 1 9 2 , 0  00 . 2 1 9 . 6 9 6 . 7 3 6 . 6 3 5 . 0 0 0 . 7 0 7
19 . 0 3 3 . 0 2 5 . 0 0 0 . 0 0 0 . 0 3 7 . 9 1 5 . 7 2 4 . 0 0 0 . 0 0 0 1 . 0 5
20 - . 0 2 0 . 0 1 4 . 0 0 0 , 0 0 0 . 0 2 1 , 8 0 9 1 . 2 9 . 0 0 0 . 0 0 0 . 5 0 2
21 . 0 0 8 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 9 . 9 5 7 . 0 0 0 . 0 0 0 . 0 0 0 . 5 3 9
27 . 0 2 4 . 0 1 4 . 0 0 0 , 0 0 0 . 0 3 2 . 9 6 0 1 . 2 5 . 0 0 0 . 0 0 0 . 9 3 2
23 . 0 2 7 . 013 . 0 0 0 , 0 0 0 . 0 3 5 . 7 0 6 . 4 1 8 . 0 0 0 . 0 0 0 . 7 7 6
24 . 0 5 4 . 0 6 6 . 0 0 0 . 1 7 4 . 0 4 2 . 7 9 6 , 5 9 7 . 0 0 0 1 . 9 1 1 . 0 5
25 . 2 1 2 . 2 4 4 . 3 2 6 . 1 2 8 . 1 3 7 1 . 0 0 1 . 3 7 . 3 9 6 4 . 3 5 . 6 4 3
26 . 3 8 9 . 3 9 6 . 5 4 1 . 5 2 1 . 2 7 3 1 . 1 0 1 . 2 1 . 8 9 2 1 . 7 2 . 8 6 1
27 . 2 0 0 . 2 6 5 . 1 3 5 . 0 9 4 . 1 2 0 . 7 4 2 1 . 2 1 . 6 5 5 1 . 7 0 . 3 2 0
28 . 2 3 2 . 2 7 7 . 3 3 6 . 2 1 5 . 1 6 6 1 . 1 0 1 . 3 2 . 8 6 4 1 . 2 5 . 8 4 5
29 .186 . 1 8 1 . 2 1 6 . 2 2 4 . 1 5 1 . 9 4 2 1 . 3 5 , 9 9 3 1 . 3 4 . 5 7 8
30 . 3 4 1 . 4 2 4 . 5 4 2 , 2 5 0 . 2 3 4 1 . 3 0 1 . 4 7 1 . 4 8 . 7 6 7 1 . 3 5
31 . 4 7 3 . 3 6 0 . 5 6 1 . 4 1 1 . 4 4 6 1.16 1 . 7 6 , 5 0 3 3 . 1 1 . 7 3 1
32 , 2 7 1 . 2 3 9 . 3 3 1 . 2 5 9 . 2 5 8 , 7 0 2 . 6 2 8 , 5 1 4 2 , 4 2 . 6 8 2
33 . 2 2 6 . 1 9 6 . 2 3 8 . 2 1 8 . 2 0 8 . 8 5 8 1 . 4 0 1 . 3 5 . 8 7 3 . 4 8 3
34 . 5 4 9 . 5 6 5 . 7 9 7 . 6 1 8 . 3 7 9 1 . 5 2 1 . 5 0 1 . 0 5 1 . 4 5 2 . 1 0
35 . 2 9 0 . 2 9 0 . 4 7 1 . 2 6 3 . 2 6 1 1 . 2 6 1 . 2 1 1 . 6 5 1 . 0 5 1 , 3 6
36 . 7 1 2 . 7 9 3 . 7 8 0 . 6 1 8 . 6 5 7 . 8 4 3 . 7 4 4 , 9 9 7 . 7 5 1 . 9 1 7
37 . 0 4 7 . 0 3 2 . 0 0 0 . 2 9 3 . 0 4 3 1 . 0 1 1 . 5 2 . 0 0 0 . 4 8 8 . 8 9 3
38 . 0 3 9 . 0 3 9 . 0 0 0 . 0 0 0 . 0 3 9 1 . 0 3 1 . 1 7 . 0 0 0 . 0 0 0 . 8 5 9

39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 
61 
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80  
61. 
82
83
84
85
86
87
88
89
90

. 0 1 9

. 0 4 5

.010
, 0 5 1
. 1 5 7
. 1 5 8
. 3 9 1
.181
. 1 2 7
,102
. 5 4 6
. 5 4 2
, 6 5 9
, 5 2 0
. 6 8 9
. 5 8 3
. 0 4 5
, 0 2 7
. 0 3 4
, 0 0 9
. 0 3 ]
, 0 0 0
. 1 6 4
.110
. 2 6 0
, 0 7 6
,181
. 1 0 7
. 3 5 9
, 5 4 7
. 3 5 3
, 4 1 0
. 8 3 1
. 2 3 6
.010
, 0 1 5
. 0 0 9
. 0 3 1
. 0 0 7
, 0 0 0
. 1 3 2
. 1 6 9
. 1 0 3
. 1 4 1
.osa
, 1 3 7
. 3 6 8
. 4 7 7
. 4 5 3
, 3 2 7
. 4 7 3
. 6 6 3

. 000  

. 0 4 8  

. 0 1 1  

. 0 8 4  

. 168  

. 1 4 3  

. 3 4 7  

. 1 6 9  

. 09 0  

. 1 0 3  

. 5 0 4  

. 5 8 1  

. 8 5 8  

. 4 9 6  

. 7 5 1  
, 5 6 9  
. 0 2 0  

. 0 3 4  

. 0 2 2  

,011 
. 0 3 9  
. 0 0 0  
. 1 4 5  
. 1 3 2  
. 2 4 4  
. 0 6 2  
. 1 7 0  
,110 
. 4 2 2  
. 4 5 2  
. 3 1 2  
. 4 0 0  
. 7 2 7  
. 1 8 7  
. 0 0 8  
. 0 1 1  
. 0 0 0  
. 0 1 9  
. 0 0 6  
,000 
. 0 7 2  
. 1 2 3  
. 097  
. 1 2 8  
. 0 9 3  
.122 
. 3 3 3  
. 5 5 6  
. 5 0 9  
, 2 2 7  
. 5 1 9  
. 6 8 9

.000 

. 0 0 0  

. 0 0 0  

. 0 0 0  

.129 

.316 

.659 

.125 

.225 

.167 

.652 

.613 

.585 

.652 

.696 

.810 

.  0 0 0  

. 0 0 0  

. 0 0 0  

. 0 0 0  

.000 

. 0 0 0  

.273 

.165 .000 

.149 

.283 .000 

.250 

.601 

.520 

.354 

.479 

.402 

. 0 0 0  

. 0 0 0  

. 0 0 0  

. 0 0 0  

.  0 0 0  

. 000  

.385 

.274  

.360 

.196 

. 0 0 0  

.495 

.389 

.281 

.538 

.236 

.339 

.665

, 0 0 0
. 1 6 1
. 0 0 0

. 0 0 0

. 0 9 4
. 2 1 3
. 4 6 8
, 2 0 5
. 1 8 1
, 1 2 8
, 5 8 7
. 5 5 7
. 6 2 8
. 5 5 8
. 7 4 2
. 7 0 8
. 0 0 0
. 0 0 0
.000
. 0 0 0
. 0 0 0

. 000

. 1 2 6

. 1 8 9
, 1 6 8
. 0 0 0
. 2 2 3
. 2 5 8
. 3 3 5
. 5 4 5
. 2 9 8
. 4 2 8
1 . 3 0
. 3 3 1
,000
. 0 0 0
. 0 0 0
. 0 0 0
. 0 0 0
. 000
. 3 0 6
. 1 2 8
. 1 7 2
. 1 1 3
.100
. 2 4 0
. 4 8 0
. 4 5 7
. 3 2 9
. 4 5 5
, 5 0 4
. 7 0 5

. 019  

. 0 2 6  

. 0 0 0  

. 0 1 6  

. 1 4 7  

. 1 4 5  

. 3 1 4  

. 1 9 9  

. 1 4 6  
, 0 8 9  
. 5 2 5  
. 4 3 7  
. 5 1 6  
. 4 5 5  
. 6 0 3  
. 4 1 4  
. 0 3 9  
. 0 1 7  
. 0 3 7  
. 0 0 0  
. 022  
. 0 0 0  
. 1 5 2  
. 0 7 8  
. 3 4 8  
. 0 8 0  
. 1 6 7  
. 0 8 3  
. 3 0 9  
, 6 2 1  
. 3 5 6  
, 3 9 3  
. 9 5 8  
. 1 9 6  
. 0 0 7  
. 0 1 6  
.012 
, 0 3 3  
. 0 0 8  
. 000  
• 129  
. 202  
. 0 7 2  
. 1 4 0  
. 0 6 3  
. 1 0 8  
. 3 2 1  
. 4 9 3  
. 3 8 9  
. 3 9 8  
. 4 7 0  
. 5 9 0

2 . 1 7  
1 . 3 8  
1 . 8 9
1 . 3 2
1 . 4 1  
2 . 2 8  
1 . 3 5
1 . 0 7  
1 . 6 3
1 . 7 1  
1 . 3 4  
1 . 2 9  
1 . 1 9
1 . 1 4  
. 9 6 8
1 . 3 3  
1.01 
1 . 9 1
1 . 3 4  
. 8 4 1  
. 6 5 7  
, 0 0 0  
. 4 8 1  
, 9 5 0  
2.21 
1 . 7 3  
, 9 4 9
1 . 4 1  
1 . 5 4  
, 8 4 7
1 . 3 5
2 . 1 5
1 . 3 3  
, 8 8 5
1.08
1 . 3 6  
1 . 5 0  
. 9 5 4  
1.22 
. 0 0 0  
2 . 6 6  
2 . 2 2  
. 8 2 6  
1 . 9 4
1 . 7 1  
1 . 4 7
1 . 1 7
1 . 3 3  
, 6 1 1  
. 7 8 6  
. 7 2 3  
, 6 7 7

. 0 0 0
1 . 0 5  
1 . 0 1  

1 , 0 0  
1 . 3 2  
2 . 3 9  
1 . 7 2
1 . 0 6  
2 , 0 0  
1 . 5 8  
1 . 1 9
1 . 1 4  
1 . 1 1  
. 8 1 6  
, 8 9 5
1 . 1 5  
. 2 8 2  
1 . 3 6
1 . 2 9  
, 4 8 6  
. 8 7 8  
, 0 0 0  
. 4 0 1  
. 9 0 7  
1 . 9 2  
1 . 5 0  
. 9 7 4
1 . 2 7
1 . 4 1  
, 7 0 4  
1 . 0 1  
1 . 5 5
2 . 2 7  
, 6 3 7
1 . 2 9  
1.01 
. 0 0 0
1 . 4 2  
, 9 8 6  
, 0 0 0
3 . 3 4  
2 . 6 6  
. 9 4 4  
1 . 4 1  
1 . 2 1
1 . 3 5  
1.11
1 . 2 8  
. 4 5 2  
. 4 9 3  
. 4 3 1  
. 3 8 9

. 0 0 0

. 0 0 0
, 0 0 0
, 0 0 0
.516
1,26
1 . 2 2
1 . 0 0
2.47
1.50
1.19
1.19  
2 . 6 6  
1.59  
1.09  
1.58  
. 0 0 0  
. 0 0 0  
. 0 0 0  
, 0 0 0  
. 0 0 0  
. 0 0 0  
.416  
.826  
.000  
,745 
.441 
,000  
1.33  
.832 
.997  
2.30  
1.26  
.581  
.000 
.000  
. 0 0 0  
. 0 0 0  
. 0 0 0  
, 000  
.577
2.19  
.520  
.784  
. 0 0 0  
.866  
.572  
1.61  
.567  
,660  
.774 
.447

. 0 0 0

.886
. 0 0 0
. 0 0 0
3 . 0 2  
2 . 5 0  
1 . 2 6  
. 9 0 3
1 . 4 4  
2 . 8 1
1 . 4 5
1 . 4 9  
, 7 4 6  
1 . 3 1  
. 9 8 1  
1 . 5 8  
.000 
. 0 0 0  
. 0 0 0  
. 0 0 0  
. 0 0 0  
. 0 0 0  
. 5 6 7  
, 7 0 7  
5 , 0 4  
. 0 0 0  
. 7 8 0
2 . 0 7  
2 , 3 5  
. 9 1 7  
1 . 3 3
2 . 5 0
1 . 0 3
1 . 0 7  
. 0 0 0  
.000 
.000 
.000 
. 0 0 0  
.000
2 . 6 3
6 . 6 3
1 . 5 5  
4 . 4 2  
1 , 6 0
1 . 5 6
1 . 5 6  
1 . 3 7  
. 3 2 9  
. 8 6 5
. 6 4 4
. 8 8 1

1 . 0 3
2 . 3 6
. 0 0 0
3 . 0 6  
1 , 4 8
2 . 2 5  
1.01 
1.11
1 . 4 0  
1 . 6 9
1 . 5 2  
1 . 5 0  
1 . 1 6  
1 . 2 9  
. 9 1 8
1 . 2 3  
2 . 2 8  
2 , 9 9  
1 . 6 1  
. 0 0 0  
. 4 2 7  
. 0 0 0  
. 5 6 8  
1.02 
1 . 9 7  
1.68
1 . 1 3  
1 . 6 0
1 . 4 7  
. 9 7 1
2 . 0 6  
3 , 2 1  
, 8 7 4  
1 . 4 2  
. 6 7 9
1 . 4 8
2 . 2 4  
, 9 9 7
1 . 4 0  
. 000  
2 . 9 2
1 . 5 4  
. 7 1 6
2 . 5 2
3 . 1 3  
1 . 7 3
1.54
1 . 2 6  
. 9 1 3  
1 . 0 7  
1 , 0 9  
1 . 1 5

FOR F I RS T  PARAMETER OVERALL t f i - lEDMAN 3 1 . 3
. S T I M FRIEDMAN 1 9 . 7 R E S P  FRIEDMAN 1 . 9 2 C 0 R  WR FRIEDMAN 1 1 . 1

FOR SECOND PARAMETER OVERALL FRIEDMAN 1 4 . 2  ,  77
ST I M FRIEDMAN 1 1 . 1R E S P  FRIEDMAN . 077COR WR FRIEDMAN 2 . 7 7  
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E S T I M A T I O N 2TANNER SWETS GREEN MODEL 
*DFRTWE B
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S E S S I ON

s . 3y -  .000 .000 rtn n r
. 000

.ooo
rf lOO

t d w t o o o

, 0 0 0  , 0 0 0  

1.-08 2 . 2 2r r o B

1 .8 4  ,000  
1.4S 1 .8 7
1 . 4 9  2 . 5 6  
1 . 7 3  2 . 8 6  
. 856  1 .41
m o - .0 4 8

' ^ 1 . 3 2 1 .9 3  ,000  
. 0 0 0 ' - . 0 0 07 t 4 9

1 .2 9

1 .4 1
- 3 v 6 9 = 3 t 9 5
4 .1 1 4 .4 1

4742
3 .0 73 .2 7

1 .5 6

f 9 W

1 . 7 3
- 1 . 0 0

.894 1 ,5 0  
1 .3 2  1 .5 6  
1 .9 7  ,000  
7000 .000  
. 0 0 0  . 0 0 0  
7 0 0 0  - .  0 0 0  

. 0 0 0  . 0 0 0  

. 0 0 0  
.000 2 .0 7  
1 .3 6  2 .3 4  
.765  .811  

2 .7 2  
1 .3 4  1 .8 5  
1 . 8 5  1.81 
.763  1 .6 8  
.719  1 .0 9  
r .  35 1 .6 3  
i .74 1 .8 4

2 .7 9  
2 .4 1
2 .7 9  
3 5 .7
2 .4 0
2 .4 0  
,881  
.801  
.633  
• 668 
. 94 8  
.447.  
.052  
,563  
.881  
.438  
.665  
.724  
1 .8 1
1 .9 7  
2 . 3 8
1 .9 8
1 .8 0  
1 .5 4  
.937  
,607  
.855  
.919  
.985  
.737  
.497  
.679  
.843

, 0 0 0  ,  0 0 0  , 8 8 8  

,800 ,000 .000  
,800  .080 ,080  
* 0 0 0  i 0 0 0  , 0 0 0

• 0 0 0  , 8 0 0  • 0 0 0  

, 000  . 000  .000  
.983 .544 1 ,4 3  
,900  ,581 ,000  
.811 ,340 1 .1 2  
,534  ,472 1 .5 5  
.95 2  ,810 1 ,6 9  
,34 8  ,37 8  ,689  
.090  .0 2 9 - ,0 3 8  

457 ,000  
888 .000 
241

,475
*785 
.383  
.700  
.610  
1 .8 5  ,000  
2 ,3 0  ,000

.443  
,483  .918  
,818  ,000  

*000
  . 0 0 0

. 0 0 0  . 0 0 0  , 0 0 0  

2 .3 0  ,000 .000  
1,88 ,000 .000 
1 .3 2  ,000 1 .2 8  
.96 2  ,419 1 .7 2  
.622  ,362 ,508  
,8 7 2  1 ,0 1  1 ,5 8  
,873 ,627 1 .0 1  
1 .1 4  .922 1 .0 1  
,623 ,452 .751  
,783  ,245  
.703  
1 . 1 0

.806  
,483 1 .1 0  
,972 .869

2 ,5 3
.000
.080
.000

-2 ,53
. 0 0 0
.831
.747
.596
,804
,893
.521
r086
.626
1 ,02
.600
.683
,791
1 .8 2
1 .7 6  
2 .13  
1 ,8 4  
1 .7 2
1 .7 7  
.992  
.749
,7t>r
1.00
.900
,9B5
,428
,693
.678

34 , 746 ,711 .284 ,601 1 .19  .447 .
35 1 .'51' — 1 .5 1  .932  1 . 6 3  1 . 6 3  .830
36 .426 ,291  .311 .600 .525 .195
37 3 . 4  0--------3 . 7 2  .000 1 .4 9  3 . 4 8  1 .70
3A 3 , 5 5  3 , 5 6  .000 ,000 3 .5 6  1 .79
39 4 , 1 2  .000 .000 .000 4 .18  2 .36
40 3 , 4 3  3 , 3 6  .000 2 , 1 7  3 ,87  1 .84
41 - -  4 . 67 ------4 . 5 9  ,000 .000 .000 2 .54
42 3 ,31  ' 2 , 8 4  ,000 ,000 4 ,24  1.77
43 2 .1 9  2 . 1 3  2 .39  2 . 6 7  2 ,26  1.23
44 2 , 1 7  2 , 2 7  1 , 4 1  1 . 8 4  2 ,26  1.40
45 1 .16  1 .30  .520 .941 1 ,42  .657
46 2 , 0 5  2 . 1 2  2 , 4 4  1 , 9 1  1 ,94  1 .05
4 7-------------- ' 2 . 41  2 . 7 6  1,78  2 .0 4  2 . 2 7  1 .40
48 _  _  2 , 6 4  2 , 6 3  2 , 1 3  2 ,3 7  2 ,7 7  1 .54
4 9  —  . 750 ~ .85? ~.~535 .663 .801 . 4 2 8
50 -762 l 677 ,612 ,728 1 ,02  ,427
51 ,527 .191 .667 .580 .824 .283
52 , 814 , 872 . 534 , 727 .977 .432
5 3  “ = . 4 6 6  . 359 .453 .374 .630 .229
5 4  ,674  , 703  .264  ,432 1 ,09  ,382
5 5  -------------  3 . 4 3 4 . 0 4 . 0 0 0 . 0 0 0 3 .52 1 .72
56 3 , 8 5  3 . 6 9  ,000 .000 4 .20  2 .18
5 7  3 . 6 8  4704 .000 .n00 3 .59  1 .96
5 fi 4 .7 0  4 , 5 4  , 000 .000 .000 2 .29
5 9  ------------- T . 7 6 3 . 55 . 000 .000 4.00  1.71
60 38 , 0  _  ,000  ,000 ,000 .000 2 .33
6 1 2 . 1 4  2 . 2 5  1 . 5 7  2 .42  2 ,22  .789
62 2 . 5 7  2 . 3 9  2 . 1 4  2 ,00  2 .91  1 .27
63 ----------  1 . 6 3  " 1 .70  .000 2 . 0 5  1 .29  1 .07
64 2 . 9 2 - 3 . 1 2  2 . 2 5  .000 2 .8 7  1 .69
65 -  '  2 . 0 5  2 . 1 2 ^ . 5 3  1 .81  2 .14  1.00
6 6  2 . 60  2 . 5 7  .000 1 . 6 3  2 .85  1 .44
67 1 .26  1 . 0 7  1 . 6 8  1 . 3 3  1 .43  .749
6 8  . 750 .984 . 635 .755 .595 .345
69 1 .28  1 . 4 3  .813 1 .4 8  1 .26  .724
70 4i_10 1-.13 1*27 1 . 0 4  1 .14  .734
7 !  --------- - —t t J J "  . 3 99 . 91 4^ .3 2 7  .054 .133
72 1 , 7 5  2 .0 0  1 . 1 2  1 .36  1 .95  .832
7 3   4 . 70  4 .78  .000 .000 4 .88  2 .38
7 4  4 , 3 7  4 . 6 0  . 000 .000 4 ,28  2 .30
7 5  4776 7000 .000 .000 4.51  2 .53
76 ■ 3 , 7 7  4 . 1 6  .000 .000 3,70  1 ,86
7 7   4 . 9 5  5 . 0 9  .000 . 0 0 0  4 .84  2 .54
78 38 -4  , 000 ,000 .000 .000 2 .76
7 9   7734 - Z.92- 1 . 1 7  1 . 4 3  2 .37  1 .55
80 2 ,1 0  2 , 4 2  1 , 5 7  2 ,3 0  1 .92  1 .35
S i  --------------  27 64- —2 , 7 0 - 1 . 2 5  2 . 0 9  2 .99  1.24
82 2 . 3 0  2 . 4 1  1 . 9 5  2 . 4 6  2 ,29  1,41
83 --------------- 2775------2774” .000 2 . 6 6  3 ,06  1 .61
8 4  2 . 3 4  2 , 4 6  . 874 1 . 7 2  2 .58  1 .32
85  1 . 2 3 ........1 . 3 5  1 .16  .909 1 .39  .658
8 6  . 920 . 731 1 .54  .969 ,878 .520
87   , 9 8 1 -------7838 .770 1 .35  1 .17  ,380
8 8  1 .3 7  1 . 7 8  1 . 7 5  . 975 1 .14  .614
89 ,928------ . 814 i . 3 3  .850 .936 .394
’ 0 , 514  .466  , 510 .437 . 658 .208

FOR FIRST PARAMETER OVERALL FRIEDMAN 33 ,0
STIM ”  FRIEDMAN 1 7 .3RESP FRIEDMAN 1.23C0RWR

.424

.816

.124
2 .0 3
1 .8 4
. 0 0 0
1,70
2 .3 0  
1 .4 2  
1 .1 7
1 .4 8  
.802  
1 .0 8  
1.66 
1.50  
.460  
,360  
.101 
.394  
.169  
,375
1 .5 3  
1 .9 7  
2.12 
2 . 0 0
1 .7 2  
. 0 00  
.774  
1 .1 5  
1 .0 7
1 .7 3  
1 ,0 5  
1 .3 8  
.616  
.412  
.715  
,676  
,276  
,833
2 .4 8
2.30  
, 0 0 0  
2.21
2 .5 4  
. 0 0 0  
1.95  
1.60
1 .3 3
1 .3 4  
1 ,4 5
1 .3 5  
.704  
.409  
.268  
,644  
.252  
,132

,145
.573
.155
. 000
,0 0 0
. 0 0 0
, 0 0 0
.000
. 0 0 0
.931
.776
.286
1.22
1.20
1.22
.298
.332
.480
,327
, 23r
,161
. 0 0 0
,000
,000
. 000
.000
.000
,507
.998
,000
1.01
.508
. 000
,939
,289
.406
,861
. 507"
,425
. 000
, 0 0 0
. 0 0 0
. 00 0
.000
.000
,444
1.03
,448
.887
,000
.407
,437
.924
.283
.728
,590
,159

.354
,830
.258
.324
, 00 0
. 000
1 .0 4
. 0 0 0
. 000
1.78
1.24
.521
,915
1 .1 6
1 .5 9  
.391  
,432  
.249  
.410  
.185  
.264  
.000  
. 00 0  
, 000  
. 00 0  
,000  
. 00 0  
.982  
.868
1 .5 9  
.000  
.817  
1 .0 6  
.906  
.362  
.828  
.731  
.166  
,698  
.000  
, 0 0 0  
.000 
. 000  
. 0 0 0  
. 0 0 0  
1.00 
1 .8 3  
1.21 
1 .8 0  
1 .5 2  
1.02 
.549  
.556  
.368  
.455  
.338  
,205

.787

.920

.251
1 .69
1 .7 2
2,10
2 ,28
. 000
2 .55
1 .29  
1.44  
.711 
1.01 
1 .2 7  
1.60  
.480  
.606  
.442  
.545  
.302  
.596  
2.10 
2 .5 2
1 .99  
. 0 0 0  
1 .6 7  
. 000  
.892  
1.47  
.835  
1.65  
1.12 
1.62  
.836  
.293  
.829 
.850 
.025 
1.11 
2.31
2.29
2 .5 5  
1.85  
2 ,54  
.000 
1.60  
1.12 
1 .3 6
1.50
1.99
1.51  
.783  
.487  
.559  
.586  
.486  
.352

FRIEDMAN 9 .3 1
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lA'LL S l R l  S1R2 S 2 R 1 5 2R2 OVERALL
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■m
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, 9 7 2  
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, 8 4 5  
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, 0 0 0
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r 2 5 9
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,000
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. 000
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, 7 2 2
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. 1 9 5
. 7 7 8
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.0 0 0  ,0 00  
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, 7 7 8  . 7 0 7  
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. 5 2 0  . 4 7 5

, 0 0 0  . 7 7 3  
. 5 8 7  
. 6 0 8  
. 6 3 0  
. 9 2 8  
. 9 5 1  
. 9 7 9  
. 9 3 8  
. 9 3 0  
. 9 2 0  
. 7 4 3  
. 5 6 9  
. 6 9 0  
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. 7 0 8  
. 6 1 4  
. 3 7 2  
, 5 7 3  
. 6 0 5  
, 380  
. 5 7 7  
. 2 0 8  
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. 000  
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, 6 6 7

m, o o o
.000
. 000
.000
.000
, 0 0 0
, 7 5 0
. 6 5 1
, 2 9 7
, 7 9 2
, 6 4 9
. 6 3 0
, 5 9 3
. 2 7 8
. 5 4 4
. 6 3 3
, 2 2 5
, 5 8 0
, 2 5 0
. 5 0 0
, 0 0 0

. 0 0 0
, 7 1 4
. 000
,000
. 7 3 9
, 5 8 8
. 3 5 5
, 6 6 1

9 1 3 . 9 4 9 . 8 7 0 . 8 6 0 . 8 8 6 , 7 5 3 . 8 0 2 . 5 3 8 , 6 9 2 . 7 3 2
9 3 4 . 9 2 9 . 8 7 5 , 9 4 1 , 9 4 2 . 7 9 1 , 7 9 6 . 7 0 0 , 6 4 9 , 8 1 7
4 9 8 . 5 2 3 . 3 7 2 . 4 6 7 . 5 3 9 . 2 8 1 . 3 2 0 . 2 0 4 . 2 3 5 . 3 1 8
4 9 7 , 4 3 9 . 4 1 3 - . 5 0 1 , 6 2 6 , 3 0 0 . 2 6 9 . 2 3 1 , 2 9 1 , 4 0 3
364 . 1 4 8 . 5 3 9 . 3 2 9 . 5 0 9 . 2 0 3 . 0 7 7 . 1 8 5 . 2 4 4 , 3 2 4
5 0 1 , 4 6 9 . 4 0 8 . 4 8 3 , 5 8 6 , 3 1 4 , 3 3 3 . 2 1 7 , 2 7 5 , 3 6 5
307 . 2 3 7 . 3 1 5 . 2 5 6 . 3 8 4 . 1 8 4 . 1 4 4 . 1 7 6 . 1 4 9 . 2 4 3
4 5 9 , 4 5 3 . 2 2 7 . 3 4 5 , 6 1 9 . 2 6 3 , 2 7 3 , 1 0 3 . 1 7 9 . 4 1 6
9 5 5 . 9 3 3 . 0 0 0 , 0 0 0 . 9 8 2 . 9 1 3 , 9 2 7 . 0 0 0 , 0 0 0 . 9 0 3
9 8 5 . 9 7 5 . 0 0 0 , 0 0 0 , 9 9 4 . 9 3 5 . 9 3 1 , 0 0 0 , 0 0 0 , 9 4 5
9 7 4 . 9 8 3 . 0 0 0 , 0 0 0 . 9 7 6 . 9 3 2 . 9 5 5 , 0 0 0 . 0 0 0 . 9 2 1
9 8 9 . 9 7 7 . 0 0 0 . 0 0 0 . 0 0 0 . 9 8 1 , 9 7 2 , 0 0 0 . 0 0 0 . 0 0 0
9 5 4 . 9 5 6 . 0 0 0 . 0 0 0 . 9 5 0 . 9 3 8 , 9 2 5 . 0 0 0 , 0 0 0 . 9 4 4
990 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 , 9 8 9 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0
7 2 6 . 7 1 9 . 5 5 9 . 8 0 5 . 7 7 1 . 6 6 7 . 6 5 6 . 5 0 5 . 7 6 9 . 7 0 9
8 8 6 . 8 5 8 .8 1 1 , 7 6 1 . 9 2 3 . 8 0 2 , 7 6 9 , 7 3 0 , 6 6 7 , 8 5 5
834 . 8 3 5 . 0 0 0 , 9 4 0 . 7 4 7 . 5 3 0 . 5 7 2 . 0 0 0 , 4 7 8 . 4 5 1
9 5 2 . 9 5 6 . 8 1 5 . 0 0 0 . 9 4 8 . 8 4 3 , 8 7 3 . 7 5 0 . 0 0 0 . 8 4 3
813 . 8 2 7 . 5 6 0 . 7 3 9 . 8 4 8 . 6 9 4 . 7 1 0 , 5 5 9 . 6 3 0 . 7 1 4
9 1 9 . 9 0 9 . 0 0 0 , 8 3 0 . 9 4 4 . 7 9 7 , 7 9 4 , 0 0 0 . 5 6 0 . 8 3 2
7 0 7 . 6 3 2 . 7 8 9 . 7 7 7 , 7 4 7  . . 4 5 5 . 4 0 2 , 6 0 0 . 3 8 9 . 5 1 7
4 2 5 . 4 8 5 . 3 7 1 . 4 4 1 . 3 7 5 . 2 9 0 . 3 7 2 . 2 6 0 . 2 9 3 . 2 3 2
6 9 3 . 6 8 9 . 4 7 9 , 7 4 4 . 7 4 4 . 4 6 9 . 5 2 4 . 3 1 6 . 5 3 3 . 4 2 1
6 9 9 . 6 6 7 . 7 5 8 . 6 9 7 . 7 5 4 . 3 7 0 , 4 1 3 , 4 2 4 . 3 1 8 . 3 4 7
191 . 3 5 8 . . 5 5 9 - . 3 0 4 . 0 4 0 . 0 9 7 . 1 7 6 , 3 5 6 - . 1 3 0 . 0 1 8
7 4 6 , 7 4 6 . 4 9 5 , 6 8 0 . 8 4 5 , 6 1 5 , 6 5 8 . 3 8 3 , 5 0 8 , 6 5 8
9 9 1 . 9 9 3 . 0 0 0 . 0 0 0 . 9 8 9 . 9 8 1 , 9 8 2 . 0 0 0 . 0 0 0 . 9 8 5
9 8 9 . 9 8 9 . 0 0 0 . 0 0 0 . 9 8 9 , 9 7 0 , 9 7 9 . 0 0 0 . 0 0 0 , 9 6 6
99 4 . 0 0 0 . 0 0 0 , 0 0 0 . 9 9 5 . 9 8 1 . 0 0 0 . 0 0 0 . 0 0 0 . 9 6 9
9 6 8 . 9 8 6 . 0 0 0 . 0 0 0 . 9 6 7 , 9 4 0 , 9 5 9 , 0 0 0 . 0 0 0 . 9 3 6
995 . 9 9 4 . 0 0 0 . 0 0 0 . 9 9 4 . 9 8 6 . 9 8 9 . 0 0 0 . 0 0 0 . 9 8 4
99 7 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 9 9 7 , 0 0 0 . 0 0 0 , 0 0 0 . 0 0 0
93 6 . 9 7 4 . 5 1 1 . 8 1 2 . 9 4 2 . 6 7 4 , 7 6 4 . 5 0 0 . 4 2 3 . 6 7 6
9 0 3 . 9 4 2 . 8 2 2 , 9 6 5 . 8 4 8 , 6 5 5 . 6 9 6 , 6 1 5 , 5 4 5 « 651
8 7 9 . 8 9 8 . 5 1 4 . 8 7 3 . 9 0 4 . 8 1 0 . 8 2 3 . 4 1 5 . 6 5 5 . 8 5 9
9 1 4 . 9 0 2 . 7 6 9 . 9 6 2 . 9 2 9 . 7 1 8 , 7 6 2 , 6 8 0 . 6 4 6 . 6 9 7
944 . 9 2 1 . 0 0 0 , 9 3 2 . 9 7 6 . 8 2 4 . 8 3 2 . 0 0 0 , 7 8 3 . 8 1 6
8 9 7 . 9 0 4 . 4 8 1 . 8 1 7 . 9 3 0 , 7 4 5 , 7 7 7 . 3 5 5 , 5 8 7 . 7 8 2
6 5 7 . 6 8 3 . 5 0 5 . 5 8 8 . 7 2 3 . 4 5 8 . 5 0 2 . 4 1 9 . 3 1 6 . 4 9 4

5 6 9 . 4 8 2 . 7 8 4 . 5 9 3 . 5 4 4 . 3 4 1 . 2 7 3 . 5 4 3 . 3 5 1 . 3 3 1
45 6 . 3 4 9 . 3 6 4 , 4 4 6 . 5 9 6 . 3 6 1 . 2 9 2 , 2 7 7 . 4 0 7 . 4 4 0
6 3 1 . 6 4 9 . 6 9 6 . 5 1 9 . 6 1 3 , 5 0 2 . 5 8 0 , 5 9 6 , 3 8 7 . 4 3 2

46 9 . 3 3 2 . 6 1 6 . 4 1 8 . 5 4 3 . 3 5 0 , 2 4 7 . 4 9 3 . 3 4 0 • 360

28 3 . 1 9 0 . 2 2 5 . 2 7 9 . 4 3 1 . 1 9 6 . 1 3 4 . 1 9 1 . 1 7 5 . 2 6 0

F I R S T  PARAMETER OVERALL FRIEDMAN 2 8 . B
FRIEDMAN 2 2 . 2R E S P  FRIEDMAN 4 . 92COR WR FRIEDMAN 1 3 , 0

Ff lgl -SECOND PARAMETER OVERALL FRIEDMAN 3 0 . 9
S T I M  FRIEDMAN 7 . 69 R E S P  FRIEDMAN . 308COR WR FRIEDMAN 1 5 , 1
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.   A P RI mE - _. . .  BI AS ______________

s t a t e  ON OVERALL S l R l  S1R2 S2R1 S2R2 OVERALL S l R l  S1RZ S2R1 SZR2 i - " . ;  :
LAST TRIAI   _______
SESSI ON - V : -  . - ;
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5 _ , 9 9 7  . . , 0 0 0 0 0 0  , 0 0 0  , 996 .  3 4 . 6  , 0 0 0  >000 , 0 0 0 * 4 4 , 1 .
6 f 9 * T  . 8 0 8  , 0 0 0  , 0 0 0  , 0 0 0  6 7 , 7  ,000 *000 ,000 ,000
7 __x89_4— . 8 9 4 . . 8 Z 6  . 9 1 0  , 90 0 . .  1 0 . 9_ * 1 4 x 7  8 Q , 1 - J7 0 . 5  4 2 . 1 _
.8 * 9 1 1  * 9 2 8  <87 4  . 0 0 0  , 9 1 1  6 7 . 2  5 8 . 5  7 0 . 3  . 0 0 0  7 9 . 0
9 . 0 4 9   . 8 Z 1  _x8 l 0  . 8 8 8  . 0 4 4  3 0 . 7  3 . 8 7  7 3 . 3 - 4 9 . 1  3 5 , 4 .

10 . 8 8 1  * 8 3 1  , 8 3 8  . 9 3 7  . 9 2 5  5 8 . 5  3 9 , 9  6 1 , 3 - 6 5 . 7  8 7 , 4
11  .... ,9.a.9_.__ , 9.06 . 8 7 9 .  , 9 5 4 . , 9 1 0  . _. 2 6 , 5  1 7 , 8  1 6 . 9 - 6 4 x 8  4 3 . 3 1
12 x 7 ? T ^  L?47vif74fi iS42; ^820 3 3 .5  5 ^ 4  1 5 . ^ 5 x 3 ^ 3 2 . ^  " ^
13-  >553  . 5 7 2 . ^ 5 4 2  ^.4.74 .601 6,08 . 2 , 4 0  7 , 8 5 - , S 3 § ' 1 7 « l _
14 , 8 6 3  . 8 2 1  . 8 6 1  . 0 0 0  . 8 9 5  6 4 . 1  4 6 , 3  8 4 , 1  , 0 0 0  8 4 , 0
1 3  , 9 2 6  _ - - x 9 1 7  .QUO t Q_00 . 9 4 0  7 7 . 4  7 9 . 6  , 0 0 0  ,O80l 67 . 9 _
16 , 8 Z Z ^ v . 8 0 9  ? f 4 4  , 5 3 5  , 8 6 1  5 6 , 2  5 9 , 0  4 9 , 1  6 5 , 6  5 3 , 0
17 -  .ifi.65 ^ 8 2 2 ^ x 8 5 8  , 8 8 7  4Qx3 _ 2 7 , 8  4 4 , 0 - 3 7 L6 6 3 , 0
18 ,5 7 4  , 8 3 9  , 5 9 9  ,0 0 0  . 8 8 8  3 5 , 2  Z 7 , l  4 5 , 6  , 8.00 3 5 » 6 “
19  . 9 8 3  /  . 9 8 7  . 0 0 0  . 0 0 0  , 9 0 1  . . 1 5 . 4  4 6 , 0  , 0 0 0  . 0 0 0 - 8 , 5 5 _
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22  '  , 9 8 8  , 9 9 3  , 0 0 0  , 0 0 0  , 9 8 4  7 , 5 0  - 3 4 , 7  fOOO »0 0 0 " l 2 »4" =. 1
23 j 9B6 , 5 9 1  . OOQ- j OQO. . 9 6 2  4 8 , 3 ^  0 1 * 6  xDOQ _,aOQ_37,4__
24  , 9 7 3  , 9 6 4 .0 0 0  ,9 0 4  . 9 7 9  3 3 , 6  5 9 , 3  , 0 0 0 - 5 9 , 3 * 8 , 3 3
25 . 6 9 4  v , 9 7 6  . 8 2 0  . 8 9 7  . 9 2 8  - . 6 0 5  - 3 1 , 4  5 9 , 1 - 8 7 . 9  4 8 , 5 . . . ____1
26  14805  , 8 0 2  1 7 2 9 . 7 3 6 , 8 6 3  - 7 , 8 8  * 1 5 , 3  6 i 5 5 - 2 8 , S  1 3 .5  i -
27  , 8 9 8  . 8 6 7  , 9 2 9  . 9 4 0  , 9 1 6  3 2 7 7  - 2 0 , 0  4 2 , 4 - 5 0 x 1 .  8 2 . 0 ______
28  . 8 0 4  . 8 6 0  . 8 3 2  . 8 9 1  , 9 1 6  - 1 1 . 3  - 2 7 , 0  1 3 , 5 - 2 5 , 3  2 1 . 4  :

29 , .9C7 , 9 0 8 . .892 x086
30 , 8 2 0 . 7 8 5 . 7 2 7 , 8 7 4
31 , 7 6 3 ■ A14 , 7 1 5 . 7 7 5
32  • , 8 6 2 . 3 7 6 . 8 2 5 , 8 5 4
33 , 0 0 6 . 9 0 0 . 8 7 9 , 8 9 0
34 , 7 2 3 , 7 1 6 .6 0 2 . 6 9 0
35 , 8 5 4 , 0 5 4 . 7 6 1 , 8 6 8
36 , 6 4 4 . 6 0 3 .610 , 6 9 0
37 , 9 7 7 . 9 8 3 . 0 0 0 , 8 4 3
38 . 9 8 0 . 9 8 0 . 0 0 0 . 0 0 0
39 , 9 8 0 , 0 0 0 . 0 0 0 , 0 0 0
40 . 9 7 6 . 9 7 6 . 0 0 0 . 9 1 9
41 , 9 9 4 . 9 9 5 . 0 0 0 . 0 0 0
42 , 9 7 4 . 9 5 8 . 0 0 0 . 0 0 0
4? , 9 1 9 . 9 1 5 . 9 2 7 . 9 3 3
44 . 9 0 7 , 9 1 4 . 8 4 1 . 8 7 6
45 , 8 0 3 , 0 2 1 . 6 7 0 , 7 6 5
46 . 9 1 0 . 9 1 6 , 9 3 8 , 8 9 7
47 . 9 3 2 , 9 4 8 . 8 7 0 . 9 0 7
48 , 9 4 4 . 9 4 5 . 9 1 3 . 9 1 6
49 , 7 2 5 , 7 4 0 . 6 7 4 , 7 0 5
50. , 7 2 3 , 7 0 9 . 6 9 3 . 7 2 0
51 , 6 7 0 , 5 7 1 , 6 9 9 , 6 3 5
52 , 7 4 0 , 7 5 2 . 6 7 3 . 7 2 0
53 , 6 5 6 , 6 2 5 . 6 5 2 , 6 2 9
54 • , 7 0 8 . 7 1 5 , 5 9 4 , 6 4 5
55 , 9 7 7 , 9 8 2 . 0 0 0 , 0 0 0
56 . 9 8 4 . 9 8 3 . 0 0 0 . 0 0 0
57 , 9 0 3 . 9 8 9 . 0 0 0 , 0 0 0
58 , 9 9 5 . 9 9 3 . 0 0 0 , 0 0 0
59 , 9 8 3 . 9 8 0 . 0 0 0 , 0 0 0
60 . 9 9 8 . 0 0 0 . 0 0 0 . 0 0 0
61 . 9 0 7 . 9 1 1 . 8 4 6 . 9 3 1
62 . 9 4 5 . 9 3 4 . 9 1 7 . 9 0 3
63 . 8 5 7 , 0 6 9 . 0 0 0 . 8 6 7
64 , 9 5 8 , 9 6 7 v 9 2 4 . 0 0 0
65 . 9 1 0 . 9 1 5 . 8 4 4 , 8 0 7
66 , 9 4 5 . 9 4 4 . 0 0 0 . 8 6 0
67 , 8 1 7 . 7 8 7 . 8 7 3 . 8 1 0
68 . 726. . 7 7 2 . 6 9 9 , 7 2 7
69 . 8 2 2 . 8 4 4 . 7 4 0 , 8 4 9
70 , 7 8 5 ? . 7 9 8 .8 1 0 . 7 7 3
71 , 5 8 5 . 6 3 4 . 7 6 0 . 3 8 5
7 2 , 8 8 2 . 9 0 2 . 7 9 4 . 8 3 4
73 . 9 9 5  ' . 9 9 6 . 0 0 0 . 0 0 0
74 . 9 9 2 . 9 9 5 . 0 0 0 . 0 0 0
75 , 9 9 5 . 0 0 0 . 0 0 0 . 0 0 0
76 , 9 8 5 . 9 9 0 . 0 0 0 . 0 0 0
77 , 9 9 7 . 9 9 7 * . 0 0 0 , 0 0 0
78 , 9 9 9 , 0 0 0 . 9 0 0 . 0 0 0
79 . 9 1 6 . 9 4 4 .8 0 2 . 8 2 8
Bo , 9 0 2 . 9 2 1 . 8 5 0 , 8 7 5
81 . 9 4 6 . 9 5 1 . 8 1 ? , 9 1 0
8 2  * , 9 2 1 . 9 3 4 . 9 0 1 . 9 0 5
83 . 9 5 1 . 9 5 3 . 0 0 0 . 9 4 6
84 . 9 2 8 < 93 7 . 7 * 2 , * 7 5
85 , 8 1 5 ,’833 . 8 0 0 . 7 5 7
86 . 7 6 1 . 7 5 1  ; » 5 5 , 7 7 0
87 , 7 7 0 _ , 7 3 8 . 7 2 7 , 8 1 3
08 , 8 3 5 , 8 7 * . 8 7 8 , ? ? r

. 9 1 8 7 , 8 3 - 3 4 ,  Q , 9 2  4 - 3 1  x0 J?5j.CL

. 0 8 1 - 2 2 , 8 - 2 6 , 6 - 2 0 , 5  2 7 , f * 3 1 > l
, 7 7 5 - 1 0 , 2 - 4 Q , 8 3 1 , 2 - 5 0 , 1  2 1 x 2
, 8 6 8 3 3 , 2 4 3 , 1 4 7 , 9 - 6 3 , 1  3 6 , 1 ' V ~ 1
, 8 8 4 1 7 , 5 - 3 6 , 5 - 3 0 , 7 . 1 6 , 0  6 0 x 5
. 8 0 0 - 2 1 . 4 - 1 9 , 8 - 1 , 0 1 - 1 5 . 9 - 4 7 1 5
. 0 6 7 - 2 2 . 4 - 1 9 .  Q- 2 9 , 0 - 5 , 7 3 - 3 0 x 4
. 6 7 1 5 . 5 7 6 , 5 5 . 0 7 6  1 2 , 6  3 , * 2 ‘-'V " 7-r-
, 9 7 8 - 1 . 9 6 - 5 4 , 2 , 0 0 0  5 3 . 3  1 8 , 7
.9BQ - 4 . 7 7 - 2 4 , 9 . 0 0 0  , 0 0  0 2 4 , 5
, 9 9 1 - 7 7 , 3 , 0 0 0 , 0 0 0  , 0 0 0 - 5 , 3 7
, 9 8 2 - 4 4 . 3 - 9 . 2 0 , 0 0 0  1 6 , 0 - 8 0 , 5
, 0 0 0 - 7 1 , 2 - 1 , 0 7 . 0 0 0  , 0 0 0  , .000
, 9 8 7 - 3 9 , 4 - . 4 0 0 . 0 0 0  , 0 0 0 - 8 8 , 4
, 9 2 3 - 3 9 , 1 - 3 2 . 7 6 3 , 4 - 8 3 , 0 - 4 4 , 2
. 9 1 4 - 6 8 . 9 - 7 2 , 0 - 2 1 , 6 - 6 8 , 1 - 6 9 , 3
. 8 4 3 - 2 2 , 9 - 4 0 , 4 - 7 , 9 6 - 1 5 , 3 - , 6 5 4
. 9 0 0 - 8 . 6 4 • 6 , 4 8 .ooo i 2 , 6- i f *8  ;;-e~: :^h:ZL
, 9 2 5 - 5 2 , 9 - 6 8 . 1 - 6 6 , 7 - 3 9 , 8 - 3 9 x 2
. 9 5 1 - 5 7 . 8 - 5 2 , 3 - 4 3 , 7 - 7 8 , 6 ® 5 8 , 0
, 7 3 5 - 1 5 . 8 - 1 0 , 6 - 7 , 0 0 - 1 7 , 5 - 2 2 , 8
. 7 7 9 - 1 4 , 1 - 6 . 6 8 - 8 , 0 4 * 2 0 , 0 * 2 6 x 8
. 7 4 2 - 6 . 7 5 - 1 , 5 2 - 3 7 , 9 . 1 2 ,  4 - 9 j 2 2
. 7 7 2 - 7 . 9 0 1 2 , 8 ' - 1 7 , 6 - 1 4 , 2 - 4 ? , 1 ■
. 6 9 8 1 , 2 0 3 . 1 2 - 3 , 1 5  , 5 7 5  4 . 1 5
, 7 9 2 - 1 3 , 7 - 7 , 4 1 ' - 9 , 0 0 - 1 4 , 2 - 1 5 , 5
. 9 7 5 - 2 . 0 5 9 1 ,  0 , 0 0 0  , 0 0 0 - 7 8 . 0
. 9 0 6 - 7 0 . 4 - 4 3 . 7 . 0 0 0  . 0 0 0 - 8 7 . 8 •r? ; --i
, 9 0 0 - 4 2 , 3 - 3 8 . 3 . 0 0 0  , 0 0 0 - 5 8 ( 6
.ooo 2 6 . 7 7 5 . 5 . 0 0 0  . 0 0 0  rOOO ' ' ^
. 9 0 5 5 4 , 5 2 1 , 4 . 0 0 0  . 0 0 0  8 0 , 2
. 0 0 0 100 , 0 0 0 , 0 0 0  . 0 0 0  . 0 0 0
. 9 1 8 6 4 . 3 7 3 . 3 6 1 , 7  5 8 , 2  5 6 . 1
. 9 6 1 7 . 9 0 1 3 . 9 2 4 , 0  3 7 , 5 - 3 . 7 8 ' V  / .
. 8 1 7 - 5 9 . 4 - 5 4 . 1 . 0 0 0 - 8 7 , 4 - 4 7 . 2
. 9 5 6 - 6 0 . 7 - 5 0 . 9 3 5 , 2  . 0 0 0 - 5 8 . 4
. 9 1 6 7 , 0 0 3 . 6 2 5 8 , 5  2 7 , 0 - 1 6 , 5
. 9 5 5 - 4 2 . 3 * 3 2 . 1 . 0 0 0 - 5 6 . 5 - 5 4 . 5
. 8 4 2 - 3 3 . 3 - 2 4 . 0 - 2 9 , 1 - 5 5 , 6 - 3 3 . 3
. 6 9 0 9 . 2 1 2 3 , 1 8 , 7 4  4 . 9 7  1 . 3 7
. 8 1 2 - 2 4 . 7 - . 8 4 9 . 1 9 5 - 2 6 . 3 - 4 8 , 5
, 7 8 2 - 4 6 . 1 - 3 1 , D - S J , 3 - 5 0  r O - 6 0 *  7
. 5 2 1 - 5 . 0 7 - 2 1 . 8 ' - 1 5 . 1 - . 8 4 6  . 5 8 0
, 8 9 9 1 4 . 0 4 5 , 8  3 6 . 5 - 6 , 2 6 - 3 7 x 2
. 9 9 6 - 1 3 . 5 - 3 9 . 4 . 0 0 0  . 0 0 0  5 3 , 4
. 9 9 1 - 4 4 . 8 - 2 . 6 2 , 0 0 0  . 0 0 0 - 5 3 . 2
. 9 9 2 - 5 5 . 1 , 0 0 0 . 0 0 0  . 0 0 0 - 7 9 , 1
, 9 8 3 8 , 5 5 • 4 9 , 0 , 0 0 0  . 0 0 0  . 5 1 4
. 9 9 6 - 3 2 . 4 2 . 6 9 , 0 0 0  . 0 0 0 - 4 8 , 6
. 0 0 0 100 , 0 0 0 , 0 0 0  . 0 0 0  . 0 0 0
. 9 1 4 - 7 6 . 6 - 0 6 , 8 3 8 . 0 - 6 2 , 2 - 7 9 . 6
. 8 9 5 - 6 6 . 9 - 7 7 , 3 * » 5 7 . 9 - 9 2 . 5 * 4 3 i 3
. 9 6 3 2 6 . 7 9 . 0 9 4 5 , 0 - 4 5 . 8  4 3 . 9
. 9 1 3 - 6 2 . 5 - 4 1 . 2 2 7 , 8 - 8 9 . 0 * 7 4 . 1
. 9 5 2 - 5 9 , 2 - 2 6 , 7 . 0 0 0 - 5 3 , 4 - 8 5 t 9
. 9 4 1 A 4 4 . 1 —3 7 , 3 9 . 2 5 * 4 1 . 7 - 5 8 , 2 ■ i ■ •;. ^
, 8 3 7 - 1 3 , 4 - 9 , 7 6 3 0 , 3 - 2 6 , 5 - 2 5 , 9
. 7 5 3 - 1 8 . 0 - 1 3 , 2 - 4 0 , 9 * 2 0 , 9 - 1 4 , 6 ■ -• '
. 8 0 6 3 0 . 6 3 9 , 0 2 8 , 3  6 4 , 8  7 . 7 4

7 0 0 1 2 1 , 6 5 8 , 1  3 9 , 9  1 0 , 3 - 8 . 4 8

- 8 9  , 7 6 2  ,7 3 2  .0 2 9  , 7 4 5  , 7 6 5  2 0 .6
9o  , 6 6 8  .6 8 1  7 6 6 4  . 6 4 7  , 7 0 »  1 4 . 5  2 7 . 8  . 2 6 . 5 :  4 . 2 f e 7 . 1 0

rOR f i r s t  p a r a m e t e r  o v e r a l l  F r i e d m a n  3 4 .6  . „  " ' - v
ST 1.: FRIEDMAN 1 3 . ORESP r FRIEDMAN 2 . 7 7 C 0 R  HR FRIEDMAN 1 7 , 3

FOR SECOND PARAMETER OVERALL FRIEDMAN 1 1 . 5  ^  ^
ST I  • FRIEDMAN 7 . 69 R E S P  . FRI EDMAN . 30BCQR WR FRIEDMAN . 3 0 8



e x p e r i m e n t  NO
E S T IM A T IO N

STATE ON 
LAST T R I A L  
S ESSI ON

9
10
11
12
1 3
1 4  
1 9  
16  
17
15  
19  
2  C 
21 
22
23
24
25
26  
27  
2 c  
29

OVERALL

. 9 9 2

. 9 9 9  
, 9 9 5  
, 9 9 4  
. 9 0 6  
, 9 8 9  
. 6 5 0  
, 6 3 3  
. 5 3 0  
. 5 9 5  
. 6 9 0  
. 4 1 2  
, 0 5 2  
. 5 4 3  
. 7 2 7  
. 4 4 4  
, 5 6 6  
, 5 9 2  
. 9 3 ?  
. 9 5 9  
. 9 8 4  
, 9 5 4  
. 9 4 5  
, 3 9 6  
, 6 5 n  
, 4 3 9  
. 6 5 3  
, 6 2 5  
. 68 6

5 A T K I NS 0 N S  MODEL 
S10HA  

S l R l  S 1R2  S 2 8 1  S2R2

. 000  
, 0.00 
. 000  
. 0 0 0  
. 0 0 0  
.000 
. 6 5 1  
. 7 1 7  
. 5 8 9  
. 4 0 3  
. 6 8 4  
. 3 6 7  
, 0 7 7  
. 4 5 4 ,  
, 6 9 3  
. 4 0 6  
. 5 6 6  
, R Q9  

; 9 5 0  
. 9 7 2  
. 0 0 0  
. 9 7 3  
. 9 6 4  
. 8 6 3  
. 5 9 0  
. 4 3 0  
. 5 7 3  
. 5 5 9  
. 6 8 6

. o b8 0 0  . 0 0 0  
0 Q0 , 0 0 0  
0 0 0  . 0 0 0  
0 0 0  . 0 0 0  
0 0 0  , 0 0 0  

000 .000 
5 5 6  . 6 7 9  
5 6 5  .000 
3 9 0  . 6 2 6  
4 77  . 7 7 1  
610  . 8 2 8  
. 327  . 5 1 9  
0 3 4 - . 0 2 7  
5 0 0  . 0 0 0  
0 0 0  . 0 0 0  

2 7 4  . 4 6 2  
4 5 7  . 5 5 0  
6 5 9  , O0Q 
OOO , 0 0 0  
0 0 0  . 0 0 0  
O o o  . 0 0 0  
000  .000 
0 0 0  . 0 0 0  
0 0 0  . 6 6 7  
4 3 4  . 6 1 4  
2 9 7  . 2 9 5  
7 4 8  . 8 0 9  
4 9 5  . 6 4 2  
6 4 5  . 6 2 6

, 9 8 9
,000
. 00 0
.000
. 9 8 4
. 0 0 0
. 6 6 0
. 6 7 4
. 5 1 6
. 7 1 5
. 6 9 2
, 4 6 2
, 0 9 6
. 6 1 4
. 7 7 7
. 5 4 0
. 6 1 4
, 6 2 9
. 9 2 8
. 9 4 9
. 9 7 8
. 9 3 8
. 9 3 0
. 9 2 0
. 7 4 3
. 5 7 0
. 6 9 0
. 7 1 2
. 7 1 2

OVERALL

OOO , 0 0 0
. 5 0 0
3 . 0 0
1.00 

- . 0 0 0
1 . 5 0
3 . 0 0  
1 . 3 0  
3 . 6 0  
1.66
3 . 1 1  
1 . 4 3
1 . 8 7  
1 , 7 6  
3 . 9 4
5 . 8 7  
2 . 8 6  
2 . 0 2  
2 , 0 0 . 

1.18
1 . 5 0
1.00
1.12 
1.86 
1 . 3 7  
1 . 0 5  
. 8 6 5  
1 . 6 2  
. 8 7 8  
1 . 1 5

, 0 0 0  . 0 0 8  . 0- 00 . - .HM -  ... 
. 0 0 0  . 0 0 0  . 4 0 0 - 2 . 6 0  y

i!!! i l e. l :2Sj
2 . 3 0  1 5 . 4  .0110, 5 x 5 1  . 
1 , 0 4  8 , 1 4  , 7 4 7  i i ? S  
2 . 3 5  4 . 1 3  , 1 5 1 6 x 3 4 .  
1 . 2 6  1 . 3 9  , 1 9 3  1 , 9 6 -
2 . 9 8  1 , 2 9  1 x 0 4  1 , 9 4 ____
1 . 1 4  2 . 7 9  . 8 3 9  * , . «  j

S:8:S tf  S l l a  
i:S! l - U
hS Ml.'.!%£&- ■<

> . 3 6 3  . 0 0 0 . . 0 0 0 - 6 . 5 2 .  
. 0 0 0  , DOa . 0 0 0 - 5 , 2 4  
, 9 9 2  . 0 0 8  . 0 0 0  1x07.  

- 6 , 0 4  , 0 0 0  . 0 0 0  . 3 3 3  
2 8 . 5  , 0 0 0 . - . 2 1 0  . 3 3 6  . 
. 5 8 6  5 , 2 2  . 0 0 8  2 . 7 6  
, 8 2 9  1 . 0 4  . 4 7 9  1 ,1 7 .  „  
. 7 1 2  1 , 4 5  2 . 3 9  7 , 1 2  
, 6 7 0  2 . 1 3  , 4 9 2 1 . 1 5  
, 6 0 6  1 . 6 1  . 6 0 3  2 . 4 7

3 ;
31
3 2
3 3
3 4 
35  
3c  
37  
3 *  
3 9
4
41
42
43
44
45
46
47  
4'  
49  
5 . i 
51 
5>  
5 3  
5 ‘-

55
56
57
5  3 

5 9
6 
61 
6-'  
63  
6c
65
66  
6 7  
65 
6 9  
7'. 
71 
7>
73
74
75  
7': 
77
7 '  

79  
8-. 
81 
M?
83
84
08  
86 
8 7  
t ie 
89

, 4 8 5
. 3 5 6
. 5 6 2
. 6 2 9
• 29' ,  
. 5 4 6  
, 167- 
, 9 1 1  
. 9 2 4  
. 9 5 1
• 910  
. 9 7 6  
. 0 9 9  
. 7 1 8  
, 6 7 l  
, 4 3 0  
, 69-4 
, 7 5 6  
. 7 9 5  
. 2 9 7
• 2 9 2  
. 2 0 4  
. 3 1 5  
, 1 0 4  
. 2 5 9  
. 9 1 3  
. 9  36 
, 9 3 2  
. 9 8 1  
. 9 3 5  
, 9 9 j  

. 6 7 3  

. 8 0 2  

. 5 3 3  

. 8 4 1  

. 6 9 4  

. 7 99  

. 4 5 4  

. 2 9 1  
, 4 7 3  
. 3 7 1  
, 0 9 1  
. 6 1 7  
. 9 8 1  
. 9 7 0  
. 9 8 1  
, 9 4 C  
, 9 9 6  
. 9 9 7  
. 6 9 3  
. 6 5 6  
. 8 1 0  
. 7 1 8  
. 8 2 0  
, 7 4 7  
, 4 6 0  
, 3 4 6  
. 3 5 8  
. 5 3 2  
, 3 5 0

, 392  
, 4 4 3  
, 8 9 3  
. 6 6 2  
, 7 6 C  
. 5 4 6  
,115 
. 9 3 3  
. ' <24 
. : : 0 0  
. 9 0 7  
. 9 7 8  
. -  45 
. 7 0 6  
. * 8 9  
. 4 5 8  
. 7 1 1  
. 8 0 5  
, 7 9 8  
. 3 2 8  
. 2 64  
. 0 7 6  
, 3 3 4  
. 1 4 2  
. 2 7 4  
. 9 2 8  
. 9 3 2  
. 9 5 6  
. 971  
. 9 2 4  
, i i C 0  
. 6 7 9  
. 7 6 6  
. 5 6 9  
, 6 7 4  

. 7 1 0  

. 7 9 8  

. 3 9 7  

. 3 6 8  
. 5 2 4  
. 4 1 2  
. 1 3 5  
. 6 6 7  
. 9 8 3  
. 9 7 9  
. 0 0 0  
. 9 6 0  
. 9 8 9  
. 0 0 0  
. 7 8 4  
. 7 1 0  
. 8 2 3  
. 7 6 3  
. 8 2 8  
. 7 7 6  
. 4 9 9  
.281 
. 2 8 4  
. 5 8 3  
. 2 7 1

. 2 3 7  , 5 9 1  

. 2 5 3  . 3 2 2  

. 4 6 2  , 5 i 9 

. 6 0 7  . 6 4 0  

. 1 1 3  . 2 2 9  
, 34 ( i  . 5 0 3  
, 1 2 3  , 2 3 1  
. 0 0 0  . 5 0 0  
. 0 0 0  . 0 6 1  
. 0 0 0  . 0 0  0 
. 0 0 0  , 7 9 1  
. 01) 0 , 0 0 0  
. 0 0 0  , " 0 0  
. 7 3 7  , 7 4 7  
, 5 1 4  , 5 7 4  
. 2 0 3  . 3 5 8  
. 7 7 0  , 6 5 9  
. 5 6 0  , 6 5 2  
. 700  . ' ' 9 2  
. 2 0 9  . 2 5 2  
. 2 3 9  . 2 7 4  
. 2 1 1  . 2 2 4  
. 2 0 0  , 2 7 9  
. 1 7 9  , 1 4 8  
, 1 0 0  . 1 6 3  
. 0 0 0  . 0 0 0  
. 0 0 0  . 0 0 0  
. 0 0 0  . 0 0 0  
. o o o  , r i ' o  
. 0 0 0  . 0 0 0  
. o o o  . n o n
. 5 0 2  . 7 5 2  
. 7 1 3  , 6 7 2  
. 0 0 0  , 5 0 9  
. 7 3 3  , 0 0 0  
. 4 9 8  , 6 3 0  
. 0 0 0  . 5 4 1  
. 5 9 2  . 4 3 5  
. 2 4 7  , P9 4  
. 3 1 6  , 5 3 3  
, 4 1 8  , 3 3 7  
. 3 4 8 - , 1 3 0  
. 4 0 2  . 5 0 2  
. 0 0 0  . 0 0 0  
. 0 0 0  , 0 0 0  
. 00 0  . 000- 
.  0 0 0  . 1 ) 0 0  
.’ 0 0 0  . 0 0 0  
. 0 0 0  . 0 0 0  
. 4 1 8  . 4 4 9  
. 5 1 4  . 5 2 3  
. 4 3 3  . 6 8 9  
. 6 6 7  . 6 4 2  
. 0 0 0  . 0 0 3  
. 3 3 6  . 5 9 4  
. 4 1 3  . 3 3 6  
. 5 4 0  , 3 6 4  
. 2 7 9  . 4 0 2  
. 6 0 2  , 3 7 3  
. 4 8 8  . 3 1 6

, 6 1 3
. 3 7 5

. 6 8 1

. 7 8 9
, 6 1 6
, 4 4 1 i i n Ull . 5 9 9  , 

1 . 4 2
. 5 7 6 1 . 8 6 2 , 0 9 3 , 3 7 , 2 2 1 2 , 0 3
. 6 0 7 1 . 2 8 . 6 9 1 . 5 4 2 . 6 0 7 3 . 1 6
. 4 0 3 . 5 1 7 , 5 1 8 , 8 7 4 . 5 4 8 . 3 1 7
. 5 7 7 . 6 8 0 . 6 7 6 . 4 5 4 1 . 5 3 , 5 7 2
, 2 0 7 1 . 1 2 1 . 2 7 , 9 1 1 1 , 4 0 1 , 0 2
. 9 1 7 1 , 0 6 . 2 5 9 , 0 0 0 3 . 6 4 1 . 5 1
. 9 2 4 . 0 6 7 1 . 8 2 . 0 0 0 . 0 0 0 . 4 0 4
. 9 63 . 1 8 8 . 0 0 0 . 0 0 0 . 0 0 0 2 6 . 2
. 9 3 1 . 5 7 1 1 . 9 4 , 0 0 0 . 4 0 8 - > . 2 1 6
. 0 0 0 . 2 8 6 . 7 7 7 . 0 0 0 , 0 0 0 . 0 0 0
. 9 4 8 . 6 o 9 2 . 8 2 , 0 0 0 , o o o - ' , 4 8 2
. 7 3 0 . 5 2 2 , 6 8 8 1 . 2 2 , 1 5 4 . 4 0 1
. 6 9 3 . 2 4 7 . 190 1 .  02 , 1 8 3 . 3 0 0
. 5 2 2 . 7 1 9 . 4 7 1 . 9 2 3 . 8 7 6 , 9 8 6
. 6 6 7 . 9 1 5 , 7 4 4 1 . 1 0 1 . 7 7 . 9 4 9
. 7 3 6 . 4 0 0 . 2 6 8 . 2 7 3 . 2 5 0 . 6 3 4
. 8 1 9 . 3 5 1 . 3 4 3 . 3 6 9 , 4 1 8 . 3 0 4
. 2 9 9 . 6 3 6 . 7 9 1 . 7 7 0 . 6 0 9 . 4 7 3
. 3 7 9 - . 8 3 0 x . 9 7 5 1 , 0 4 . 6 8 6 . 6 0 2
. 3 1 8 . 7 9 3 , 8 6 9 . 2 9 9 1 . 5 1 . 7 2 5
. 3 7 0 . 8 3 3 1 . 2 0 . 5 3 9 , 7 1 2 . 7 3 7
, 2 4 7 1 . 0 3 1 , 1 4 , 9 1 7 1 . 0 3 1 . 0 4
. 4 1 1 . 7 4 4 , 9 1 8 , 6 4 3 , 6 1 0 . 7 6 2
. 9 0 1 1 . 0 0 1 5 . 3 . 0 0 0 . 8 0 0 . 1 5 1
. 9 4 6 . 2 6 3 . 6 4 3 . 0 0 0 , 0 0 0 - , 0 3 2
. 9 2 1 . 5 6 3 . 7B0 . 0 0 0 . 0 0 0 . 3 6 0
. oo o 1 . 3 3 2 . 0 2 . 0 0 0 . 0 0 0 . 0 0 0
. 9 4 1 1 . 8 8 2 . 6 6 . 0 0 0 . 0 0 0 2 . 2 6
. 0 0 0 H . 0 0 0 , 0 0 0 , 0 0 0 , 0 0 0
. 7 1 0 3 , 7 3 3 , 2 3 4 , 8 2 - 6 1 , 9 3 , 4 4
. 8 5 5 1 . 0 3 1 , 9 4 4 1 , 8 1 , 1 5 . 2 5 6
. 4 4 3 . 2 9 1 , 3 4 1 . 0 0 0 , 1 2 2 , 3 5 4
. 8 3 5 . 3 8 1 1 , 1 3 - ■460 , 0 0 0 , 0 9 7
. 7 1 3 1 . 0 9 1 , 0 5 7 . 9 3 1 . 5 0 . 6 5 3
, 8 3 4 . 5 0 0 , 8 7 3 , 0 0 0 , 1 9 3 . 3 4 2
. 5 1 3 . 5 3 4 . 6 0 0 . 4 9 5 . 3 9 1 . 5 3 5
. 2 3 4 1 . 2 6 1 . 7 2 1 , 4 2 1 . 1 3 , 9 8 0
. 4 2 9 . 6 3 3 , 9 1 2 1 , 0 5 , 6 2 4 , 3 5 9
, 3 3 3 . 3 4 1 , 5 3 0 , 2 8 7 , 3 0 6 . 1 8 4
. 0 2 2 . 8 1 0 , 4 1 9 , 7 8 3 1 . 0 5 1 , 2 6
. 6 6 1 1 . 3 3 2 . 0 4 2 , 2 1 . 6 5 1 , 8 6 1
. 9 8 4 . 7 5 0 - 1 8 . 0 , 0 0 0 . 0 0 0 - , 2 1 6
. 9 6 6 . 5 7 1 2 . 2 4 , 0 0 0 , 0 0 0 . 0 7 3
. 9 6 9 . 4 0 0 , 0 0 0 . 0 0 0 . 0 0 0 - - . 3 0 5
. 9 3 6 1 . 0 0 - 6 , 4 8 . 0 0 0 , 0 0 0 _ .206
. 9 8 4 , 6 6 7 7 . 2 8 . 0 0 0 . 0 0 0 1 . 0 0
. 0 0 0 H • ooo , 0 0 0 , 0 0 0 . 0 0 0
. 6 8 5 . 1 5 4 . 1 6 1 3 . 2 2 , 1 9 3 . 0 8 0
. 6 4 7 . 2 5 7 . 3 0 5 . 0 2 4 . 0 1 1 . 4 3 1
. 8 6 0 1 . 4 1 1 . 3 2 2 . 2 6 2 . 0 0 1 . 1 8
. 6 8 6
. 8 1 6

. 3 1 6

. 4 1 3
. 6 3 8
, 2 0 8

4 , 0 0
, 0 0 0 m  t

. 7 8 4 . 4 9 2 . 4 3 6 1 . 5 6 . 5 2 4 . 3 7 2

. 5 0 5 . 7 5 4 . 6 5 0 2 . 1 0 . 5 6 6 •  7 1 1

. 335 . 6 0 9 . 6 5 6 , 3 4 3 . 6 0 9 . 6 4 5

. 4 4 0 1 . 9 1 2 . 7 9 1 . 9 9 4 , 9 7 1 . 1 2

. 4 3 1 1 . 4 5 3 . 0 5 1 , 7 3 1 , 6 4 . 8 8 2

. 3 6 0 1 . 5 5 2 . 0 0 1 . 6 3 2 . 0 4 . 0 0 2

, 1 9 6  . 1 5 0  . 1 7 3  , 1 7 2 . 2 5 7

3 3 . 9 .

1

'
1 , 6 1  2 . 9 9  2 , 6 9  1 , 1 9  . 8 1 4

F-T. F I R S T  PARAMETER OVERALL FRIEDMAN i *  n
S T M  FRI EDMAN i l . I R E S P  FRI EDMAN . 6 9 2 C 0 R W R  FRI EDMAN-  1 5 x 0  — - -

FOR SECOND PARAMETER OVERALL FRIEDM AN 1 2 .  IT - -
FRIEDMAN 4 . 92R6SP FRIEDMAN 1 . 92C0R HR FRIEDMAN . 69 2



EXPERIMENT MO 4
f s t i s a t i o n  l lU CES CHOICP MOOEL

Z B
STATE 0 .  OVERALL S l R l  S l » 2  S2R1 S2R2 OVERALL S l R l  S1R2 S2R1 S2R?
LAST t r i a l
s e s s i o n

t • 113 • 134 • 000 • ooo .1 0 1 . 5 4 2 • 491 • 000 • 000 . 6 7 9
7 . 9 90 1 . 0 4 .9 7 4 • 947 .9 6 5 1 . 0 2 1 . 0 7 . 9 1 5 . 9 6 8 1 . 1 3
3 . 9 9 9 . 5 2 2 . 7 0 3 . 4 6 4 .5 4 0 • 660 1 . 4 0 . 6 1 0 1 . 0 4 . 5 9 5
4 1 . 3 2 1 . 1 1 1 . 6 5 1 . 6 1 1 . 1 4 1 . 0 6 1 . 9 5 . 7 2 9 1 . 4 3 .6 4 6
9 • 420 . 3 9 4 . 3 6 8 . 2 9 0 • 473 1 . 6 3 2 . 1 3 • 989 2 . 9 5 1 . 0 1
* . 2 * 1 .2 3 9 .3 1 6 ,4 8 8 .2 6 5 .9 6 1 .9 6 4 . 9 0 0 .9 3 2 .9 5 8
7 . 9 6 6 1 . 1 6 1 * 1 1 . 9 9 0 .7 7 4 1 . 4 1 4 . 9 0 3 . 0 2 • 603 .5 4 7
X . 3 2 9 . 3 1 6 .3 7 5 . 4 2 6 .2 7 4 l . M 1 . 8 3 1 . 0 2 2 . 6 5 1 . 6 8
9 1 . 3 2 1 . 2 7 1 . 9 0 1 . 3 6 .8 3 7 2 . 7 9 3 . 6 2 5 . 5 4 2 . 6 2 • 837

1" • 305 .2 4 4 .2 7 4 . 1 7 3 .4 2 6 1 . 0 7 1 . 3 1 1 . 3 3 .4 6 0 .9 8 7
11 • 941 • 60 3 .9 0 0 1 . 0 3 1 . 1 2 2 . 0 1 2 . 4 6 1 . 7 1 2 . 6 3 .9 6 2
1? .6 1 7 .9 7 9 .7 8 4 .6 2 2 .4 8 7 2 . 2 5 1 . 2 3 2 . 9 4 2 . 6 7 * . 7 3
13 • 631 1 . 0 1 1 . 0 6 • 693 . 7 3 7 2 . 9 3 3 . 3 6 < . 1 7 2 . 9 6 1 . 6 6
14 • 666 .9 6 4 .7 2 2 • 74? .6 8 7 1 . 1 3 .8 9 2 .9 3 3 1 . 5 7 1 .2 3
19 • 995 .4 7 2 . 6 1 4 .5 4 4 .6 3 3 . 683 . 2 7 1 • 559 . 4 5 9 1 . 6 3

f or
ST! ■

r l R S T  p a r a m e t e r  o v e r a l *
r w i  = [ • a i . ' l o o R f sp

FRlEDPA'j
F R J F D^A

6 * 1 7
» 2.57C0R w* FPJFD “ A . 4 . 5 7

f o r
STf-

SECOND
f r j

p a r a m e t e r
'  n-A ♦

OVERAi
OOpPSP

1 FRIEDMAN 
r w i t n - A

2 . 4 9
* 1 .14C0R *R FRICC' A • 26*
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EXPERIMENT wO 4
ESTIMATION 2TANNER SWE'TS GREEN MODEL

d p r i m E B
s t a t e  ON OVERALL S1R1 S1R2 S2P1 S2R2 OVERALL S1R1 S1R2 S2R1 S2R2
l a s t  t r i a l
SESSION

1 2 , 5 2  2 . 3 5  .0 0 0  .000
2 .0 1 3  - . 0 5 5  ,0 3 3  .0 6 8
3 ,7 3 4  •808  .4 4 1  ,9 5 2
4 - . 3 4 6  - . 1 2 7 - . 6 2 2 * . 5 9 i
5 1 . 0 7  1 , 1 5  1 . 2 3  1 . 4 9
6 1 . 5 5  1 . 7 4  1 . 4 1  .8 9 1
7 ,0 4 3  - . 1 8 6 - . 1 3 2  .0 1 2
P 1 . 3 7  1 . 4 1  1 . 2 1  1 . 0 5
9 - . 3 4 4  - . 2 9 8 - . 7 8 3 - . 3 9 9

ID 1 . 4 4  1 . 7 1  1 . 5 8  2 . 0 7
11 .0 7 4  .2 7 4  . 1 3 3 - . 0 4 2
12 . 6 0 2  . 6 8 2  . 3 0 4  ,591
13 .2 3 1  - . 0 1 1 - . 0 9 7  .4 5 0
14 . 5 0 8  .7 0 5  . 4 0 7  .3 7 3
15 ,6 4 7  .9 2 5  .6 0 9  ,7 5 5

FOR FIRST PARAMETER OVERALL FRIEDMAN 
STt FRIEDMAN • 286RESP FRIF.DM

2 , 6 5 1 . 0 1 , 8 9 2 000 . 0 0 0 1 . 1 7
. 044 .007 - . 0 2 8 016 .034 .0 2 3
.7 6 5 .3 4 0 • 468 168 , 486 . 2 8 9
.1 6 6 - . 1 8 0 - . 0 8 4 - 2 6 4 - . 3 4 7 - .0 6 5
.9 3 0 .6 5 5 • 763 614 1 . 0 7 .4 6 7
1 . 6 2 .761 ,8 5 5 671 .431 . 7 9 3
.3 2 1 .0 2 5 • , 1 5 4 * 099 .0 0 5 .1 1 4
1 . 5 7 ,8 6 6 ,884 610 .7 6 1 .9 5 3
.2 2 3 - . 2 5 2 - . 2 3 3 * 6 6 1 - . 2 8 8 • 102
1 . 0 5 .7 3 9 , 9 4 8 882 .761 .5 2 3
.1 3 8 .0 4 9 ,1 9 5 0 8 4 - . 0 3 1 * • 068
. 831 .414 ,3 7 5 226 .4 3 5 .7 5 8
.3 8 2 . 1 7 2 - . 0 0 9 * 078 *342 • 238
.4 6 9 . 2 6 9 .3 3 3 196 .2 27 .2 5 9
.5 70 .2 6 5 • 208 220 • 243 , 3 5 2

6 . 1 7
AN 1.14COR WR FRIEDMAN 4 , 5 7

FOR SECOND PARAMETER OVERALL FRIEDMAN 7 . 2 9
S i n  FRIEDMAN 1.14RESP FRIEDMAN .286C0R WR FRIEDMAN 2 , 5 7



EXPERI MENT 'JO 4
ESTIMATION 4.NONPARAMETRIC ANALYSIS

APRImE BIAS
STATE ON OVERALL S l R l  SlR2 S2R1 S2R2 OVERALL S1R1 S1R2 S2R1 S2R2 
LAST TRIAL 
SESSION

1 * .9 3 7 .9 2 3 .000 .0 00 .9 4 7 6 1 . 8 65 .7 ,000 ,000  4 6 , 7
2 .5 0 5 .4 7 9 .5 1 3 . 5 2 7 .5 1 7 - . 0 2 3 - . 2 7 8 .2 3 5 . 1 7 7 - . 4 3 0
3 .7 2 2 .7 3 7 .6 4 7 ,7 6 8 .7 2 7 8 . 2 6 - 1 8 .8 1 5 , 6 - 3 . 1 3  2 6 , 1
4 .3 7 9 .4 5 2 .3 0 5 . 3 1 2 .4 3 6 - 2 . 0 7 - 6 , 30 1 4 , 2 - 1 5 . 2  5 , 4 7
5 . 7 8 6 .7 9 3 .8 1 6 .8 3 2 .764 - 3 2 . 5 - 4 7 . 0 , 9 7 6 - 6 7 . 2 - . 7 6 i
6 ,8 5 9 .8 81 .8 4 1 ,7 5 6 ,8 6 7 4 , 4 0 4, 45 1 0 . 4 4 , 7 6  4 , 8 5
7 .5 1 7 .4 3 3 .450 .5 0 5 .612 - 1 . 1 6 - 1 7 . 8 - 1 0 . 1 .4 8 9  1379
8 ♦ 8 3 0 . 8 3 5 .8 1 3 .7 7 1 .8 5 7 - 4 5 . 6 - 4 6 . 1 - 1 . 5 1 - 5 4 . 4 * 4 4 . 1
9 .3 8 3 .3 98 .2 8 9 . 3 6 7 .5 8 2 - 2 2 . 7 - 2 3 »6 - 5 8 . 2 - 2 4 7 7  3 . 1 1

10 , 8 4 5 ,8 7 6 .8 6 1 .9 0 2 ,7 8 6 —6 , 6 1 - 2 8 • 1 - 2 7 , 6 6 3 . 6  1 , 0 0
11 .5 2 9 . 5 9 7 .550 .4 8 4 .4 4 8 - 3 . 8 7 - 1 6 . 8 - 3  ,41' — * 5 , 1 '  , 4 o U

12 ,6 8 6 . 7 1 0 .6 0 5 .6 8 1 • 722 - 3 0 , 7 - 1 0 • 5 * 2 1 . 2 - 3 8 » 4 * 6 4 , 8
13 .5 8 3 .4 9 6 .4 6 3 .6 4 8 .630 - 1 6 , 6 - . 9 7 1 - 9 , o r - 3 0 . 4 - 1 3 . 9
14 .6 6 7 .7 1 6 .6 3 9 . 6 2 8 .6 5 6 - 4 . 7 8 6 . 09 2 . 2 1 - 1 2 , 3 * 7 , 4 6
15 .7 0 1 .7 4 3 .690 . 7 2 1 .682 1 7 . 4 56 .7 2377 35 • 5 * 1 9 , 4

FOR F IRST pa r a m e t e r OVERALL FRIEDMAN 6 , 1 7
-------- -  • • •

STIM FRIEDMAN .;286RESP FR IEDMAN 1 , 14COR HR FRIEDMAN 4 . 5 7

FOR SECOND PARAMETER OVERALL FRIEDMAN 3 . 6 6  
JLTJM FRIEDMAN 1.14RESP FRIEDMAN 1 .14C 0R  W*r FRIEDMAN .2 8 6
FP OFl 0



e x p e r i m e n t
estimation

state on
last TRIAL 
SESSION

N O

overall

s a t k i n s o n s  m o d e l
SIGMA

SlRi S1R2 S2R1 S2R2
B

OVERALL S1R1 SIR? S2R1 S2R2

1 .769 .724 .non ,000 ,806 3,40 6.87 .000 ,000 1.22
2 ,005 -.022 .013 .027 .018 1.01 .965 1.12 1.06 .9083 .235 . 306 .165 .366 .261 1.32 ,687 2, 03 .919 2.14
4 -.137 -. 045- .239* .225-.063 .892 ,506 1.17 .759 1.41
5 .389 .388 .462 .449 .358 .538 .374 ,768 .278 1/01
6 .561 .614 .517 .344 .581 1,03 ,940 .635 1.28 1.07
7 ,017 u42- .040 .005 .117 .724 .232 ,360 1.71 2.09
g .475 . 486 .455 .322 .544 .396 .471 1.05' .195 .363
9 -.107 - . 0  81- .168- .127 .088 .420 .326 .267 .455 1.22

10 .525 .600 .563 .658 ,401 .977 ,713 ,864 2.55 1.09
11 .026 . f)90 . 049- .013-.055 .524 ,404 .611 ,386 1.12
12 ,203 .264 .092 .181 .166 .386 .819 .323 .271 .097
13 .070 -.0 0 3- .024 .138 .142 .286 .274 .̂229 .250 .518
14 .200 .275 .161 ,141 .133 .805 1,08 1.06 ,546 .715
15 .246 . 251 .221 .258 .212 1.69 6.51 2.22 2.59 .564

FOR FIRST PARAMETER OVEHALl FRIEDMAN 5,23
STIM FRIEDMAN 1.14RESP FRIEDMAN 1.14C0R WR FRIEDMAN 1.14

FOR SECOND PARAMETER OVERAl.1 FRIEDMAN 2.31
STIm FRIEDMAN 1.14RESP FRIEDMAN 2.57CQR WR FRIEDMAN ,286
FP OFLO'
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